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Abstract. This paper is concerned with a propositional modal logic with operators for necessity,
actuality and apriority. The logic is characterized by a class of relational structures defined according
to ideas of epistemic two-dimensional semantics, and can therefore be seen as formalizing the rela-
tions between necessity, actuality and apriority according to epistemic two-dimensional semantics.
We can ask whether this logic is correct, in the sense that its theorems are all and only the informally
valid formulas. This paper gives outlines of two arguments that jointly show that this is the case.
The first is intended to show that the logic is informally sound, in the sense that all of its theorems
are informally valid. The second is intended to show that it is informally complete, in the sense
that all informal validities are among its theorems. In order to give these arguments, a number of
independently interesting results concerning the logic are proven. In particular, the soundness and
completeness of two proof systems with respect to the semantics is proven (Theorems 2.11 and 2.15),
as well as a normal form theorem (Theorem 3.2), an elimination theorem for the actuality operator
(Corollary 3.6), and the decidability of the logic (Corollary 3.7). It turns out that the logic invalidates
a plausible principle concerning the interaction of apriority and necessity; consequently, a variant
semantics is briefly explored on which this principle is valid. The paper concludes by assessing the
implications of these results for epistemic two-dimensional semantics.

§1. Introduction. Epistemic two-dimensional semantics as proposed by David
Chalmers, e.g., in Chalmers (2004), provides an account of meaning that allows a possible
world semantics of necessity as well as apriority. The notions of necessity and aprior-
ity intended here are those distinguished by Kripke (1972); the first is sometimes called
metaphysical necessity. They can roughly be paraphrased by saying that necessary is what
could not have failed to be the case, and a priori is what can be known in an a priori
way. In Fritz (2013), a propositional modal logic with operators for necessity, actuality
and apriority is defined which captures the relevant ideas of epistemic two-dimensional
semantics. In particular, a class of relational structures is defined, and it is argued that it
represents the evaluation of sentences according to epistemic two-dimensional semantics,
and that therefore, the logic characterized by this class captures the relations of the three
modalities according to epistemic two-dimensional semantics. Epistemic two-dimensional
semantics is a controversial theory, and philosophers who do not want to commit them-
selves to it can’t justify the correctness of this logic using its semantics. This raises the
question whether there is a way of arguing for its correctness that is not based on epistemic
two-dimensional semantics. The main aim of this paper is to outline such an argument.
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In this introductory section, I first summarize the definition of the logic in Fritz (2013).
I then consider what it takes for this to be the correct logic of necessity, actuality and
apriority, and sketch the overall strategy of arguing for the correctness of the logic which
will be outlined in subsequent sections. As I will only be concerned with epistemic two-
dimensional semantics, rather than other variants of two-dimensional semantics, I will drop
the qualifier epistemic from now on for brevity.

1.1. A Logic for Two-Dimensional Semantics. Syntactically, the logic discussed in
Fritz (2013) uses a standard propositional modal language with three operators for the
three modalities. Letters like p and g are used as proposition letters; — and A are used
as primitive Boolean operators; and O is used for necessarily, A for a priori, and @ for
actually. & and C are used as the duals of O and A. It is assumed that < is used for
possibly, and the symbol C is motivated by the suggestion in Chalmers (2004, p. 219) that
conceivability and apriority are dual in the required way, although this won’t be assumed
in the following, and so C shouldn’t be assumed to formalize conceivably. Note that in
some of the references cited below, the actuality operator is written A, the symbol I use for
the apriority operator.

The basic idea behind the semantics is that truth is relativized to two indices, a meta-
physical possibility and an epistemic possibility. Necessity is interpreted as truth in all
metaphysical possibilities, keeping the epistemic possibility fixed. Apriority is interpreted
as truth in all epistemic possibilities and corresponding metaphysical possibilities. Actu-
ality is interpreted as truth in the metaphysical possibility corresponding to the epistemic
possibility, keeping the epistemic possibility fixed. In fact, the version of the semantics
presented in the following definition identifies metaphysical and epistemic possibilities,
since this simplification makes no difference to the logic of the three modalities considered
here. See Fritz (2013) for more on the philosophical motivation of this model theory and
for brief comparisons with similar logics such as the ones found in Davies & Humberstone
(1980) or Restall (2012).

In a first step to specify the formal model theory, a class M of Kripke frames called
matrix frames is defined in Fritz (2013) as the class of frames § = (W, Ro, Re, Ra),
where W = S x § for some set S, and the relations are given by the following conditions:

o (x,y)Ro',y)iffy =y’
o (x,y)Re(,y)iffy=y andx’ =y’
o (X, y)Ra(x',y)iffx" =y

From this, a class of frames with distinguished elements is derived. As defined in
Segerberg (1971), a frame with distinguished elements, in short FWDE, is a frame to
which a subset of the set of points is added. Models are obtained from these as in the
case of frames by adding a valuation function, and the definition of truth at a point in a
model stays the same. Only the definitions of validity and consequence are changed by
restricting them to the distinguished points. Logics characterized by classes of FWDEs
need not be normal, as they need not be closed under the rule of generalization (if ¢ is
a theorem so is V¢ for any modal operator V). But they are quasi-normal, which means
that they contain the smallest normal modal logic K and are closed under modus ponens
and uniform substitution. With this, the formal semantics of the logic for two-dimensional
semantics is given by the class MD of matrix FWDEs, which are defined as the FWDEs
F =(W, Ro, Re, Ra, D) suchthat (W, Ro, Ra, R4) is amatrix frame and D = {(x, x) :
x € S}, where S is the set such that W = § x S. Note that I distinguish between frames
and FWDES, as well as models based on such structures, using different fonts. E.g., I write
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§ and 971 for frames and models based on them, and F and M for FWDEs and models
based on them.

1.2. A Question of Correctness. 1If you are interested in the logic of necessity, actuality
and apriority but are not committed to two-dimensional semantics, you might wonder
whether we can argue independently of two-dimensional semantics that the logic char-
acterized by MD is the correct one. But what exactly does it mean for a logic to be the
correct logic of necessity, actuality and apriority? Since here, we will take a modal logic
to be just a set of formulas, a trivial answer follows from the identity criterion for sets:
To be the correct logic of the three modalities is just to contain the same formulas as the
correct logic. Let’s call the formulas that are in the correct logic informally valid. Then
we can split up the claim that the logic characterized by MD is the correct logic into two
parts, adapting some familiar terminology: Say that it is informally sound if it contains
only formulas that are informally valid, and informally complete if it contains all formulas
that are informally valid. To be the correct logic can now be described as being informally
sound and complete. Of course, unless we have an independent account of which formulas
are informally valid, these are all just slight variations of saying the same thing. Before
saying more about informal validity, let me point out that there are reasons for thinking that
this account of being the correct logic of the three modalities is incomplete. (For brevity, let
me just say that a logic is correct instead of saying that it is the correct logic of necessity,
actuality and apriority, or whatever else it formalizes.)

One might argue that the basic concept in logic is not that of a formula being valid, but
that of an argument being valid. Then the problem with the above account would be the
assumption that the correct logic of the three modalities is given as a set of formulas. If this
is right, then it would be more accurate to say that a logic is correct if it counts all and only
the informally valid arguments as (formally) valid. Adapting standard terminology, we
might call this strong correctness, and the notion of correctness described in the previous
paragraph weak correctness. As above, these can then be divided up into strong and weak
informal soundness and completeness.

To consider this in a bit more detail, let me assume the standard representation of
arguments in modal logics as given by a set of premises and a single conclusion. As we
will see later (as an immediate consequence of Theorem 2.11), the consequence relation
over MD is compact (i.e., what is a consequence of a set of formulas is a consequence
of a finite subset). So it follows from natural assumptions about informal validity that the
logic characterized by MD is strongly informally sound if it is weakly informally sound.
(The assumptions are an informal analog of the deduction theorem and the claim that
a formula is informally valid if it follows informally from no premises.) But to infer
that the logic is strongly informally complete from the assumption that it is weakly in-
formally complete, we need the claim that informal consequence is compact, which we
might call informal compactness. That it holds in the current modal context is by no means
obvious, as pointed out in Cresswell (2009, p. 63). So what I say below about informal
completeness should be thought of as only pertaining to weak informal completeness, and
leaving the question of strong informal completeness open, or depending on the assumption
of informal compactness. While I acknowledge these complications, I won’t consider
them in the following, and therefore also return to the original terminology; i.e., writing
just informal soundness and informal completeness for what has here been called weak
informal soundness and completeness.

Taking a stand on the correct understanding of informal validity is beyond the scope
of this paper. But to see which parts of the arguments for informal soundness and
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completeness that will be outlined below are controversial, it will be helpful to have at
least a plausible candidate for understanding informal validity. So without defending it,
let me sketch one such account, calling it the instance account of informal validity. The
idea behind it is that a formula is informally valid if and only if all of its natural language
instances are true. So a formula like p — O p can be seen not to be informally valid on this
account as the sentence “If Obama is president of the US then it is necessary that Obama
is president of the US” is a false instance. Of course, it is not completely clear which
sentences count as instances, and more generally, what is meant by natural language. But
for purposes of illustration, the account is clear enough.

The instance account of informal validity just sketched is reminiscent of the notion of
logical truth for logics of quantification proposed in Tarski (1936), which is adapted to
modal logics in Williamson (2013, section 3.3). Williamson singles out those formulas ¢
of a propositional modal language such that Vpi ...Vp,¢ is true on the intended interpre-
tation, where p1, ..., p, are the propositional letters in ¢, and calls them metaphysically
universal. While metaphysical universality as defined by Williamson and the instance
account of informal validity are closely related, we shouldn’t assume that they are the same.
This is particularly important in the context of two-dimensional semantics, which provides
a number of entities that play some of the roles traditionally associated with propositions.
Thus claims about all instances of a formula and its universal closure might come apart in
unexpected ways; see the discussion in Fritz (2013, section 4).

Informal validity according to the instance account and the resulting notions of informal
soundness and completeness are structurally similar to the standard provability interpreta-
tion of modal logic (see Boolos (1993, pp. xxvi—xxvii)). On the provability interpretation,
a formula ¢ in the propositional modal language containing only the modal operator O
is called always provable if for every realization *, ¢* is provable in Peano arithmetic.
Here, a realization is a function from proposition letters to first-order formulas in the
language of Peano arithmetic. This is extended to complex formulas in the natural way
for Boolean connectives and by mapping Oy to Bew(" w* ), where Bew(x) is a formula
which expresses provability in Peano arithmetic and "y is the numeral of the Godel
number of y. With this, a modal logic is called arithmetically sound if it contains only
formulas that are always provable, and arithmetically complete if it contains all formulas
that are always provable.

The analogy to the notions introduced above is straightforward. Instances of modal
formulas correspond to the result of applying a realization to a modal formula; having
only true instances corresponds to being always provable (i.e., all realizations mapping the
formula to one that is provable in Peano arithmetic); and arithmetical soundness and com-
pleteness correspond to informal soundness and completeness. Of course, there are also
important differences. Since always provable is introduced by a mathematical definition,
the question which logic is arithmetically sound and complete is a purely mathematical
one. And in fact, one can prove that the modal logic GL is arithmetically sound and
complete. Since informally valid is introduced in an informal way, the question which logic
is informally sound and complete (i.e., correct) can only be answered by a combination of
formal and informal arguments. The aim of this paper is to lay out the basic structure of
such a combination. I will first give a sketch of the overall strategy, and in the next two
sections fill in the details, considering informal soundness and completeness in turn.

1.3. The Overall Strategy. The strategy followed below is an extension of the argu-
ment for the correctness of S5 (the familiar logic S5 for the modality O) presented in
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Williamson (2013, section 3.3). S5p is the normal modal logic axiomatized by 7o =
Op — pand 50 = Op — OCp, and is sound and strongly complete with respect to
the class of frames whose relation is an equivalence relation. Using the terminology of the
present paper, Williamson first outlines an argument for the informal soundness of S5q
by an induction on the length of proofs in a suitable proof system. He assumes that all of
the axioms of the relevant proof system are informally valid and all of its rules preserve
informal validity, in the sense that any formula they allow us to derive from informally valid
formulas is informally valid as well. It follows by induction that all theorems of S5 are
informally valid, and therefore that S54 is informally sound. For informal completeness,
Williamson assumes informal soundness, which means that the correct logic contains S5q.
If we also assume that modus ponens and uniform substitution preserve informal validity, it
follows that the correct logic is a quasi-normal extension of S5g. He then presents a result
characterizing all such extensions, and argues that all proper extensions contain a formula
which is not informally valid. Thus S5g is the only remaining candidate for the correct
logic, and so a fortiori informally complete.

Below, I will extend this strategy to the logic characterized by MD. In the next section,
a proof system will be developed that allows a similar inductive argument for the informal
soundness of this logic, and in the following section, a result is proven that characterizes
all quasi-normal extensions of this logic in a way that allows for a similar argument for
its informal completeness. In both cases, only outlines of the relevant arguments are given.
Like the analogous arguments for the correctness of S5, they rely on claims about the
informal validity of certain formulas, and I won’t argue for all of them. This would require
arguing for a specific account of informal validity, as well as taking a stand on a number
of philosophically controversial issues; tasks I will not attempt here. Although somewhat
incomplete, these considerations still tell us something interesting, as they give us a rel-
atively small list of claims from which we can conclude that the logic characterized by
MD is correct. I will also consider which of the relevant claims about informal validity are
likely to be controversial, using the instance account of informal validity for concreteness.

The outlined strategy might remind one of Kreisel’s squeezing argument in Kreisel
(1967). Kreisel argues that classical first-order logic contains all and only intuitively valid
formulas. To do so, he first argues that all theorems of classical first-order logic are intu-
itively valid, by an appeal to the intuitive validity of (and preservation of intuitive validity
by) all components of a suitable proof system for classical first-order logic. He then argues
that all intuitively valid formulas are theorems of classical first-order logic, by arguing that
any formula that is false in some set-theoretic structure is not intuitively valid. The crucial
technical premise of the argument is the fact that classical first-order logic is both char-
acterized by the relevant proof system and the semantics given by set-theoretic structures
(i.e., Godel’s completeness theorem). If we assume that what Kreisel calls intuitive validity
is the same as what I have been calling informal validity, then Kreisel’s argument can
naturally be described in the terminology introduced above. The first step of the argument
is an argument for informal soundness of classical first-order logic, and the second step
is an argument for its informal completeness. And more abstractly, we are doing the same
as what Kreisel attempts, namely to take an informal notion (suitably clarified, as argued in
Smith (2011)) and use formal results to prove that certain informal constraints motivated
by this notion pin down a formal construct uniquely.

Could we also call the strategy that will be followed below a squeezing argument?
This would not be natural. The term squeezing is appropriate in Kreisel’s case, since his
argument is of the following form: We have two mathematically defined notions D and V
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(deducible and formally valid formulas), and an informally introduced notion / (intuitively
valid formulas). We argue informally that I contains D and V contains /. We squeeze
by proving formally that D and V coincide in extension, thus showing that all three
coincide in extension. While the informal soundness part of the present strategy is quite
similar to the analogous step in the squeezing argument, the informal completeness part is
rather different, as it is based on a syntactic characterization of extensions of the relevant
logic, rather than a formal semantics for the logic. And this makes a big difference when
we consider extending the argument to consequence relations. Kreisel’s semantic method
straightforwardly extends to informal/intuitive validity of arguments rather than formulas,
and thus to logics understood as consequence relations. In contrast, the syntactic method
used here does not immediately extend to such a setting. This can be seen from the fact that
there are multiple consequence relations extending the consequence relation of S5 which
agree on what follows from no premises, therefore additional assumptions are needed to
extend the present strategy to consequence relations; see Williamson (2013, pp. 111-114).
Such extensions won’t be considered in the following.

§2. Informal Soundness. To show that a logic is informally sound, we have to argue
that all of its theorems are informally valid. As noted above, a natural way of doing so in the
case of S5 uses a standard proof system resulting from its definition as the normal modal
logic axiomatized by 7o and 50. One such system contains as axioms the propositional
tautologies, Ko = O(p — ¢) — (Op — Ogq), To and 50; and as rules modus ponens,
uniform substitution and the rule of generalization for O (if ¢ is a theorem so is Og).
If we can show that all of these axioms are informally valid and the three rules preserve
informal validity, then it follows by induction that all theorems of S5 are informally valid.
Of course, showing that the premises are true may be difficult in some cases. But at least,
we now only have to consider a limited number of axioms and rules (finite if we replace
the propositional tautologies by one of their finite axiomatizations), rather than an infinite
set of theorems.

To give a similar argument for the informal soundness of the logic characterized by MD,
we have to develop a syntactic characterization for it. This is done in a natural way in
the next section. Unfortunately, we will see that the characterization obtained this way is
not suitable for the kind of inductive argument for informal soundness we are interested
in here. Therefore, an alternative proof system of the right shape will be derived in the
subsequent section.

2.1. Axioms for the logic characterized by MD. As mentioned in Fritz (2013), the
logic of MD (i.e., the logic characterized by MD, which is the set of formulas valid in every
frame in MD) is not normal. Therefore, standard methods for finding an axiomatization for
the logic of a class of frames will not work for the logic characterized by MD. But we
can roughly follow the strategy used, e.g., in Vlach (1973) and Crossley & Humberstone
(1977), by first finding an axiomatization of the logic of the class of matrix frames M and
then syntactically deriving a second logic from this, which can then be proven sound and
complete with respect to the class of matrix FWDEs MD. In doing so, I will make use of
some standard definitions and results in modal logic, which can be found, e.g., in Blackburn
et al. (2001), whose terminology and notation I largely adopt. First, we show that the logic
characterized by M is 2Dg, which is defined as follows:

DEFINITION 2.1. Let 2Dg be the normal modal logic axiomatized by the following
formulas:
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To Op—>p 12 @p— D@p
5o Op — O8p 44 Ap —> AAp
De @p— —@—-p 54 Cp— ACp
D@ —@—-p— @p 13 Ap—> @p

I1 Op > @p 14 A(@p — p)

These are just the axioms in Davies & Humberstone (1980) for the logic of necessity and
actuality, plus four axioms concerning apriority and its relation to actuality. All of these
axioms are Sahlqvist formulas, so the conditions on frames they express can be calculated
by the Sahlqvist-van Benthem algorithm. The following table lists the axioms of 2Dg and
their local frame correspondents, i.e., formulas of predicate logic expressing conditions
that are satisfied by a point w of a frame if and only if the corresponding axiom is valid in
that frame at that point:

To Op—>p wRow

5o Op — O0Cp You((wRov A wRou) — vRou)
De @p— —@-p Fo(wRaev)

D@ —@—-p—> @p You((wRev AwReu) = v =u)
11 Op > @p Yo(wR@v = wROv)

12 @p > 0@p You((wRov AvReu) = wRel)
44 Ap — AAp You((wRAsv AvRgu) = wRAU)
54 Cp— ACp You((wRsv A wRAu) = vRAU)
I3 Ap - @p Yo(wR@v = wRAD)

14 A(@p - p) Yo(wRsv = vR@D)

Furthermore, the fact that the axioms are Sahlqvist formulas implies that 2Dg is strongly
complete with respect to Frapg, the class of 2Dg-frames (frames in which 2Dg is
valid):

THEOREM 2.2. 2Dg is sound and strongly complete with respect to Frapg.

Proof. By the Sahlqvist completeness theorem; see, e.g., Blackburn et al. (2001,
Theorem 4.42). O

To prove that 2Dg is sound and strongly complete with respect to M, T will first show that
a set of formulas is satisfiable on Frapg if and only if it is satisfiable on a class of frames
R which is contained in Frapg and contains M. T will then show that a set of formulas is
satisfiable on R if and only if it is satisfiable on M. These claims will be established by
proving that R is the class of point-generated subframes of 2Dg-frames, as well as the
class of bounded morphic images of matrix frames. The desired claims about satisfiability
follow from these structural connections by well-known invariance results. Since a logic
is sound and strongly complete with respect to a class of frames if and only if the sets
of formulas consistent in the logic are exactly the sets satisfiable on the class of frames,
the completeness of 2Dg with respect to M follows by Theorem 2.2. In a slightly different
form, the intermediate class of frames R is used in Restall (2012), so I will call them Restall
frames. Calling a relation a function if it is serial and functional, and writing im(R) for the
image of a relation R, they can be defined as follows:

DEFINITION 2.3. A Restall frame is a frame § = (W, Ra, Re, R4) such that

e Rp is an equivalence relation,
e Re is afunction such that
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(i) if wR@v then wRpv and
(i1) R@ maps any two Rno-related points to the same point, and

e wR,v iffv € im(Re).
Let R be the class of Restall frames.
LEMMA 2.4. Every Restall frame is a point-generated subframe of a 2Dg-frame.

Proof. Consider any Restall frame § = (W, Ro, Re, R4). We first show that for any
w € W, §, (the subframe of § generated by w) is § itself. Consider any v € W. Since R@
is serial, there is a u € W such that v R@u. So also v Rou, and by symmetry of Rg, uRgv.
It is also the case that u € im(R@), so wR zu. It follows from wRsu and u Roov that v is
in §,. As v was chosen arbitrarily, §,, = §.

To show that § is itself a 2Dg-frame, it suffices to go through the axioms of 2Dg
and verify that the properties defined by them are satisfied by Restall frames. This is
straightforward for all axioms except /4. For this, we can reason as follows: let v €
im(R4). Then v € im(R@), so there is a u such that uRgv. It follows that u Rgv, and
therefore that R@ must map u and v to the same point. So v R@v. O

The next result will make use of the fact that the formula N1 = Ap — OAp, which will
play an important role in the following, is a theorem of 2Dg. This is shown in the following
lemma:

LEMMA 2.5. topg Ap — OAp.

Proof. By the following derivation:

(1) Cp— ACp 54
2) ACp — @Cp 13
(3) Cp— @Cp (1, (2)
4 —@-A-p—> A-p (3)
(5) @Ap— Ap Da, (4)

(6) D@Ap — OAp Ko, (5)
(1) @Ap — D@Ap 12

8) @Ap— OAp (6), (7)
9 Ap —> AAp 44
(10) AAp —» @Ap 13
(1) Ap - @Ap ), (10)
(12) Ap — OAp (8), (11)

O

Note that Ap — OAp is also a Sahlqvist formula, and that it is therefore straightforward
to calculate that it has the following local frame correspondent: You((wRov A v Rau) —
wRAW).

LEMMA 2.6. Every point-generated subframe of a 2Dg-frame is a Restall frame.

Proof. Consider any 2Dg-frame § = (W, Ro, Re, R4) and w € W. Let §, =
(W', R, R, R)) be the subframe generated by w. Since validity is preserved under
taking generated subframes, all of the axioms of 2Dg are valid in §,.

Using T and 50, it is routine to show that R{; is an equivalence relation. Likewise, D@
and D.@ imply that R/@ is a function, and /1 and 2 that it satisfies conditions (i) and (ii).
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To show that v R/;u if and only if u € im(Ry,), assume first that v R}, u. Then by 14,
uRGu, and so u € im(Rg). It only remains to show that if u € im(Rg), then v R,u.
We will do so in the rest of this proof, adopting the notation to write R[Y] for the image of
a set Y under a relation R. Let v’ be the element of W’ such that w R w’. The existence
and uniqueness of this point are guaranteed by the fact that Ry, is a function. We first prove
a preliminary claim:

Claim 1: W = X, where X = Rp[Ra[{w}]]. Clearly X C W’. We first show that
w € X, and then that X is closed under each of the relations, that is, that Ry[X] C X for
every modality V.

wRew’, so both wRsw' and wRnw'. Since R is symmetric, w’Row, and therefore
w € X. Assume that v € Rg[X]. Then there is a u € X such that uRgv. Since u € X,
there is a u’ € W such that wRsu’ and u’ Rou. By transitivity of Ro, u’Rpv, and so
v € X. Assume that v € Re@[X]. Then thereisau € X such thatuR@v. By Il, Re@ C R,
so uRpv. That v € X follows by transitivity of Rg as before. Assume that v € R4[X].
Then there is au € X such that u R 4v, and therefore au’ € W such that wR su’ and u’ Rgu.
By Lemma 2.5, it follows that u’ R 4v, and so by transitivity of R4 that wR4v. Since Rp is
reflexive, v € X. This concludes the proof of claim 1.

Now consider any u € im(Rg,) and v € W’. We have to prove that v R, u. We do this by
first proving that v R/, w’ and then that w’R’, u.

Claim 2: vR,w’. Since v € W', it follows from claim 1 that there is a v’ € W’ such

that wR’,v" and v’ Rpv. By symmetry of R{, v Rjv’. Since w R w’, by 13 also wR/ w'.

So since R’; is Euclidean, 'R, w’. By Lemma 2.5, it follows that v R’y w’.

Claim 3: w'R’yu. Since u € W', there is a u’ € W’ such that wR/u’ and u’'R{ju.
As we’ve seen before, wR’,w’, so since R’, is Euclidean, 'R/ u’. Also u € im(Rg,), so
there is a u” € W’ such that u” R u. By I1 also u” Ru, and with the fact that Rf; is an
equivalence relation, u’ Rju”. So by 12, it follows that u’R’@ u, and with I3, u’ R’ u. Since
R', is transitive, 'R, u.

By transitivity of R’,, it follows from claims 2 and 3 that v R’ u. 0

With these Lemmas, it follows that 2Dg is sound and complete with respect to R.
Without much effort, we could use Restall (2012, Theorem 8) to conclude that 2Dg is
sound and complete with respect to M. But in order to bring out the structural connections
between the classes of frames, we continue with our initial proof strategy:

LEMMA 2.7. Every bounded morphic image of a matrix frame is a Restall frame.

Proof. By checking the conditions on Restall frames, one can verify that matrix frames
are Restall frames. With this, the claim follows from the fact that R is closed under taking
bounded morphic images, which is routine to prove. g

LEMMA 2.8. Every Restall frame is a bounded morphic image of a matrix frame.

Proof. Let § = (W, Ro, Re, R4) be a Restall frame. We proceed by constructing a
matrix frame §’ and a surjective bounded morphism f from §’ to §. I will use the following
notation: [x]g is the equivalence class of x under the equivalence relation E. For a relation
R that is a function, R(x) is the unique y such that x Ry.

Let §’ be the matrix frame whose set of points is W x W, and for every w € W, let
oy @ W — [w]g, be a surjection such that a,, (w) = Re(w). Such surjections exist for
cardinality reasons and the fact that R is a function for which Re@ C Rp holds. We define
f:WxW— Whby f((w,v)) = a,(w).
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We can prove that f is a surjective bounded morphism from §’ to . To show that it is a
bounded morphism, one only has to go through the modalities and check the forth and back
conditions. For surjectivity, consider any w € W. Then a,, : W — [w]g, is a surjective
function. Therefore, there is a v € W such that a,,(v) = w. So f({v, w)) = w. O

THEOREM 2.9. 2Dg is sound and strongly complete with respect to M.

Proof. The preceding lemmas establish that Restall frames are both the point-generated
subframes of 2Dg-frames as well as the bounded morphic images of matrix frames. Since
truth is invariant under taking generated submodels (see Blackburn et al. (2001, Proposition
2.6)) as well as bounded morphisms between models (see Blackburn et al. (2001, Propo-
sition 2.14)), one can show with standard arguments that a set of formulas is satisfiable
on Frapg if and only if it is satisfiable on R, and that this is the case if and only if it is
satisfiable on M. With Theorem 2.2, the claim follows. O

In the same way in which Crossley & Humberstone (1977) derive their logic of real-
world validity from their logic of general validity, we can use 2Dg to define a logic 2D,
and infer from Theorem 2.9 that it is sound and complete with respect to MD. Since MD
is the formal semantics that captures two-dimensional semantics, this completeness result
means that the following definition of 2D gives us a syntactic characterization of our logic
of two-dimensional semantics:

DEFINITION 2.10. t—p ¢ if and only if Fopg @o.
THEOREM 2.11. 2D is sound and strongly complete with respect to MD.

Proof. We show that any set of formulas is 2D-consistent if and only if it is satisfiable
on MD. Note that it is straightforward to verify that 2D is quasi-normal. First, let T be a
2D-inconsistent set. Then there are ¢q,...,9, € I such that lpp — /\i <, @i~ So by
definition of 2D, lpg @— A;_, ¢;. Consider any matrix FWDE F with set of points
W, relation R@, and distinguish%d points D, and let w € D. By the soundness of 2Dg,
F,wlF @=A\,_, ¢i. Since wRew, also F, w IF = A\;_, ;. Hence T is not satisfiable
on MD. N -

Now, let T be a set that is not satisfiable on MD. Assume for contradiction that T =
{@p : ¢ e T} is satisfiable on M. Then there is a matrix frame § with set of points
W and relation R@, and a point w € W such that '@ is satisfiable in § at w. Since
R@ is a function, there is a ¥ € W such that wR@v, so I' is satisfiable in § at v.
But then v € im(R@), so I is satisfiable on MD. 4, so T'® is not satisfiable on M. By
strong completeness of 2Dg it follows that I'® is 2Dg-inconsistent, and so that there are
@1, ..., ¢, € I such that Fppg — /\l-<n @g;. Since D@ and D.@ are theorems of 2Dg,
@ distributes over Boolean connectives in 2Dg. Therefore topg @— A, _, ¢;, and so by
definition of 2D, p — A, ., ¢i. Hence I is 2D-inconsistent. N U

2.2. An Alternative Proof System for 2D. With this completeness result, the definition
of 2D gives us a syntactic characterization of the logic characterized by MD (which I will
just call 2D from now on). But as announced, the inductive way of arguing for informal
soundness demonstrated on S5g is not applicable to it, simply because 2D is not defined
as the set of formulas derivable from a set of axioms using a set of rules. One might think
that the specific construction of 2D at least allows us to argue similarly. In particular, one
might propose to argue first that all theorems of 2Dg are informally valid, analogously
to the above argument for the informal soundness of S54, and then to infer from this
that the theorems of 2D are informally valid. Indeed, the second step seems easy: using
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Definition 2.10, we can show that 2D is the logic of the proof system that contains 7@ =
@p — p and all theorems of 2Dg as axioms, and modus ponens and uniform substitution
as rules. (The logic of a proof system is the set of formulas derivable in it.) Thus given the
assumption that 2Dg is informally valid, the informal validity of 2D follows by induction
from the premise that Te is informally valid and modus ponens and uniform substitution
preserve informal validity.

However, the first step of the proposal is problematic. 2Dg is defined as the normal
modal logic axiomatized by some formulas, which means that the rules of its standard
proof system include the rule of generalization for O. Therefore, we would have to argue
that if ¢ is an informally valid formula, so is Og. But this is likely not to be the case,
since at least on the instance account of informal validity, @ p — p is informally valid but
O(@p — p) is not, which is reflected in 2D in the sense that the former is a theorem of
2D, but the latter is not. (Note that there is no inconsistency in claiming that generalization
for O preserves informal validity in the context of S5 while it fails to do so in the context
of 2D.) The reason why the inductive argument for informal validity does not work here
is that in contrast to 2D, being a theorem of 2Dg is not supposed to track being informally
valid. As 2Dg is a proper subset of 2D, it can be seen as tracking a stronger property, which
entails having an informally valid necessitation.

So to give an inductive argument for the informal soundness 2D, we need to develop
an alternative proof system for it that has the required form. Doing so is the task of this
section. The alternative proof system will be constructed in a way that allows us to outline
an argument for the informal soundness of 2D in several steps, roughly speaking by first
considering the logics of the individual modalities, and then the interactions between the
modalities. As noted in Fritz (2013), 2D contains as the logic of necessity and actuality
the logic in Crossley & Humberstone (1977) according to real-world validity (which I will
call Act), in the sense that it is a conservative extension of that logic. Also, 2D contains as
the logic of apriority S54 (S5 for the modality A), in the sense that it is also a conservative
extension of that logic. So given that we can argue that Act and S5, are informally sound,
we only have to argue for the informal validity of the principles of 2D that are not already
contained in these two logics. If we can specify these in a finite way, then we can argue
inductively for the informal soundness of 2D, at least if we have previously argued that
Act and S54 are informally sound.

I start by formally defining Act. First, Actg is defined to be the normal modal logic
axiomatized by the formulas 7o, 50, De, Dc@, I1, and 12, which were given above.
(As noted there, this is the axiomatization from Davies & Humberstone (1980); the one in
Crossley & Humberstone (1977) contains an additional axiom, which can be shown to be
redundant.) From this, we derive Act by postulating that F-a¢¢ ¢ if and only if Fpctg @p.

2D is quasi-normal, so it is clear that it has to contain the theorems of K and be closed
under modus pones and uniform substitution. Thus in constructing our proof system, we
can just add these as axioms and rules to the theorems of Act and S54. It only remains to
add some axioms and rules that encode the interactions between the modalities in a finite
way. Here is one way of doing so:

DEFINITION 2.12. Let Pap be the proof system containing as rules modus ponens, uniform
substitution, and generalization for A, and as axioms the theorems of K, Act and S54, as
well as the following formulas:

04, O(Ap —> AAp) oD, O(Ap — Cp)
054 O(Cp — ACp) N1 Ap — OAp
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To show that the logic of Pap is in fact 2D, we prove that /3 = O(Ap — @p) is
derivable in Pap. To do this, we first show that Cp — OCp is derivable as well:

LEMMA 2.13. Fp,, Cp — OCp.

Proof. By the following derivation:
(1) O(ACp — CCp) ODy
2) OA—-p—> AA—-p) D4y
(3) O(CCp— Cp) (2),K

(4 DO(ACp — Cp) 1, 3). K
(5) OACp — OCp 4),K

(6) ACp — OACp N1
(7y Cp— ACp 054, To
®) Cp—0Cp (N, (6), (5)
O
LEMMA 2.14. t=p,, OI3.
Proof. By the following derivation:
D p—=>Cp Ta
2) p—04Cp (1), Lemma 2.13
3) ©Ap—p 2
@4 p-de@p Act
) SAp—-DB@p (3),#H
6) O(Ap— @p) (5).K
0

With this lemma, we can prove the desired result:
THEOREM 2.15. The logic of Pap is 2D.

Proof. We first show by induction on the length of proofs in P;p that its logic is
included in 2D. Since 2D is a quasi-normal extension of both Act and S54, it contains
the theorems of K, Act and S54 and is closed under modus ponens and uniform substitu-
tion. It is straightforward to show that 2D contains the other axioms and is closed under
generalization for A by semantic arguments using MD.

To show that 2D is included in P;p, we first prove by induction on the construction
of 2Dg that ¢ € 2Dg implies p,;, Op. If ¢ is one of the axioms of Actg, this follows
from the fact that Actg C Act. If it is 44 or 54, its necessitation is an axiom of P,p. For
13, we have shown in Lemma 2.14 that F=p,; 0O73. The case of /4 follows by @p —
p € Act, the rule of generalization for A and N 1. The rules of modus ponens and uniform
substitution are straightforward by induction. Generalization for O can be dealt with using
4p, and generalization for @ using /1 and /2, which are all in Act. Finally, the case of
generalization for A follows by T, generalization for A and N 1.

Now consider any ¢ € 2D. By definition, @p € 2Dg, so by the claim just proven,
Fp,, 0@g. Since D@ p — p € Act, it follows that F=p, ;) ¢. O

2.3. Outline of an Informal Soundness Argument. By Theorem 2.15, we can use
P>p to argue for the informal soundness of 2D in the same way we argued for the informal
soundness of S54: First, we show that all axioms of P,p are informally valid, and then that
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its rules preserve informal validity. The first set of axioms of P;p are the theorems of K,
Act and S54, so we first have to show that these logics are informally sound.

Setting up such an argument is easiest for S54. Analogous to the case for S5g, since
S54 is the normal modal logic axiomatized by 74 and 54, we can argue for its informal
soundness by showing that the relevant axioms are informally valid and the relevant rules
preserve informal validity. As noted in Williamson (2013, p. 110) for the analogous case
of S50, we can also replace the rule of generalization for A by the axiom 44, if we replace
the propositional tautologies by their necessitations.

We cannot argue this straightforwardly for Act, since it is derived from Actg in the way
2D is derived from 2Dg. But we can do so using the following alternative proof system
Pact for Act:

DEFINITION 2.16. Pact is the proof system containing the rules of modus ponens and
uniform substitution and as axioms the necessitations of propositional tautologies and the
following:

Ko O(p—¢q)— (Op— Og) ODe O(@p— —@=—p)
To Op—>p OD.@ D(—'@—'p - @p)
44 Op — O0p orl1 O@dp - @p)

5o Op > OCp ar2 O(@p —» O@p)
OKe O(@(p—q)— (@p—> @) Te @p—p

PROPOSITION 2.17. The logic of Pact is Act.

Proof. That Act includes the logic of Pyt is straightforwardly proven by induction. The
converse direction can be shown analogously to the corresponding direction in the proof
of Theorem 2.15, using the proofs in Williamson (2013, p. 110, fn. 36) for the cases of
Ko, To and 5p. O

Thus, we can argue for the informal soundness of Act by arguing that the axioms of
Pact are informally valid and the rules Pt preserve informal validity. Similar to the two
variants of providing a proof system for S54 discussed above, we can also replace the
axiom 40 in Pact by a rule, which now has to be a restricted rule of generalization for O,
namely the rule which says that if ¢ is a theorem not containing any other modality than
O, then Ogp is a theorem as well (and we can use the propositional tautologies rather than
their necessitations). The resulting proof system is very similar to the proof system for a
temporal logic with the indexical operator “now” presented in Prior (1968, p. 113).

Arguing for the informal soundness of K might also seem difficult, since its standard
axiomatization makes use of the problematic rule of generalization for 0. But we can
dispense with this rule by using two axiom schemas. Let *Prop be the axiom schema
whose instances are the formulas V¢ where ¢ is a finite sequence of modal operators
(i.e., d, @ or A) and ¢ is a propositional tautology. Let * K+ be the axiom schema whose
instances are the formulas Ky where ¢ is a finite sequence of modal operators and V
is a modal operator. We can show that K is the logic of the proof system containing the
axiom schemas *Prop and * K9 and the rules of modus ponens and uniform substitution.
(See Williamson (2013, p. 98) who presents a variant of this that also dispenses with the
rule of uniform substitution.) Thus the informal soundness of K follows from the informal
validity of the instances of the two schemas and the preservation of informal validity by
the two rules. Although this is an infinite axiomatization, the axioms are instances of two
schemas, which means that a general argument for the informal validity all of them is
feasible.
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It remains to argue for the informal validity of the additional axioms of Pp and to argue
that the additional rule of Pp preserves informal validity. That is, we have to argue that
044,054, 0D4 and N1 are informally valid and generalization for A preserves informal
validity — the rules of modus ponens and uniform substitution have already been considered
for the present language in the discussion of K. With Theorem 2.15, an inductive argument
shows as in the case for S5g that this implies that all theorems of 2D are informally valid,
and that 2D is therefore informally sound.

This concludes the outline of the argument for the informal soundness of 2D. We now
have a finite list of axioms or axiom schemas and rules, which can be used to argue that
2D is informally sound. In fact, we can use this list to give yet another proof system for 2D
(eliminating some obvious redundancies):

DEFINITION 2.18. Let Py, be the proof system containing as rules modus ponens, uniform
substitution and generalization for A; and as axioms the instances of *Prop and %K, as
well as To, 40, 5o, ODe, OD @, OI1, 012, Te, Ta, 044, 054, OD4, and N1.

PROPOSITION 2.19. The logic of Py, is 2D.
Proof. By inductions on the length of proofs in Pap and Pyy,. O

So far, I have only outlined how one could give an inductive argument for the informal
soundness of 2D, without considering the particular claims needed for this in any detail.
I will now consider which ones of them are likely to be controversial. For concreteness,
I will use the instance account of informal validity.

2.4. Arguing for the Premises. Let me start with the claims needed to argue that K is
informally sound. Assuming classical propositional logic, the schema #Prop and the rule
of modus ponens are likely to be uncontroversial. The rule of uniform substitution follows
directly from the instance account of informal validity: Any natural language instance of
a substitution instance of a formula is also a natural language instance of the original
formula, so if a substitution instance of a formula has a false natural language instance,
so does the original formula. Thus if a formula is informally valid (has no false natural
language instances), so does any of its substitution instances. It is not quite clear how to
argue for the instances of = K-, but such (generalized) distributivity principles are widely
accepted (see also Williamson (2013, p. 98) for the case of necessity).

Claiming that Act is informally sound is more controversial. Part of the controversy
comes from the philosophical discussion of S50, where especially the axioms 4g and
50 have been criticized. Maybe the most well-known arguments against 45 are those in
Salmon (1989); see also Gregory (2011) for further references. Another part that is likely
to be controversial is the claim that the axioms of Pa¢¢ involving @ are informally valid.
Especially the axiom T has been called into question, e.g., in Crossley & Humberstone
(1977, p. 15) and Hanson (2006). However, on the instance account of informal validity,
there seems to be an easy way of arguing for it: for any sentence S, the truth of "If actually
S then S seems to be guaranteed by the semantics of “actually”. So in this example,
the differences in evaluating the informal validity of Te@ may be rooted in differences
concerning the understanding of informal validity.

As with Act, arguing that S54 is informally sound is likely to be a challenging philo-
sophical undertaking. Similar to above, it is the axioms 44 and 54 which are contro-
versial. (If we use generalization for A instead of 44, see remarks on that rule below.)
E.g., Humberstone (2004, p. 28) claims that apriority is suitably similar to the notions of
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demonstrability or informal provability, and refers to Burgess (1999) and others who claim
that the logic of these notions is not S5 as it does not obey the principle 5. But to do
defenders of two-dimensional semantics justice, we have to understand a priori as they do.
Chalmers (2004, p. 208) describes this by saying that what is a priori is what “can be
conclusively nonexperientially justified on ideal rational reflection”. Without further argu-
ment, it is not clear whether on this understanding, apriority is in fact “suitably similar” to
the notions of demonstrability and informal provability. One would have to show that the
particular arguments against 5 concerning demonstrability or informal provability apply to
apriority as well.

However, there are further worries concerning the informal validity of 44 and 5 4. Firstly,
vagueness might provide counterexamples to 4 4, similar to the logic of definitely. Consider
a sorites series, e.g., consisting of suitably arranged collections of grains of sand. Take the
numeral n of the least natural number such that "It is a priori that n grains of sand make a
heap™ is true. Is then "It is a priori that ... it is a priori that n grains of sand make a heap™
true for any number of iterations of “it is a priori that”? If not, the 4 4 principle is false on
the instance account of informal validity.

A second worry concerns unentertainable propositions. Since unentertainable proposi-
tions are likely not to be expressible by sentences, let’s consider the account of informal
validity as having a true universal generalization (keeping in mind that we have to be
careful with propositional quantifiers in the present context). Assume that if P is unenter-
tainable, then so is any proposition containing P, e.g., the negation of P. Further, assume
that being a priori entails being entertainable. Then if P is not entertainable, P is not a
priori. Since the proposition that P is not a priori contains P, it is not entertainable, and
therefore not a priori. So P is a counterexample to Vp(—Ap — A—Ap), and so shows that
54 is not informally valid. We can also use such propositions to argue that C should not
be read as conceivable, if we assume that being conceivable entails being entertainable:
If P is not entertainable, then P is not a priori, but then the negation of P is also not
entertainable, so the negation of P is not conceivable. Thus if C is read conceivably,
then P is a counterexample to Vp(—Ap — C—p), which follows from the duality of
A and C.

Of course, all of this is only worrying if there are any unentertainable propositions.
To consider this, note that there are different ways unentertainable could be understood.
One way to understand it would be to take it to mean it is (metaphysically) possible that
someone entertains p. Then there might well be examples of unentertainable propositions;
see Fritz (2013, p. 1765) for an example. But as pointed out there, we shouldn’t assume
without further argument that a proposition being a priori means that it is (metaphysically)
possible that someone knows it a priori, and thus there is no reason to assume that apriority
implies entertainability on the present understanding of the latter. To make the objection
work, we need propositions that are unentertainable in some stronger sense, such that it is
clear that being a priori implies being entertainable. Are there any such propositions?

One might think that this follows from a family of intensional paradoxes going back
to Prior (1961) (see Tucker & Thomason (2011) for a recent discussion). Consider the
following case. Assume for contradiction that I uniquely entertain that everything uniquely
entertained by me is false. Now, either everything uniquely entertained by me is false or not
everything uniquely entertained by me is false. If we assume that everything uniquely enter-
tained by me is false, then since this is what I uniquely entertain, it follows that I uniquely
entertain something true, contradicting the assumption. If we assume that not everything
uniquely entertained by me is false, it follows that something is uniquely entertained by
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me and true. So since I uniquely entertain that everything uniquely entertained by me is
false, everything uniquely entertained by me is false, contradicting the assumption. Thus
I do not uniquely entertain that everything uniquely entertained by me is false. Hence we
can show on logical grounds that there is something I do not uniquely entertain. Of course,
there is nothing special about me that allows this argument to go through. So plausibly,
what I do not uniquely entertain cannot be uniquely entertained by anyone. And since the
argument only relied on a few basic principles of inference, it is plausible that uniquely
entertaining it is not only metaphysically impossible, but impossible on broadly logical
grounds. However, even if we can argue that being a priori implies being entertainable
(in this very wide sense), this does not give us an arguments against 54, since the kind
of unentertainability used here does not transfer from a proposition to any proposition
containing it. Furthermore, the argument does not go through if being a priori only implies
being entertainable, rather than being uniquely entertainable, and we have not been given
a reason to make the stronger assumption.

Besides arguing for the informal soundness of K, Act and S54, we also have to argue
for the additional principles of P,p. Consider first the role of generalization for A on the
instance account of informal validity. While it doesn’t seem implausible that Ap has no
false instances if ¢ has no false instances, there is also no obvious positive argument. Con-
sider now the extra axioms of Pp. While all of them say something about the interactions
between necessity and apriority, N1 stands out. One difference between it and the others
is that 044, 054 and ODy are all necessitations of theorems of S54, in contrast to N1.
ODy is a highly plausible principle as violating it would mean (on the instance account
of informal validity) that there is a sentence S such that "Possibly, it is a priori that S and
a priori that not S is true. It is hard to imagine how this could be true. 044 and 054
are necessitations of principles considered above, and therefore face similar difficulties as
discussed there.

N1 is of special interest, as it plays a role in the so-called nesting problem, which is
discussed in some detail in Fritz (2013, section 4). The nesting problem originates from
Soames (2005, see Argument 5 on pp. 278-279), and it is presented in Chalmers (2011,
endnote 25) as the following argument, concluding N3 from premises N1 and N2:

N1 Ap — OAp
N2 O(Ap — p)
N3 Ap— Op

For a variant of this argument, Soames effectively argues that two-dimensional seman-
tics is committed to the truth of the first premise, that the second premise is true, that the
the conclusion is false, and that therefore, the argument refutes two-dimensional semantics.
If one accepts the validity of the argument, it is natural to claim that the relevant instance
of N1 is in fact false, and therefore cannot be informally valid. No matter what the correct
answer to the nesting problem is, it shows that N1 is a controversial axiom. It also appears
to capture a central aspect of the relations between necessity and apriority according to 2D.
It is therefore interesting to prove that it essentially captures this aspect in Pap, by showing
that N1 cannot be deduced if it is removed from Pap:

DEFINITION 2.20. Let P,y be the proof system containing the same rules and the same
axioms, except for N1, as Pap.

PROPOSITION 2.21. J»‘PZ-D N1
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Proof. Consider the FWDE F given by the following diagram, with points 0 and 1 of
which 0 is distinguished:
J@A C 0 é 1 Q OA
@
It is routine to show that the logic of Py is valid in F. To see that 7 ¥ N1, consider a
valuation V such that V (p) = {0}. O

Overall, we have seen that a number of axioms which have to be shown to be informally
valid to argue that 2D is informally sound are quite controversial. Thus arguing for the
informal soundness of 2D will likely be philosophically demanding. The current outline
is also interesting if one wants to argue against the informal soundness of 2D, since it
allows us to limit our attention to a finite number of axioms (or axiom schemas) and rules
among which we are guaranteed to find ones that are informally invalid, or do not preserve
informal validity, if 2D is not informally sound.

§3. Informal Completeness. Let’s consider how one could argue that 2D is infor-
mally complete, that is, that every informally valid formula is a theorem of 2D. I start by
illustrating the strategy using the logic S54 for necessity in more detail. The argument
for informal completeness builds on that for informal soundness, so we assume that S5q
is informally sound, and then ask the question whether it is also informally complete. In
addition, we assume — as argued for in the informal soundness argument — that the informal
validities are closed under modus ponens and uniform substitution. The basic idea of the
argument is to show that any logic that contains S5p and is closed under these rules is
either S5 itself or contains a formula that is not informally valid. With the assumptions,
the informal completeness of S5 follows.

To make this strategy precise, let me introduce the following terminology: An extension
of a logic A is a set of formulas that includes A. Such an extension is proper if it properly
includes it, i.e. if it contains a formula not in A. Further, for any n € N and modality V,
define the following formula:

Alt) = \/OSiSnV ((/\151.51.17,/) - Pi+1)

This formula is valid at a point in a frame or FWDE if and only if the point can reach
at most n points via the relation for V; see Segerberg (1971, p. 52, proof of Lemma 5.3).
Other formulas expressing the same condition be found in Dugundji (1940) and Girdenfors
(1973).

With these definitions, we can state the argument: Assume for contradiction that S5g is
not informally complete. Since by assumption, S5g is informally sound and the informal
validities are closed under modus ponens and uniform substitution, they form a proper
quasi-normal extension of S55. By Scroggs’s theorem, proven in Scroggs (1951), every
such logic is characterized by a single finite frame with a universal relation. Let n be
the number of elements in the frame that characterizes the informal validities. Then Alt-
is valid on that frame and therefore informally valid. But Alt,? is not informally valid.
Contradiction, so S5 is informally complete.

Why is Alt,‘Lj not informally valid? Consider the instance account of informal validity,
and the instance of Alt,'? obtained by letting every p; stand for "There are at least i
donkeys™. Then a disjunct of AltnD says that necessarily, if there are at least i donkeys, then
there are at least i + 1 donkeys. But plausibly, for every natural number i, it is possible that
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there are exactly i donkeys, so it follows that all disjuncts of this instance of Alt,‘%| are false,
and hence that this instance of Alt} itself is false.

Scroggs’s theorem was originally formulated in an algebraic setting, in which we can
state it by saying that while S5 is not characterized by a finite matrix, all of its proper ex-
tensions are characterized by a finite matrix; this property is called pretabularity. (Matrices
are algebraic structures that can be used like frames to interpret modal languages; note that
there is no relation to the terminology of matrix frames.) It is not hard to see that 2D is not
pretabular. But as we will see, pretabularity is not required to run the kind of argument just
illustrated using S5 — we can do with local tabularity (see below).

3.1. Characterizing Extensions of 2D. To be able to construct an analogous argument
for the informal completeness of 2D, we first need some technical results that characterize
the extensions of 2D in a useful way. The natural idea is to show that any proper quasi-
normal extension of 2D is characterized by a class of FWDEs that are somehow limited in
size, which entails that it contains a formula somehow analogous to AltE. Note that we can
limit the size of an FWDE for 2D in two ways; on the one hand, we can limit the number
of points accessible via the relation for A, and on the other hand, we can limit the number
of points accessible via the relation for O. It is therefore not surprising that the analogous
formulas should contain instances of AltY for both of the modalities A and O. As it turns
out, we can use the formulas of the form Altlﬁ v C Alt,? for natural numbers m and n,
as we can show that any proper quasi-normal extension of 2D contains one of them. This
is the characterization result we will prove in this section.

To do so, we start by proving a normal form theorem, which shows that every formula
can equivalently be written in a certain syntactically simple form. From this, we can derive
the fact that all quasi-normal extensions of 2D have the finite model property, which we
can use to show that every such extension is characterized by a class of finite FWDESs based
on Restall frames. From this, the characterization result can be derived.

For the normal form theorem, we prove that any formula ¢ is 2D-equivalent to a formula
w of a certain syntactically simple form, where ¢ and y are 2D-equivalent if ¢ <> y is a
theorem of 2D. This is an extension of a familiar result on the logic S5, for which we can
prove that every formula is equivalent to a formula that contains no nested modal operators.
More specifically, let a formula be in S55-CNF (CNF stands for conjunctive normal form) if
it is a finite conjunction of finite disjunctions of formulas of the form D¢, Cg or ¢, where
@ contains no modal operators. We can then prove that every formula (in the language
containing only the modality O) is S5g-equivalent to one in S5g-CNF; see Hughes &
Cresswell (1996, p. 101). The analog to containing no nested operators in the context of
2D is to contain only O and A, and these only unnestedly or with O nested in A. More
precisely, we can define the following normal form:

DEFINITION 3.1. A formula is in 2D-CNF if it is a finite conjunction of finite disjunctions
of formulas of the form Ap, Cp or ¢, where ¢ is in SSgo-CNF.

THEOREM 3.2. Every formula is 2D-equivalent to one in 2D-CNF.

Proof. Define a formula to be in 2Dg-CNF if it is a finite conjunction of finite disjunc-
tions of formulas of the form Ag, Cy or y, where ¢ is in S55-CNF and y is in S55-CNF or
of the form @ y, where y contains no modal operators. We can prove that every formulas
is 2Dg-equivalent to one in 2Dg-CNF by an induction on the complexity of formulas
analogously to the case of S5o-CNF. Any formula in 2Dg-CNF contains @ only unnestedly.
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The claim follows, as removing any such occurrence of @ produces a 2D-equivalent
formula in 2D-CNF. O

Similar to the well-known result of Bull (1966) that all normal extensions of S4.3 have
the finite model property, every quasi-normal extension of 2D has the finite model property,
which means that it is characterized by a class of finite models. We can show this by noting
that the normal form theorem just proven entails that 2D is locally tabular, which means
that any set of formulas that are pairwise nonequivalent in 2D and jointly contain only
finitely many proposition letters is finite itself:

LEMMA 3.3. Every quasi-normal extension of 2D has the finite model property.

Proof. By Theorem 3.2, 2D is locally tabular. This property is preserved in any quasi-
normal extension of 2D, so the claim to be proven follows from the fact that every locally
tabular quasi-normal modal logic has the finite model property. (See Humberstone (2011,
p. 228, Observation 2.13.5 (ii)); the claim can also be proven using a filtration argument
along the lines of Segerberg (1971, p. 129, Theorem 6.1)). |

LEMMA 3.4. Every quasi-normal extension of 2D is characterized by a class of finite
FWDEs based on Restall frames.

Proof. Let A be a quasi-normal extension of 2D. The well-known result that a logic with
the finite model property has the finite frame property, see, e.g., Blackburn et al. (2001,
Theorem 3.28), is straightforwardly extended to structures with distinguished elements.
Thus it follows from Lemma 3.3 that A is weakly complete with respect to the class of
finite FWDEs it defines. Since 2Dg C 2D is normal, it follows from Lemma 2.6 that any
FWDE generated by a distinguished point of such an FWDE is based on a Restall frame.
Thus the class of such FWDEs witnesses the claim of this lemma. i

With this, we can prove the theorem needed for the informal completeness argument:

THEOREM 3.5. If A is a proper quasi-normal extension of 2D, then there are m,n € N
such that -5 AltA v CAIt.

Proof. Consider any quasi-normal A D 2D such that fornom, n € N, =4 Alt,ﬁvCAltE.
We prove that A = 2D. Let ¢ ¢ 2D. By Lemma 3.4, there is a finite FWDE F based on
a Restall frame such that F, V, w ¥ ¢ for some valuation V and distinguished point w.
Let m be the number of equivalence classes of points in F under the O-relation and # the
cardinality of the largest such equivalence class. Since ¥z Altﬁ‘, \% CAltE, it follows from
Lemma 3.4 that there is an FWDE F’ based on a Restall frame such that 7' |- A and
F' ¥ Altd v CAlt]. Thus F' contains at least m equivalence classes of points under the
O-relation and every such class has cardinality > n. So one can choose a valuation V’ and
distinguished point w’ such that there is a bounded morphism (see Blackburn et al. (2001,
pp- 57-63)) from F’, V' to F, V mapping w’ to w. Since truth is invariant under bounded
morphisms, F', V', w’' ¥ ¢, and therefore ¢ ¢ A. Hence A = 2D. O

One might wonder why one can’t obtain proper extensions of 2D by strengthening the
interaction principles between modalities without including formulas of the form Alt,f‘1 \Y
C Alt,?. E.g., one might wonder why the smallest quasi-normal extension of 2D containing
Op — Ap isn’t a counterexample to Theorem 3.5. This seems puzzling if we only focus
on O and A, but using @, the question is easily answered: By uniform substitution, the
proposed extension contains 0@ p — A @ p, and so with the 2D-theorems p — 0@ p and
A@p — Ap, it contains p — Ap, from which we obtain Altf by a routine derivation.
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In general, this suggests that although Theorem 3.5 characterizes the extensions of 2D
using formulas which do not include the actuality operator, the interactions of the actuality
operator with the other operators in 2D are essential to it.

Before moving on to the outline of the informal completeness argument, let me note
that we get two further properties of 2D as easy corollaries from the work done in this
section, which are worth pointing out. Firstly, the actuality operator is redundant in 2D in
the following sense:

COROLLARY 3.6. For every formula, there is a 2D-equivalent formula not contain-
ing @.

Proof. Immediate from Theorem 3.2, since no formula in 2D-CNF contains an occur-
rence of @. 0

The analogous result for Act was already shown in both Crossley & Humberstone (1977)
and Hazen (1978). Hazen et al. (2013) extend it to logics of necessity and actuality based on
logics of necessity other than S54. For a range of tense logics with an operator representing
now, the analogous result was already proven in Kamp (1971, p. 251).

Secondly, we can prove:

COROLLARY 3.7. 2D is decidable.

Proof. We have seen that 2D is finitely axiomatizable, and by Lemma 3.3, it has the
finite model property. Decidability follows from these two properties; see, e.g., the proof
of Blackburn et al. (2001, Theorem 6.15). O

3.2. Outline of an Informal Completeness Argument. As in the case of S50, we can
now outline an argument for the informal completeness of 2D on the assumption that 2D is
informally sound and that modus ponens and uniform substitution preserve informal valid-
ity. By Theorem 3.5, it follows from these assumptions that if 2D is informally incomplete,
then there are natural numbers m and n such that Alt2 v CAItY is informally valid. So it
only remains to argue that no such formula is informally valid.

3.3. Arguing for the Premise. How controversial is it to claim that for any natural
numbers m and n, Alt2 v CAItS is informally invalid? Let me use the instance account of
informal validity again to consider this. As in the case of S5g, we can argue for the claim
by considering arbitrary natural numbers m and n, and the instance of the formula obtained
by letting every p; stand for " There are at least i donkeys™. We have to show that neither
of the disjuncts of this instance is true. The first says that for some i < m, it is a priori that
if there are at least i donkeys, then there are at least i 4+ 1 donkeys. But it is plausible that
for any natural number i, it is not a priori that that there are not exactly i donkeys. Thus
the relevant instance of Alt{,‘l is false. Now consider the second disjunct. It says that it is
not a priori that there is no natural number i < n such that necessarily, if there are at least
i donkeys, then there are at least i + 1 donkeys. But we have argued before that for every
natural number i, it is possible that there are exactly i donkeys. So in particular, this is the
case for all i < n. This reasoning was a priori, so it is a priori that there is no i < n such
that necessarily, if there are at least i donkeys, then there are at least i + 1 donkeys. This
means that the relevant instance of CAIt; is false. So Alt’ v CAIt; has a false instance,
and is therefore not informally valid.

So at least on the instance account of informal validity, it seems quite plausible that
the relevant formulas are in fact not informally valid. Thus the informal completeness
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of 2D is a relatively uncontroversial consequence of its informal soundness; the premises
in the argument for the informal soundness of 2D were clearly much more controversial.

§4. A Variant Logic. I have now concluded an outline of an argument for the correct-
ness of 2D. Its most contentious premise is probably the informal validity of N1 = Ap —
OAp, which requires us to reject N2 = O(Ap — p), given the plausible background
assumptions that the correct logic is quasi-normal and does not contain N3 = Ap —
Op. Most philosophers not antecedently committed to two-dimensional semantics will
probably take this to be a compelling argument against the correctness of 2D. This raises
the question whether there are any plausible alternatives to 2D which validate N2 but reject
N 1. In this section, I tentatively explore one such logic. I first specify a logic using a class
of FWDEs closely related to matrix FWDES, and then show that this logic is in a certain
sense a minimal variant of 2D containing N2 instead of N 1.

As in the case of matrix FWDEs, truth is relativized to two indices, a metaphysical
possibility and an epistemic possibility. We keep the interpretation of necessity as truth
in all metaphysical possibilities, keeping the epistemic possibility fixed. But in contrast to
matrix FWDEs, we now interpret apriority exactly analogously, i.e., as truth in all epistemic
possibilities, keeping the metaphysical possibility fixed. To interpret actuality, we distin-
guish one metaphysical possibility as the one which is realized, and interpret actuality as
truth in the distinguished metaphysical possibility, keeping the epistemic possibility fixed.
As in the case of matrix FWDESs, formal models are defined with the simplifying assumption
that the metaphysical possibilities are the epistemic possibilities; again, this will make no
difference to the logic considered here.

DEFINITION 4.1. Let § = (W, Ro, Re, Ra) be a product matrix frame if there is a set S
ands € S suchthat W = § x S and

o (x,y)Ro(x/, y/> iffy =y
° (x,y)R@x y iffv=y andx' =s
o (x,y)Ra(x',y) iff x =x

Let 7 = (W, Ro, Re, Ra, D) be a product matrix FWDE if (W, Ro, Re, Ra) is a product
matrix frame (with S and s as above) and D = {(s,y) : y € S}.

Let P be the class of product matrix frames and PD the class of product matrix
FWDESs.

The term “product matrix frames” is motivated by the fact that in the terminology
of product logics (see, e.g, Gabbay et al. (2003, chapter 5)), the result of removing the
accessibility relation for @ from a product matrix frame is called the “product” of a frame
with a universal relation with itself. In the following, we investigate the logic of PD, first
providing an axiomatization, and then briefly considering the prospects for outlining a
correctness argument analogous to the above correctness argument for 2D.

4.1. Axioms for the logic characterized by PD. Our axiomatization of the logic of
PD follows the axiomatization of the logic of MD in section 2.1.; we first axiomatize the
logic of the class of frames P and then derive the logic of PD. To axiomatize the logic of
P, we start with the axioms for Actg, to which we can now add the axioms of S54, as in
product matrix frames, the accessibility relation for A is an equivalence relation. From the
literature on product logics, we know that important features of the interaction of O and A
are captured by the three formulas comns (DAp — AOp), comsn (AOp — OAp) and
chroa (OAp — A<$p). It turns out that in the presence of the other axioms, it suffices to
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add comp as an axiom. Finally, we add an axiom corresponding to /4 in the definition of
2Dg, namely I5 = @A(@p — p).

DEFINITION 4.2. Let S5*@g be the normal modal logic axiomatized by the following
formulas:

To Op—>p 12 @p > O@p
5o Op — OOp Ty Ap—>p

De @p—> —@-p 54 Cp— ACp
D@ —@—-p— @p coman AOp — OAp
I1 Op > @p 15 @A(@p — p)

Define S52@ such that =ss20 ¢ fftss2eg @o.

As in the case of the axioms of 2Dg, all of these axioms are Sahlqvist formulas, and we
can therefore straightforwardly compute their local frame-correspondents and conclude
that S5%>@g is sound and strongly complete with respect to the class of frames it defines.
The correspondents of the new formulas are as follows:

compan AOp - OAp  You((wRov AvRau) = Ax(wRax A xRou))
I5 @A(@p - p) You((wR@v AvRsu) > uReu)

THEOREM 4.3. S52@g is sound and strongly complete with respect to Frgs2 @g-
Proof. By Sahlqvist’s completeness theorem. 0

As in the case of matrix frames, we use this to derive a completeness theorem with
respect to the class of product matrix frames, but without proving that the point-generated
subframes of S52@g frames are the bounded morphic images of product matrix frames.
We still prove completeness through an intermediate class of frames, but the structural
connections will be less tight. The following is partly based on an existing proof strategy
for proving completeness for product logics using countable frames and bounded morphic
images (see, e.g, Gabbay et al. (2003, section 5.1)). We start by defining the intermediate
class of frames.

DEFINITION 4.4. A P matrix frame is a frame § = (W, Ro, Rae, Ra) such that

e Rp and R4 are equivalence relations,
e forallw,v e W, [w]lg, N[v]r, # 9,
e Re is afunction such that
(i) if wR@v then wRpv and
(i) R maps any two Rno-related points to the same point, and

e im(Re) € W/R4.
Here, X/ E is the set of equivalence relations of elements of a set X under an equivalence

relation E on X. Note that for every point w in a P matrix frame, im(R@) N [w]g, is a
singleton.

LEMMA 4.5. Every point-generated subframe of an S5* @g frame is a P matrix frame.

Proof. Consider any SSZ@g frame § = (W, Ro, Re, Ra) and w € W. Let §, =
(W', R, Ry, R;) be the subframe of § generated by w. Note that §,, is an S52@g frame
as well. Using To, 50, Ta and 54, it is routine to show that R and R;‘ are equivalence
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relations; similarly, it is routine to show using D@ and D.@ that R’@ is a function, and with
11 and 72 that it satisfies conditions (i) and (ii). To establish the remaining two conditions,
we first prove the following auxiliary claim:

Claim 1: W' =Y, where Y = Ro[Ra[{w}]]. Clearly Y C W’. To prove that W C Y,
we first show that w € Y, and then that Y is closed under each relation; i.e., Ry[Y] C Y
for each modality V. w € Y follows from the fact that both R4 and Rp are reflexive.
Ro[Y] C Y follows from the transitivity of Ro. For R@, assume that wR v RouRaeX.
By 12, vR@x,soby I'l,vRox. Hence R@[Y] C Y. For R4, assume that wRA v RouR s x.
By comyn, there is a y € W such that wR4v R4y Rnx, and so by the transitivity of Rg4,
wRsyRox. Hence RA[Y]C Y.V

Claim 2: For all v,u € W', [v]g;, N [u]R;‘ # §. Consider any v, u € W’. By claim 1,
there are x, y € W’ such that v Rjx R, wR’, yRiju. By transitivity of R’,, xR/, y, so by
coman, there is a z € W’ such that uR’,zRpx. Therefore zRGv, and so z € [v]g, N
[u]R;‘. v

Claim 3: im(Ry,) € W’'/R/,. We show that im(R{,) = [w’]R;‘, where v’ = Rp, (w).
Consider first any o’ € im(Ry). Then there is a v € W' such that R, (v) = v’. By
claim 2, there is a u € W’ such that w’R/,u Ryv, and therefore u R, v". It follows with I5
that uRu, so u = v’, and therefore v’ [w’]R;‘. Consider now any v € [w’]R;‘. Then
wRGw R v,s0by I5, v R v, and therefore v € im(Ry,). v/ O

LEMMA 4.6. Every countable P matrix frame is a bounded morphic image of a product
matrix frame.

Proof. Let § = (W, Ro, Re, R4) be a countable P matrix frame (i.e., |[W| < o).
We take Z to be the set of integers. Let a be a surjection from Z to W/R4 such that
a(0) = im(Re) and f a surjection from Z to W/Rg. For each i, j € Z, let y;; be a
surjection from Z to a(i) N B(j). Such functions exist for cardinality reasons. Let § be
the product matrix frame based on the set Z x Z, with (0, 0) being the special element
used in the definition of the accessibility relation for @. Note that the set of points of
Fis W = (Z x Z) x (Z x Z). We define a function f : W' — W such that for
alli, j, k,l € Z:

FQG ), (kD)) = yi(G +1D)

It is routine to check that f is a surjective bounded morphism from §’ to §. U

THEOREM 4.7. S52@g is sound and strongly complete with respect to P.

Proof. It is routine to show that all axioms of S5*> @g are valid on product matrix frames,
and thus that S52@g is sound with respect to the class of product matrix frames. For
strong completeness, consider any $52@g-consistent set of formulas I'. By Theorem 4.3,
I is satisfiable on a frame validating S52@g. Adapting a standard argument (see, e.g.,
Gabbay et al. (2003, p. 22, Theorem 1.6)), we can show that this frame can be assumed
to be countable: The axioms of S5*@g express first-order frame conditions, so using the
standard translation and the downward Lowenheim-Skolem theorem for first-order logic,
we can show that I is satisfiable at some point w of a countable S5*@g frame §. By
Lemma 4.5, §,, is a P matrix frame. Since 3§ is countable, so is §,,, and thus by Lemma 4.6,
it is a bounded morphic image of a product matrix frame. Using standard arguments, we
can conclude that I" is satisfiable on such a product matrix frame, and so that S52@g is
strongly complete with respect to the class of product matrix frames. g
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As before, we can turn this completeness result on frames into a completeness result on
FWDES:

THEOREM 4.8. S52@ is sound and strongly complete with respect to PD.

Proof. Exactly analogously to the proof of Theorem 2.11. U

4.2. S52@ and Informal Soundness. As in the case of 2D, the syntactic characteri-
zation of S52@ obtained in the last section is not suitable for an inductive argument for
informal completeness. But again, we can use this characterization to define a more useful
proof system:

DEFINITION 4.9. Let Pgs2@ be the proof system containing as rules modus ponens, uni-
form substitution, and generalization for A, and as axioms the theorems of K, Act and
S54, as well as the following formulas:

N2 O(Ap — p)
054 O(Cp — ACp)
Ocoman D(AOp — OAp)

THEOREM 4.10. The logic of Pys2 is S52@.

Proof. Analogous to the proof of Theorem 2.15. The only interesting differences oc-
cur in the induction on the construction of S5*@g showing that ¢ € S5*@g implies
Fpys, Do First, to prove that =p_, 0I5, note that -p, = @p =P and so !—pssz@
A(@p— p). Also l—pssz@ p — 0O@p, so by modus ponens and uniform substitution,

I—pssz@ O@A(@p — p). Second, for generalization for A, we now use Ocoman. O

With this, it is clear how to construct an inductive informal soundness argument. Most of
its premises are the same as in the argument for the informal soundness of 2D; what is new
are the axioms N2 and Ocom4n. That we should have to argue for the informal validity of
N2 was to be expected; after all, including it instead of N1 motivated our consideration of
S5’ @.

On their own, the three interaction principles N2, 054 and Ocoman seem plausible
enough; the latter two are also theorems of 2D. But it turns out that accepting them together
leads to an odd picture of apriority in counterfactual situations. Take as a premise p A—Op.
Using N2, we can argue that in S52@, we obtain as a consequence O>—A(@ p — p). Since
it contains 054, S52@ also contains O(—A(@p — p) - A—A(@p — p)); similarly,
using the fact that it contains Ocom 0, we can show that S52@ contains JA@(@p — p).
Thus we get the following as a theorem of S5?@: (p A =Op) — C(—A(@p — p) A
A—A(@p - p) AA@(@p — p)). On the instance account of validity, this means that,
e.g., the English sentence obtained from this formula by interpreting p as “it is raining”
is true. But as far as I can form judgments about these claims, this seems a very odd
prediction — both the second and third conjunct in the scope of & seem to be in tension
with the first conjunct. Of course, this is not to say that the prediction can’t reasonably be
accepted or made sense of. Rather, this example is intended to illustrate that by rejecting
N1 in favor of N2, principles like 054 and Ocom o can become much more contentious
than they were previously.

Another interesting application of Pgs2 is that we can use it to prove that in a certain
sense, 2D and S5?@ differ minimally, given their disagreement concerning N1 and N2.
This is made precise in the following theorem:
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THEOREM 4.11. Let A be the intersection of 2D and S52@ (i.e., the strongest quasi-
normal modal logic contained in both 2D and S5 @).

2D is the smallest quasi-normal modal logic closed under generalization for A which
contains A and N1.

S52@ is the smallest quasi-normal modal logic closed under generalization for A which
contains A and N2.

Proof. Let P be the proof system containing as rules modus ponens, uniform substitu-
tion, and generalization for A, and as axioms the theorems of K, Act and S54, as well as
044, 054, OD4 and Ocoman. It is routine to show that the logic of P is contained in
both 2D and SSz@, and so contained in A. Similarly, it is routine to show that adding N1
or N2 as an axiom of P gives us a proof system whose logic is 2D or S5 @, respectively,
from which the claim follows. O

This shows that S52@ is a natural candidate for someone attracted to 2D apart from its
stance on the nesting problem. However, it should be noted that the previous theorem does
not obviously entail that $52@ is the only logic which differs minimally from 2D in this
way. It is also interesting to note that A itself is not a plausible logic of the three connective,
even for someone who wants to reject both N1 and N2, since A contains their disjunction
N1 Vv N2; it seems hard to argue for the informal validity of the disjunction other than by
arguing for one of the disjuncts. Relatedly, A contains the disjunctions of instances of N1
and N2 using different proposition letters, e.g., (Ap — OAp)VvVO(Ag — q), which shows
that it is not Halldén-complete, a property (Williamson, 2013, pp. 97) argues to be satisfied
by any informally correct logic (see also Kripke (1965) for a related formal result).

4.3. S52@ and Informal Completeness. To outline an argument for the informal com-
pleteness of S5%@ along the lines of the above argument for the informal completeness of
2D, we would have to characterize the extensions $52@ in a way which allows us to argue
that all of its proper extensions contain some informally invalid formula. In particular,
having established Lemma 4.5, it is natural to conjecture that we can use a similar charac-
terization as in the case of 2D, namely that every proper quasi-normal extensions of S5*@
contains Alt v Alt for some natural numbers m and n.

Unfortunately, the proof strategy used above for characterizing the extensions of 2D
cannot be applied to S52@, since S52@ is not locally tabular. That S52@ is not locally
tabular can be established using the formulas used in the proof of Gabbay & Shehtman
(1998, p. 136, Proposition 15.8), which shows that the closely related product logic S5 is
not locally tabular. However, we might be able to establish the analog to the central lemma
that every quasi-normal extension of 2D has the finite model property via a different route
than by local tabularity. In particular, we have reason to hope that all extensions of S5%@
do in fact have the finite model property, since all normal extensions of S5 have the finite
model property; see the reference to Bezhanishvili (2002) in Bezhanishvili & Marx ( 2003,
p. 367).

§5. Implications for Two-Dimensional Semantics. The correctness argument for 2D
outlined in this paper indicates a way of arguing that 2D is the correct logic of necessity,
actuality and apriority which is independent of two-dimensional semantics. But the results
established here are also relevant for assessing two-dimensional semantics. If one can
support the premises of the argument for the correctness of 2D, one can show that the logic
of necessity, actuality and apriority according to two-dimensional semantics is correct.
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This would constitute an indirect argument in favor of two-dimensional semantics: if it
gets the logic of necessity, actuality and apriority right, it gets essential aspects of what it is
supposed to describe right. The considerations on how to argue for informal soundness and
completeness also highlight controversial principles to which two-dimensional semantics
is committed, and thereby indicate ways of using 2D to argue against two-dimensional
semantics, by arguing that it incorrectly commits us to the informal validity of certain
formulas.

These ways of using the formal logic 2D to argue for or against two-dimensional
semantics must be qualified in an important way. As noted in Fritz (2013, p. 1762), the
informal accounts of two-dimensional semantics given in the literature can be cashed out
formally in different ways. Therefore, there are a number of logics that can be claimed to
formalize two-dimensional semantics, of which 2D is only one natural candidate. So, e.g.,
if a convincing argument is presented that shows that some theorem of 2D is informally
invalid, a proponent of two-dimensional semantics can reply that this is a result of 2D not
capturing the ideas of two-dimensional semantics faithfully. However, in this case, it is
the burden of the two-dimensionalist to spell out what is wrong with 2D, and what the
correct logic of necessity, actuality and apriority according to two-dimensional semantics
is. Although the initial argument would then not lead to the desired conclusion of refut-
ing two-dimensional semantics, it would still give rise to a debate leading to a valuable
clarification of two-dimensional semantics. An example of a tentative development in this
direction can already be found in the discussion of the nesting problem in (Chalmers, 2011,
endnote 25) and Chalmers & Rabern (forthcoming).

I expect that when asked about it, most philosophers would judge it to be more plausible
that N2 is informally valid than that N1 is informally valid, and therefore that it is more
plausible that S52@ is correct than that 2D is correct. Proponents of two-dimensional
semantics might therefore wonder whether the class of product matrix FWDEs could be
construed as a plausible formalization of two-dimensional semantics as well. They might
note that product matrix FWDEs are also two-dimensional in the sense that they evaluate
formulas relative to tuples, representing a metaphysical and an epistemic possibility. As
I will now show, this is only an option for a version of two-dimensional semantics which is
not committed to the so-called “conceivability/possibility link”, which roughly says that in
certain cases, what is conceivable is also possible. At least in its initial development, this
link formed a central component of two-dimensional semantics, as it plays a key role in the
argument for the claim that conscious experience does not supervene on the physical in
Chalmers (1996), which was the starting point of (epistemic) two-dimensional semantics.

Building on the discussion in Chalmers (2006, section 3.5), we can formalize the
conceivability/possibility link by noting that Chalmers’s notion of semantic neutrality can
be formalized by calling a formula ¢ neutral in a model M based on a matrix FWDE if its
truth is independent of the epistemic index, i.e., if for any (x, y) and (x’, y’), if x = x/,
then the formula is true in (x, y) if and only if it is true in (x’, y’). It is straightforward to
prove that if ¢ is neutral in M, then C¢p <> <o is true in every point in M, one direction of
which we can see as a formal representation of Chalmers’s claim that semantically neutral
sentences which are conceivable are also possible. This has to be qualified if C does not
adequately formalize conceivability, but in any case, we get an apriority/necessity link via
Agp <> Ogp, which should do the relevant work. In contrast, there is no obvious way of
making sense of the conceivability/possibility link on product matrix FWDEs. In particular,
note that the notion of a formula being neutral in a model can straightforwardly be adapted
to models based on product matrix FWDEs, but that we cannot prove that if a formula ¢ is
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neutral in a model M based on a product matrix FWDE, then C¢p <> g is true in every
point in M. In fact, we can prove that for such a ¢ and M, Cp <> Ag is true in every
point in M, but the corresponding conceivability/apriority link for semantically neutral
sentences is philosophically completely unmotivated.

The notion of a neutral formula is not only useful in bringing out the difference between
matrix FWDEs and product matrix FWDEs, but interesting in its own right as a way of for-
mally capturing part of the connection between necessity and apriority in two-dimensional
semantics. From this perspective, it is interesting to consider the logic of models based
on matrix FWDEs in which every proposition letter is neutral; this is investigated in Fritz
(2011, section 4.1.).

Product matrix FWDEs therefore don’t constitute a plausible formalization of versions
of two-dimensional semantics committed to the conceivability-possibility link. This ob-
servation can be used to bring out another interesting point concerning the motivations
for two-dimensional semantics: Some philosophers might be attracted to two-dimensional
semantics because it provides a compelling way of combining a possible world semantics
for apriority with a two-dimensional semantics for indexicals along the lines of Kaplan
(1989) which deals well with standard examples of contingent a priori truths involving
indexicals. We can use product matrix FWDEs to show that two-dimensional semantics is
not the only formal semantics of necessity and apriority which has this feature: product
matrix FWDEs provide a possible world semantics for apriority and deal well with standard
examples of contingent a priori truths involving indexicals, and although the Kaplanian
two-dimensional semantics of indexicals is not immediately recognizable from the defini-
tion of product matrix FWDES, we can define a variant of the model theory in which the
connection is more transparent and which is equivalent in all important respects.

Roughly, the idea is the following: Just as we can formulate the standard model theory
for the logic of necessity and actuality either using a distinguished world or equivalently
using double-indexing (see, e.g., Davies & Humberstone (1980, pp. 4-5)), so we can
formulate a model theory for the logic of necessity, actuality and apriority using double-
indexing and a distinguished world (as in product matrix FWDES) or equivalently using
triple-indexing. Somewhat more formally, we can define our variant of product matrix
FWDEs by starting with a set S, and letting our set of points of evaluation be the set of
triples 3. In such a tripel (x, y, z), x represents a metaphysical possibility, y an epistemic
possibility, and z a context of utterance. Necessity and apriority are interpreted as before,
keeping the context of utterance fixed, whereas actuality now is interpreted as truth in the
metaphysical possibility corresponding to the context of utterance, keeping the epistemic
possibility and the context of utterance fixed. Formally, the accessibility relations would
be given by the following clauses:

o (x,y,z)Ro(x’,y,7)iffy=y andz =7
o (x,y,2)Re{x',y,Z)iffy=y andz =7 andx' =z
o (x,y,7)Ra{x’,y,Z)iffx=x"andz =7

It is then natural to distinguish the points (x, y, z) such that x = y = z; itis straightforward
to show that the resulting class of FWDEs characterizes S52@ as well. Furthermore, we
can recover the Kaplanian double-indexing semantics for the actuality operator from this
semantics by omitting the second index and the modality A. Thus two-dimensional seman-
tics is not the only plausible way of combining a possible world semantics for apriority
with a Kaplanian semantics for indexicals. An argument for two-dimensional semantics,
assuming that it is correctly formalized by matrix FWDES, over a semantic theory which
is best formalized in terms of product matrix FWDEs would have to appeal to different
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considerations. In particular, it would have to address the nesting problem, and argue for
the controversial claim that N1 rather than N2 is informally valid. In fact, as far as the
validities in the language of necessity, actuality and apriority is concerned, we have seen
that in a certain way, the question which one of N1 and N2 is informally valid encodes
all that separates the two theories. This suggests that finding the correct answer to the
nesting problem plays an important role in understanding the interactions of necessity and
apriority, and so that this problem deserves more attention than it has received so far.
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