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1. Introduction
Compositional monismis the view that there is exactly one fundamep#athood relation, i.e.,
exactly one parthood relation that does not havanatysis in terms of some more nattiral
parthood relationCompositional pluralismis the view that there are multiple such relatjons
perhaps associated with different ontological caieg and possessing different, though
overlapping, sets of formal propertfeglhese terms are from McDaniel (2004 and
forthcoming).)

One assumption is widely shared by philosophensath sides of this dispute — viz., that
there is just one fundamental parthood relatioh¢ha hold between one material object and
another. | will make this assumption too, and I adll the relation in questioparthoody,.

One of the central questions about this relatiorhesAdicity Question: What is the
adicity of parthoogl? The most widely accepted answer is that parthod two-place relation,
with one slot for a part, another slot for a whaled no further slots. Theodore Sider has
defended this view and given it a name—

Absoluteness: Parthood [or at least parthpisla two-place
relation; it does not hold relative to times, pkace
sortals, or anything else (2007: 70).

The main rival to Absoluteness is
Three-Place Parthood (3P): Parthg@la three-place relation that can be
expressed by the predicate x is a paifty at

zZ.

3P is popular with those who hold that at leastesamaterial objects areulti-located in
spacetime, exactly occupyinty(or being ‘wholly present at’) each of two or megacetime

1| am grateful to Yuri Balashov, Ben Caplan, Greaniico, Scott Dixon, Maureen Donnelly, Hud Hudson,
Kris McDaniel, and Adam Sennet for very helpful coents.

2 The notion of relative naturalness is from Levli9g6a: 59-69): the more natural properties andioeis:
are the ones that do a better job of ‘carving maatrits joints’ than the less natural ones; siggttiem does
more to make for genuine resemblance than thergheafiless natural properties and relations.

3 E.g., there may be one fundamental parthood oeldtiat holds between states of affairs and their
constituents, another that holds between compl@setsals and their constituents, another that holds
between events and their constituents, etc. McD&20®4) defends compositional pluralism. SiderQ(20
defends compositional monism.

* ‘Exactly occupies’ is usually left undefined. Infioally, though, the idea is supposed to be thatthect
O exactly occupies a spacetime region R just ie €@&as (or has-at-R) precisely the same shaye,asid
position as R. Thus big spheres exactly occupy bigyspherical regions, etc. Moreover, there shbeld
nothing obviously impossible about the claim th#tiag exactly occupies each of two or more nompoi
sized regions but not their sum or any of theipgrosubregions. It is worth noting that while this



regions: These philosophers typically want to allow thataenial object can have different
parts, at different regions. (Or at differetnines, but since the philosophers in question think of
times merely as spacetime regions of a speciglthisthedge isn't really needed.) Accordingly,
friends of 3P often say that the third slot in padd, can be filled by a spacetime region. This
would make room for the possibility of an objedttis a part of a second object at one region
but not at another.

In this paper | consider an alternative to Absalets and 3P, namely

Four-Place Parthood (4P): Parthgasl a four-place relation that can be
expressed by the predicate ‘x at w is apafty
atz.

It will be natural, though not officially requirethr friends of 4P to say that parthgddas one
slot for a part, a second slot folagation of that part (e.g., a spacetime region), a tHotfer a
whole, and a fourth slot forlacation of that whole (e.g., a spacetime region). | wijuee that
much of the support for 3P is misplaced and shbeldedirected toward 4P. Specifically, my
main conclusion will be that anyone who acceptdhiesis of multi-location mentioned above
should prefer 4P to 3P.

This is a diverse group. It includesdurantists’ who say that a material object exactly
occupies each in a series of temporally unextefaliegs’ of its spacetime path (Mellor 1980,
van Inwagen 1990, Rea 1998, Sattig 2006). Busit aicludes Hud Hudson (2001), who accepts
a form of perdurantisfraccording to which ordinary material objects ardtiocated
‘spacetime worms’ that exactly occupy many, mostigrlapping, four-dimensional spacetime
regions. Finally, it includes the proponents otdain position in the metaphysics of modality —
namely, the Modal Realism with Overlap (MRO) set loy Kris McDaniel (2004). On this view,
at least some material objects are ‘wholly presenthany different concrete possible worlds;
any such object would exactly occupy at least afferdnt spacetime region for each of the
worlds at which it exists (but the regions themeslare each confined to a single world). Though
McDaniel himself neither accepts nor rejects MROtdkes it to be a serious contender as a
theory of de re modality and possible worlds.

characterization focuses on spatiotemporal examiplissnot obvious that the only entities that ¢en
exactly occupied are spacetime regions. Perhaps éne such things as (nonspatiotempaajument
placesin universals. If so, we may want to say that they exactly occupied by various things. For
skepticism about the intelligibility of ‘exactly oapies’ (and hence of the multi-location thesisg s
Parsons (2008). For a defense, see Hudson (2008).

® Hudson (2001: 61-71) endorses 3P, McDaniel (2@@ns that the defender of ‘modal realism with
overlap’ should endorse it, and Donnelly (forthcog)iclaims that multi-locationists more generally
should endorse 3P (or some very similar thesiedtatbit differently).

® | will ignore a fourth view about the adicity ophood: viz., that it is a ‘multigrade’ or ‘variably
polyadic’ relation, perhaps one that can hold betwsvo objects (the ‘part’ and the ‘whole’) andivas
numbers of ‘indices’ such as times, places, spaeetegions, moments of proper or personal timesiples
worlds, sortals, etc. | will assume that this isamswer of last resort to the Adicity Question.

" Endurantism, roughly, is the view that materiglests persist not by having different temporal paitt
different times but by being wholly present at etiste at which they exist.

8 perdurantism, roughly, is the view that materigjkots persist by having different temporal patts a
different times. This contrasts both with endursmtiand with the ‘stage view’ (Sider 2001) accordimg
which ordinary material objects are instantanedages that persist by bearing a temporal counterpar
relation to other stages located at other times.

° Some philosophers deny that material objects ailéi-facated but apparently accept (or, in the cafse
Lewis, remain agnostic about) multi-location fotig@s in other categories, such as universals (Naw
(2002), Armstrong (1989), Lewis (1983, 1986a))ropes (Campbell (1981: 487), Ehring (1997: chsnd a

5)).



Multi-location, then, is a ‘big tent’ that inclusi@ wide range of views about material
objects. As | will understand it, however, the dim& builds in quite specific and controversial
assumptions about spacetime. In particular, itipoates a form of spacetime substantivafi$m.
On this view, spacetime points and regions exighéir own right and are not to be reduced to
things or events standing in spatiotemporal refati®&pacetime points are taken to be
instantaneous, spatially unextended concrete p&ats; and a spacetime region is taken to be any
non-empty collection of such points. (Multi-locatits neutral as to whether these ‘collections’
aresets that have their points as memberswons that have their points as parts.) Given this form
of substantivalism, the best candidates for baisignts of time are spacetime regions of a certain
sort — viz., regions that atemporally unextended, so that any two points in such a region are
simultaneous or spacelike separated,raaximal, i.e., not subregions of other temporally
unextended regions. | will call such regiahsbal time-slices.

So much for preliminaries. The plan for the resthef paper is as follows. In section 2 |
sketch a standard route from multi-location towtesv that parthogd has more than two
argument places. In section 3 | mount a detailse egainst 3P, the view that parthgala
three-place relation. In section 4 show that ifskiét to the view that parthogds four-place, we
can avoid the problems facing 3P, and | suggeswbalo not face any comparably serious new
problems. Finally, in section 5, | address somestjoes about how to construct a formal theory
of parthood, on the assumption that it is a four-place relation

2. From Multi-Location to the Denial of Absolutism
Let us say that a spacetime region Rliscation of an object O just in case O exactly occupies R.
To accept multi-location is to hold that at leawhe material objects have multiple locations. For
those who endorse this view, it is natural to tiimit a multi-located object could exhibit a
robust form ofmereological variation: intuitively, it could be entirely made up of ooellection
of parts at one of its locations, while being ezifirmade up of a different collection of parts at
another of its locations. Indeed, so far as | knalactual multi-locationists do in fact embrace
this sort of mereological variation. | will assumhat if one takes on these commitments, then one
should reject AbsolutisrH.| take this assumption to be quite widely h€ltpically on the basis
of something like the following line of thought.

Suppose that material object O exactly occupieionegl, and that a different material
object, P, exactly occupies some proper subredi®ioThen, in the absence of any
considerations to the contrary, this makes it ptdeghat P bears a fundamental parthood relation
to O (together perhaps with some region or regibtiEhat is, this makes it plausible that P is a

12 One might wish to combine the view that materlgkats are (in some sense) multi-located with a
relationist theory of spacetime, according to which there aagenial objects and events standing in various
spatiotemporal relations, but there are no spaegpioints or regions. Perhaps one could hold thaeso
material objects are multi-located in the senseeirig at a spatial or temporal distance from thévase
Such a view does not count as a fornmafti-location, as | will be using that term, and | will not caer

the view any further here. Thanks to Kris McDaniel.

1 See Donnelly (forthcoming) for more on this issue.

12 One potential exception is Sattig (2006). Sattigarses multi-location and mereological variation
between locations, but | do not know whether héekiek that there isfandamental parthood relation that
can hold between material objects.

'3 The main alternative is to claim that P merelyrbemme non-fundamental parthood relation to O,esom
relation that is defined in terms of a more natpeathood relation. Consider, e.g., the standardysantist
treatment of the following case: an oxygen moleeunters my body, becomes ‘caught up in my life’dor
while, then leaves my body. Perdurantists typichtid that each object exactly occupies just ogére—

its entire ‘spacetime path.’ Since the oxygen male's path overlaps mine but is not a subregiomiuie,
the standard perdurantist will say that the molecldes not exactly occupy any subregion of anyoregi
that | exactly occupy. Given this view, we shoutthd that the molecule bears parthgoo me



part,,, of O, perhapst some region or regions. Further, suppose thas@etactly occupies some
spacetime region R2 distinct from R1, but that Bsdoot exactly occupy any subregion of R2.
Then, again absent any considerations to the agnttas makes it plausible that P bears the
negation of that same parthood relation to O (togrgperhaps with some region or regions). In
other words, this makes it plausible that P @@ part, of O, perhaps at some region or regions.
Now, with all this in place, suppose that parthpdtwo-place. Then the ‘perhaps at
some region or regions’ clauses above never cotaglay, and we face pressure to say that P is
both a part of O (simpliciter) and a non-pagtof O simpliciter),™ which is absurd. On the other
hand, if parthoogd has an extra argument place, we face no pressgaytthis. Instead we can
fall back on those ‘perhaps at some region or regjiclauses: we can say that P is apaftO at
one region and a non-parf O at adifferent region. Thus, if we think that material objecte ar
multi-located and vary mereologically between lawad, this will give us a quite powerful reason
to postulate at least one extra argument placarnth@od.

3. Problemsfor Three-Place Parthood
If parthood, is a three-place relation, then one questionahaés immediately is what | will call
the Restriction Question: what conditions does a spacetime region R haweetet in order for a
material object x to be a pamf a material object gt R? Must R be a maximal spatiotemporally
interrelated regiofi— i.e., a ‘complete spacetime’? Must R be a gltiba-slice of a spacetime —
roughly, an instant? Must R be a location of xéation of y? Must R overlap some location of
one or both of them? | will argue that the RestiitiQuestion gives rise to serious problems for
3P, and that 4P avoids these problems entirely.

I will begin by describing a very simple case oftpaod,. Concerning this case, | will
ask: relative to which region or regions does paoth hold? | examine what | take to be the best
answers available to the defender of 3P, and leatigat each of them has major drawbacks. |
then show that if we reject 3P in favor of 4P, vae answer the Restriction Question in a way
that does not give rise to any comparably seridjsations.

Here is the case, which | will callase 1. Material object& andb are each ‘mono-
located’: each of them exactly occupies just alsispacetime region. Objea's location is the
temporally unextended regidta, andb’s location is the temporally unextended regrin

(anywhere). At best, it bears soma-fundamental parthood relation to me — e.g., a-ielative parthood
relation defined in terms of parthggds follows:
Part-at-t x is part of y at t =df. (i) tis an iast of time and (ii) x’s instantaneous
temporal part at t is a parof y’'s instantaneous temporal part at t.
Temporal part X is an instantaneous temporal garviy =df. (i) t is an instant of time, (i) x

exists at t but only at t, (iii) x is a parof y, and (iv) every paytof y that exists
at t has a paftin common with x.

This allows the perdurantist to say that the oxygmtecule is a part of me at certain times despite

bearing any fundamental parthood relation to mhig$trategy is developed by Sider 2001.) This Seem

be the best option for a pair of material obje&sh®r of which exactly occupies any subregionrof a

region exactly occupied by the other. But givenfdw thatour object Pdoes exactly occupy a proper

subregion of a region that O exactly occupies, ®P@rseem to be especially good candidates for

instantiating dundamental parthood relation.

14 Even if parthoogl is two-place, this conclusion can be avoided ifisdrelativizing’ theory is true of the

instantiation relation, so that it has additionguanent places for times or spacetime regions. (See

Haslanger (2003) for a survey of ‘relativizing’ @pts vis-a-vis change with respect to apparentlyawaic

intrinsic properties.) This alternative is mucththie spirit of non-Absolutist theories of parthgo@&ut the

alternative theory makes it harder to set out m&itheory of parthoggithan it is in the context of

relativizing theories that put the extra argumdate@(s) into parthogglitself. See section 4.

15 To say that R is a maximal spatiotemporally irglaied spacetime region is to say that (i) R is a

spacetime region, (ii) each point in R is spatigienally related to each other point in R, and (i) point

that is not in R is spatiotemporally related to aoynt in R.



which does not overlap witRa. Material object is also mono-located: it exactly occupiRs,
which is the sum or union &a andRb. Intuitively, we should think o andb as being non-
overlapping proper parts of and we should think af as having no parts that are disjoint from
each ofa andb.

/\
In Case 1, itis plausible that ais a
a b partm of ¢ ‘exactly once’. It seems
that there is just one ‘instance’ of
* * parthoody, involving a and c.
Ra Rb
— /
~
Rc

Figure 1

To avoid prejudging the main question, howeverede no stipulations as ¥derea orb are
parts, of c. Instead, we can consider a list of candidatebéang regions at whica is a part, of
c. (For simplicity we ignore b.)

Ra: a’s location.

Rc: c’s location.

Rmax: a maximal spatiotemporally interrelated regiong@mplete spacetime’)
that haskc as a proper subregion.

Rblob: a four-dimensional region that hRs as a proper subregion aRthax
as a proper superregion.

Rslice: a global time-slice that hd&c as a proper subregion.

Rslice-: an instantaneous region that iRcsas a proper subregion aRdlice as
a proper superregion.

Rchunk: a global ‘time-chunk’ of a certain temporal tkness that haRslice as a
proper subregion arf@max as a proper superregion.

Ra+: a region that is a proper superregiorRaf and a proper subregion BE.

Ra-: a proper subregion @&ta.

Rc-: a proper subregion &tc that does not overlaRa.

Re: a subregion oRmax that does not overlaRc.

At which of these regions, if any, &a part, of c? Two types of answers are available to
proponents of 3P: pluralist answers, accordinghhva is a part, of ¢ at more than one of the
given regions, and non-pluralist answers, accortbnghicha is a part, of ¢ at no more than one
of the given regions.

3.1 Pluralist Answers
Pluralist answers are vulnerable to a simple batpmling objectiort? Intuitively, a is a part, of
c ‘only once’. Relatedly, there seems to be just‘caee’ or ‘instance’ of parthogdnvolving a

18 As | note later, these answers are also vulnetatpeoblems arising from the ‘two case intuitita’be
discussed in 3.2.3.



andc. But if parthoog, were three-place aradwere a partm of at multiple regions, then there
would bemultiple cases or instances of parthgdelvolving those objects. So, given 3P, the
pluralist answers are false. It will be convenignset this out in numbered form:

P1 If parthood is three-place and is a part, of ¢ at more than one of the given
regions, then there is more than one instancerttigad, involving a andc.

P2 There is exactly one instance of parthpiogolving a andc.

C So, if parthood is three-place, theais a parf, of c at no more than one of the

given regions.

Let me begin by saying a bit more about P1. | agstimat, regardless of what one ultimately
wants to say about the metaphysics of propertintsts (and relation instancésind regardless
of one’s favored answer to the Adicity Questiorih@r Restriction Question, one can agree that
the number of instances of parthgas equal to the number of ordered n-tuples whoselbers
instantiate parthogg(in the order given by the n-tupl®)More specifically, | assume that for any
number, #, there are # instances of parthoodolving a andc just in case there are # n-tuples
containinga andc whose members instantiate parthe@d the order given by the n-tuple).

Now, if parthoog, were three-place, aradwere a papt of ¢ at multiple regions — say, at
exactly two distinct regions,andr* — then there would be multiple ordered triplestaonnga

andc whose members instantiate parthe@d the order given by the triple): name{g, c, r)

and(a, c, r*). But in that case, there would tve instances of parthogdnvolving a andc. This

confirms P1.

We can turn now to P2, which | will call tlsangle case intuition. It says that we have
just a single instance of parthgodvolving a andc. This claim can be motivated in at least three
ways. First and most importantly, it should seeghhi plausible on its own. It is not the sort of
thing that anyone would even thinkdoestion had it not been used as a premise in an argument.
Suppose that, in another context, we were giveis¢hep of Case 1, together with its depiction
in Fig. 1, and we were asked, “How many instanégmahoodg, involving the objectsa andc do
we have in this case?” We would not hesitate tovans‘One,” or so | conjecture.

Moreover, if the set-up of the case had bdiffierent in certain ways, we would have had
different intuitions about how many such instantescase contains. Suppose, e.g., ¢Had
two nonoverlapping locations, and that each of thes¢éamed a location &f as a subregion.
(See Fig. 2.) Then (other things being equal) iulMdseem appropriate to say thavas a part
of ¢ ‘twice’ — once above and once below — and thatespondingly, there wettevo instances
of parthood, involving a andc.

" One might hold that an instance of an n-adic ilaR is merely an ordered paR, (0, . . ., Q)) such

that the members @b,, . . ., @) instantiate R in the given order.

18 One can accept this claim without accepting a ggized variant of it to the effect that fany relation

R, the number of instances of R = the number afpptes whose members instantiate R (in the giveardrd
One might think that symmetric relations, such eiad two feet away fropare counterexamples to the
more general principle, for one might think thagisituation in which a is two feet from b, there two

ordered pairsa, b and(b, @, whose members instantiate the relation in thergisrder, but one might

find it counterintuitive to say that in such a siion we have two instances_of being two feet afn@y.
Nevertheless, since parthgpid not symmetric, this style of case does nothingast doubt on the original
claim stated in the main text.
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a b
In this variant of Case 1, it is plausible
* * that a is a party, of ¢ ‘twice’. It seems
. R that there are two ‘instances’ of
R*a R*b parthoody, involving a and c, one that
is associated with the lower portion of
the diagram, and another that is
c associated with the upper portion of
A the diagram.
- N
a b
Ra Rb
Figure 2

But as things stand in Caseclhas just one location, amdhas just one location (a subregion of
c’'s). Someone who was willing to speak of ‘occucesi of material objects would say that we
have just one occurrence®fnd just one occurrence afand that the latter is a parnpliciter
of the former. In these circumstances, it is oveiwiingly plausible thaa is part, of ¢ just once,
and that there is just one instance of parthaondolving the two objects.

A second line of motivation for the single case intuitiaoks to the verdicts of
Absolutism. The thought here is that Absolutisnviitue of its simplicity and its pedigréehas
a kind of default status, so that if certain piegkdata (e.g., multi-location together with
mereological variation between locations) forceausject Absolutism in favor of 3P or 4P, then
we should depart from Absolutisonly as much as is necessary to accommodate the data in
guestion. In particular, we should strive to make our ndmsélutist theory of parthogdesemble
Absolutism as closely as possible in important eetp(while still accommodating the data). One
important respect in which two theories of parthpodn agree concerns their verdicts on the
single case intuition.

Absolutism delivers a clear verdict in favor ofttir#uition. According to Absolutisng
andc belong to just one ordered n-tuple whose membstantiate parthoodm (in the order

specified by the n-tuple) — namely, the ordered ¢@aic). Absolutists, therefore, will say that in

Case 1 we have just a single instance of parthoaalving a andc. Other things being equal,
then, non-Absolutists should prefer a theory thtt them say this as well.

A third motivation for the single case intuition appealsdnsiderations of parsimony.
For properties and relations as fundamental ab@adgl, we should seek to avoid redundancy:
other things being equal, we should hold that timeeperties and relations are instantiated only
as many times as is needed to fully account for thomgs are. It seems clear that in Case 1, we

19 Traditional formal theories of the part-whole t&la employ a two-place parthood predicate. Seeo8&m
(1987) for a survey. Contemporary perdurantistsh(tiie exception of Hudson (2001)) all speak asgho
they accept Absolutism, as do contempogegentists (who hold that only what is present exists at all)
Moreover, even some multi-locationists (van Inwa@@80) find it convenient to work under the pretens
that parthoog is two-place.



can fully account for how things are — and in martr, we can fully account for the mereological
relationship betweea andc — without claiming thah andc instantiate parthogdmany times
over (at multiple regions). On the contrary, thatra would result in something analogous to an
over-determination of their mereological relationship; it ‘over-chaterizes’ this relationship. To
avoid this sort of redundancy, we should embraesesiihgle case intuition.

It is worth noting that the single case intuitisrperfectly consistent with the view that
there arenonfundamental parthood relations that hold more thvace betweea andc. Consider
the relation defined as follows:

D3 X is a part of y within R =df. there is some cgtame region R* such that x is a
partm of y at R* and R* is a subregion of R.

If ais a part, of ¢ at a regiorR*, thena is a part ot within every superregion &*. So unless
R* has no proper superregions, the relation of pahiwwill hold betweera andc many times
over. But this does nothing to undermine the thotggt thefundamental parthood relation for
material objects, parthogdholds between andc just once.

In sum, then, the situation is this. In order tgpexct the single case intuition, the friend of
3P must deny that is a part, of ¢ at more than one region: he should reject theaptiranswers
to our question about andc.?

3.2 Non-pluralist Answers
Non-pluralist answers all say thais a part, of ¢ at no more than one of the regions listed
earlier. Interestingly, the single case intuitiaigds us to dispense with several of these answers
as well.

For example, we can immediately reject the suggestiata is not a part of ¢ at any of
those regions. Given the single case intuition2fdh must be a pagtof ¢ at some region. But
surely we haven't excluded all of the best can@isiéitom our list! Ifa is part, of ¢ at any region,
surely it is a payt of ¢ atsome region on the list.

Likewise, we can reject the view thaats a part, of ¢ at exactly one of the following:
Rblob, Rchunk, Rslice-, Ra+, Ra-, Rc-, or Re. Suppose, for example, thats a part, of ¢ at

20 Some multi-locationists may be tempted to denyptbssibility of Case 1 as a way of resisting my
argument against the pluralist answers. Considgrtfie endurantist who denies the possibility of
instantaneous material objects, suclaandb. Any material object, he says, must have a tentiyora
extended path and must be multi-located within plzeh. In response, | say that whatever (slight)
plausibility this may have as applied to materiaies, it has even less as applied to compositenah
objects. Suppose thatitself is simple and has a temporally extendeti patose final slice iRa, and that
b is also simple and has a temporally extended whtse first slice iRb. Thusa andb coexist for just a
single instant, and at that instant they composertstantaneous composite objectAs before, we have
the intuition that is a partm ot just once.

Perhaps some multi-locationists will go so faradeény the possibility of instantaneous
composite material objects as well. But then we can noté ¢han ifa is a part ot throughout some
extended interval (so thatis part, of ¢ at different regions associated with differentoglbtime-slices),
we retain the intuition that there is at most amance of parthogdnvolving a, ¢, and Rslice or any of its
subregions. So, given 3P, we should not say thas part, of ¢ at each of the followingRa, Rc, Rslice-,
andRslice. Rather, given 3P, we should say thas part, of c at no more than one of those regions.

Similarly, perhaps some defenders of Modal Realistn Overlap will deny the possibility of
material objects that exist in just one concretssfide world. But even if we grant thatandc have other
locations in other worlds, we retain the intuititvata is part, of ¢ just oncen the original world: i.e.,
there is at most one instance of parthpodolving a, ¢, andRmax or any of its subregions. (According to
MRO as McDaniel presents it, spacetime regionskemhaterial objects, are worldbound.) Togethehwit
3P, this generates pressure to saydhata part, of ¢ at no more than one of these regions.



Rblob. Then, since there is nothing special about #gion, presumablg must also be a part

of ¢ at all such regions —i.e., at all four-dimensiaegions that are both proper superregions of
Rc and proper subregions Bimax. To say thaa is a part, of ¢ atRblob but not at any of these
other regions like it would be unacceptably arbjtr&elations as metaphysically basic as
parthood, are just not that haphazard. Given the single icdis#ion, however, we cannot say
thata is a part, of ¢ atall of the many regions likRblob. So we should deny thatis a part, of

¢ atRblob. Parallel arguments can be given to showadhatnot a part of c atRchunk, Rslice-,
Ra-, Rc-, orRe. None of these regions can be plausibly said tilvdenly region at whicla is a
part, of c. This leaves us with four remaining candidaisax, Rslice, Ra, andRc.

3.2.1 The Spacetime Principle
We can begin by considering tRenax view, according to whicla is a part, of c atRmax and
only there. Rmax, recall, is the complete spacetime in whicandc are embedded.) This view
is associated with the following general principle:

The Spacetime Principle Necessarily, for any makefjects x and y and any z,
if X is a part, of y at z, then z is a maximal
spatiotemporally interrelated spacetime region (a
‘complete spacetime’) that includes a location aixl a
location of y as subregiori.

I will assume that if th&max view is true, then the Spacetime Principle is aisevell. Although
this assumption could be questioned, it will appeahose who agree that properties and
relations as metaphysically basic as parthare not haphazard. Parthgptbr example, does

not hold relative to a complete spacetime in orse @nd relative to an arbitrarily selected proper
subregion of a spacetime in another, otherwisel@iroase. Rather, properties and relations as
basic as parthoggare governed by relatively simple general rulas lzave their ‘core features’,
such as their adicities, essentially. | take it thparthood, is in fact governed by the Spacetime
Principle, then this is one of its core featurégkdwise for the competing general principles that
| discuss.)

The Spacetime Principle might appeal to a certaliset of those philosophers who
endorse MRO. As | mentioned earlier, MRO is a fafrmealism about possible worlds according
to which (i) possible worlds are concrete enti{sggecifically, they are ‘complete spacetimes’)
and (ii) at least some material objects are ‘whphgsent’ in more than one world, where being
wholly present in a given world is understood a@otly occupying some subregion of that world.
Friends of MRO will disagree amongst themselvet® aghether material objects ever exactly
occupy multiple subregions of a given world. Thed® endorse multi-location within worlds
will reject the Spacetime Principfébut those who reject multi-location within worldgy
initially be more sympathetic to that princigfe.

2 To this we might plausibly add some further clatgsthe effect that x’s location in z is a subregid y's
location in z. It will be unclear how this furthelause should be specified if one believes thatesobjects
are multi-located within a single spacetime, but aste below, anyone who believes this is unlikely
accept the Spacetime Principle. See Donnelly (6onthing) for a discussion of related questions.

% These philosophers will presumably want to say tiwterial objects often vary mereologically betwee
locations within a single spacetime — e.g., thatret of my locations within this spacetime, | andenap

of one collection of particles, and at another gflotations within this same spacetime, | am mauefia
different collection of particles. On this viewetie will be many true sentences of the form, ‘Mater
object p is a pagtof material object o at region r1 but not at regid, although rl and r2 are both proper
subregions of the same spacetime’. This obvioushflicts with the Spacetime Principle.

% According to them, mereological variation betwésgations never occurs within a single spacetirhk. |
exactly occupy R and R*, and if, ‘as | am at Rhave a certain skin cell as a pabout, ‘as | am at R*, | do



TheRmax view and the Spacetime Principle mesh well withghngle case intuition,
and thus they avoid the problems facing the presvanswers that we have considered. Together
with the set-up of Case 1, tRenax view entails that there is just one region at \ulgids a par
of ¢, and hence that is a part, of ¢ ‘just once’. Moreover, there is nothing arbitrafyouta’s
being a pagt of ¢ only atRmax. After all, Rmax is quite special as far asandc are concerned:
it is the only complete spacetime that contairsegiof them.

Still, the Spacetime Principle has a drawbacksfbte the argument against this
principle, | will need to invoke some technicalnénology. | take it that the notion of
intrinsicness, as applied to properties, is famdiad well understood (even if its precise
definition remains elusive). Roughly, a propertig ihtrinsic just in case whether or not an object
O has P depends only on what O is like in itsetf @rindependent of how O is related to things
separate from itself. Or, in different terms, ag@ay is intrinsic iff it cannot differ between
duplicates.

It is also fairly easy to get a grip on a notiorirdfinsicness forelations, although the
terminology here is a bit less familiar. We cantstath the notion ofplural duplication. (I take
this term from McDaniel 2008.) Intuitively, to s#fyat the Xs and the Ys are plural duplicates is
to say that the Xs match the Ys with respect t@ th&insic properties and internal arrangement,
though not necessarily with respect to how theyralaged to outside things.

For example, suppose that Tom, Dick, and Harrystaeding in a column, single-file, all
facing North, and are arranged by increasing hesghthat Tom, the shortest, is in front, and
Harry, the tallest, is in the back, with each @frthbeing exactly two feet away from Dick, who is
in the middle. Further, suppose that Tom*, Dickidadarry* are intrinsic duplicates of Tom,
Dick, and Harry, respectively, and are arrangeahiexactly similar fashion with regard to their
spatial and causal relations. Then Tom, Dick, andyHare plural duplicates of Tom*, Dick*,
and Harry*, even if the latter trio are, say, fagin a different direction, or nearer to a lakerth
are the former trio.

If we help ourselves to the notion of an intringioperty and to Lewis’s notion of a
perfectly natural relation (see note 2), then we can offer a mona&b definition of plural
duplication as follows:

D4 the Xs and the Ys are plural duplicates =dfteéhe a one-one correspondence
between the Xs and the Ys that preserves intrjpraiperties and perfectly
natural relations —i.e., a bijective function thuhat (i) for any intrinsic
property P and for any x among the Xs, x instaasi& iff f(x) instantiates P, and

(i) for any perfectly natural relation R and amgered n-tupléx; . . . %, of the

Xs, X . . . % instantiate R in that order iff f(x. . . . f(’;)) instantiate R in that
order.

With the notion of plural duplication in hand, Ircdefine anntrinsic relation as one that cannot
differ between pluralities that are plural duplestThus, if the Xs and the Ys are plural

not have that cell as a pgarthen these locations will be subregions of défdrspacetimes — say, w and
w*. This will allow us to account for any mereologl variation between my locations by relativizing
spacetimes. We will be able to say: the cell isdof me at spacetime w but is not a paot me at
spacetime w*. Granted, mereological variati@ween locations is not the only sort of mereological
variation (or apparent mereological variation) teetse philosophers will need to account for. Such
variation might also occwver time but within a single location. There is at leastase in which, e.g., a
certain hair, h, is a part of me at t but not agfter it falls out. The MROists in question wgke this as
variationwithin a single location. On the assumption that they posit temporal ptrés; can describe the
case by saying that the t-part of h is a paftmy t-part at w (this spacetime) while the t*pef h is not a
part, of my t*-part at w.
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duplicates, if R is an intrinsic relation, andtietXs instantiate R (in some order), then the Ys
instantiate R as well (in some order). | assumelibing larger thaand being two feet apaate
both intrinsic relations and that having a commamer and_being two feet apart and within three
miles of a lakeareextrinsic (non-intrinsic) relationé

My argument against the Spacetime Principle hinges one crucial assumption: that
parthood, whatever its adicity, is an intrinsic relatiorwill call this theintrinsicnessintuition,
and | will try to show that it cannot be plausilslymbined with the package consisting of the
Rmax view and the Spacetime Principle.

Let me begin by trying to motivate the intrinsica@stuition, albeit briefly. First, one
might reasonably take parthqgar indeed any fundamental parthood relation et@ lperfectly
natural relation, in which case the definitionghbfral duplication and ‘intrinsic relation’ given
above will guarantee that parthgod intrinsic. Second, one might once again apfoetie
principle that non-Absolutist theories of parthgathould depart from Absolutisonly as much
asis necessary to accommodate the relevant data. In that case, since parthgod plausibly an
intrinsic relation according to Absolutism, theefid of 3P or 4P should strive to accommodate
the intrinsicness intuition too.

Third and most importantly, | take the intrinsica@stuition to be highly plausible on its
own, even in the absence of any supporting argurSemppose that material object p is a paft
material object o at spacetime region r, and thabf and r* are plural duplicates of p, o, and r
(respectivel§). This means that p* is a duplicate of p, o* @uplicate of o, and r* is a duplicate
of r; and that p*, o*, and r* are ‘inter-related angst themselves’ in exactly the same manner as
are p, o, and r. Might it be that whereds p part, of o at r, p* isnot a part, of o* at r*, despite
all these similarities between the two trios? arse who find this as hard to believe as | do, the
intrinsicness intuition will be compelling.

Now, to see why this intuition conflicts with thackage consisting of tiRmax view
and the Spacetime Principle, consider the tria,@f andRc, the last of which ig’s location.
According to theRmax view, the trio do not instantiate parthgod is a part, of c atRmax, not
atRc. But presumably there can be a tdd, c*, andRc*, that are plural duplicates af ¢, and
Rc (respectively), and thab instantiate parthogd Just suppose thRc* is a complete
spacetime, but that*, c*, andRc* (and their internal arrangement) are as muchdjle andRc
(and their internal arrangement) as is compatibie this difference. Thua* is a duplicate o4,

c* is a duplicate o€, andRc* is a duplicate oRc. Moreover, the spatiotemporal and causal
relations betweea*, c*, andRc* match those between ¢, andRc: the two trios are ‘inter-
related amongst themselves’ in exactly the samengran

The big difference between the two trios, of copis¢hat the original trio (od, ¢, and
Rc) are embedded within a larger spacetime, soRhas a mere proper subregion of a
spacetime, rather than being a complete spacetiritgeif. The new trio (o&*, c*, andRc*) do
not find themselves embedded in a larger spaceRtieis not a subregion of any larger region.
This difference, however, is clearly extrinsc difference: it concerns only the ways in which the

# Lewis (1986a: 62) and offers a very closely relatet of definitions. He defines amernal relation as
one that ‘supervenes on the intrinsic naturessafelata’, and he defines axternal relation as one that is
not internal but nevertheless ‘supervenes on thimaic nature of the composite of the relata taken
together’. Bricker (1993: 274) systematizes thentaology (in a manner implicit in various thingswis
says) by defining amtrinsic relation as one that is either internal or exteraiad arextrinsic relation as
one that is not intrinsic. Lewis takes being larti@mto be internal (hence intrinsic, in Bricker’s
terminology), being two feet away frotm be external (hence intrinsic, in Bricker’s témoiogy), and
having a common ownéeo be neither internal nor external (hence exiiria Bricker’s terminology).

% To say that 0. . . q are plural duplicates of @* . . 0% respectively is to say that the function f thatpa
0; with 0*; and . . . andpwith o*, preserves intrinsic properties and perfectly ratiglations. Hence if
0; . . . G are plural duplicates of @* . .*, respectively, and R is an intrinsic relation, aad . . g,
instantiate R in that order, then,a* . 0%, instantiate R in that order as well.
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members of a trio are related to things outsidih@fselves. Intrinsically, the two trios are just
alike. They are plural duplicates.

Given the Spacetime Principle, we are forced tckate thal* is a part, of c* atRc*:
after all, clearlya* is a par}, of c* atsome region, and the only spacetime that has locatd@g
andc* as subregions Rc*. So, if the Spacetime Principle and BRmax view are true, thea* is
a parf, of c* atRc*, whereas a is not a paxf ¢ atRc, despite the fact that the two trios are
plural duplicates. But if parthogdould differ in this way between plural duplicatésvould not
be an intrinsic relation, contrary to the intrimgss intuition. Call this style of argument a
contraction argument®

3.2.2TheTime-Slice Principle
Endurantists sometimes say that parthped ‘time relative relation’. On one natural
interpretation, this means that parthgasla three-place relation that can hold between tw
material objects and an instant of time. Some eatigts seem to accept this and, further, to
endorsamulti-location, according to which instants are spacetime regobiasspecial sort (global
time slices).

With regard to Case 1, these endurantists willpresbly want to endorse tlirslice
view, according to whicla is a part, of ¢ at exactly one region: a global time-slice that Rasas
a proper subregiofi.But it turns out that thRslice view conflicts with the intrinsicness intuition
just as badly as thiemax view does. For thRslice view, too, is vulnerable to a contraction
argument?®

As in the case of themax view, | take it that th&slice view is plausible only if
accompanied by a corresponding general principhéctwin this case would be

The Time-Slice Principle: Necessarily, for any mialeobjects x and y and any z,
if X is a part, of y at z then z is a global time-slice that
has a location of x and a location of y as subrefid

As applied to the ‘contracted’ caseadf c*, andRc* discussed earlier, the Time-Slice Principle
will force us to conclude tha* is a part of c* atRc*. When this conclusion is combined with
theRslice view and its claim thad is not a part, of c atRc (despite the fact that the trios are
plural duplicates), we again get the unappealisgltehat parthoaglis not an intrinsic relation.

% A second argument against the Spacetime Prinaijses from the possibility of what Parsons (2007)
calls ‘knuggy’ worlds, worlds in which there areasptime regions, and each of them has another such
region as a proper superregion. Such worlds com@imaximal regions and, assuming that each point i
such a world is spatiotemporally related to eveheosuch point, they contain no maximal
spatiotemporally interrelated regions — i.e., mmmplete spacetimes’. On the assumption that padthoo
can be instantiated within such worlds, the Spaeefrinciple must be rejected.

27 |f the spacetime in Case 1 is relativistic, theight be many different global time-slices (i.eamy
different maximal spacelike hypersurfaces) thatetRe as a subregion. Again, the single case intuition
will put pressure on us to say that thas a part, of ¢ at no more than one of these global time-slices.
% Some of these philosophers may have been temptaytthat parthoggholds relative not merely to
instants but also to temporally extended inten@lsen spacetime substantivalism, this would lead
naturally to the view that is a parf, of ¢ not just at a global timdice but also at the many global time-
chunks (e.g.,Rchunk) that include their locations as subregions. Phaiskage conflicts with the single case
intuition discussed in section 3.1. It is also vaulble to a contraction argument, and so conflidtts the
intrinsicness intuition, just as does the Time-SRrinciple +Rslice view package.

2 We might add some clause to the effect that x¢ation in z is a subregion of y’s location in z. It
becomes more difficult to specify the clause ifwant to allow for the possibility that x and/or sve
multiple locations within the same time-slice. Samnelly (forthcoming) for more on this issue.
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This shows that the package consisting ofRkkce view and the Time-Slice Principle also
conflicts with the intrinsicness intuition.
The Time-Slice Principle should be distinguishemirfr

The Simple Instants Principle: Necessarily, foy araterial objects x and y and
any z, if x is a pagtof y at z then z is a simple,
sui generisinstant of time and x and y both exist
at z.

This principle is most plausible in the contextlod view that (i) space is a (presumably three-
dimensional) manifold whose basic constituentssanple, enduring spatial points and (ii) time
is a separate (presumably one-dimensional) manifblose basic constituents are simple, non-
persisting instants. This view about space and @iamdlicts with multi-location.

The Simple Instants Principle (SIP) is apparentiyuinerable to contraction arguments.

To apply such an argument to it, we would neednt ‘plurally duplicate ordered triplesp, o,

ty and(p*, o*, t*) only one of which passes SIP’s test for parthoobhese triples would need to

be such that (i) p, o, p*, and o* are all matealjects, (ii) t is a simple instant and both p and
exist at t, but (iii) either t* is not a simple tast or either p* or o* fails to exist at t*. Bunse
being a simplesui generis instantis plausibly an intrinsic property, and since 8mrig atis
plausibly an intrinsic relation, it seems that wi# mot be able to find plurally duplicate ordered

triples that differ in this way. (To say that thelered n-tuplego, . . . @) and{o*; . . . o*) are

‘plurally duplicate ordered n-tuples’ is to saytttize bijection f that pairs the ith member of the
first n-tuple with the ith member of the secondsgmees intrinsic properties and perfectly natural
relations, and hence preserves intrinsic relatinose generally?f

So the doctrine of ‘three-place, temporally relatd parthoog may be perfectly
tenable in a context that includes simglé,generis instants, but the doctrine becomes quite
implausistl)le when instants are treated merely dsajliime-slices, as they must be given multi-
location:

3.2.3 TheWhole Location Principle and the Part L ocation Principle
Return to the question, “At which region or regida a part, of c?” Two answers remain.
According to theRa view, a is a part of ¢ ata’s location,Ra, and only there. According to the
Rc view, a is a part, of ¢ atc’s location,Rc, and only there. Each of these answers is assdciat
with a general principle. THea view corresponds to

The Part Location Principle: Necessarily, for argtenial objects x and y and
any z, if x is a pagtof y at z, then zis a
spacetime region and x exactly occupiés z.

%0 Likewise for the view that parthogaan hold relative to temporally extended intercalmposed of
simple,sui generis instants. Since the property being a temporaltgrded interval composed of simple
Sui generis instantsis plausibly intrinsic, the view in question wilbt be vulnerable to contraction
arguments.

31 A second objection to the Time-Slice Principlesasi from the possibility of spacetimes that do not
contain global time-slices. (Such spacetimes armipted by General Relativity. For discussion, see
Earman (1995).) On the assumption that parthaaoh be instantiated within these spacetimes, tme-T
Slice Principle must be rejected.

32\We might add “. . . and y exactly occupies sompesregion of z.” | suspect that anyone who firfs t
Part Location Principle plausible will find the @tiger principle roughly equally plausible.
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Likewise, theRc view corresponds to

The Whole Location Principle: Necessarily, for angterial objects x and y and
any z, if xis a pagtofy at z, then zis a
spacetime region and y exactly occupiés z.

| assume that neither tia view nor theRc view is plausible unless accompanied by the
appropriate general principle. That is, | treathe@ew as a component of a larger, more general
package.

Both packages fare quite well with respect to thes@erations that we have discussed
so far. We can begin with the single case intuititimere is nothing wildly implausible about the
view thatRa is theonly region at whiclha is a part, of ¢, nor about the view th&c is the only
such region. Thus neither of those regions is alslimon-special in the way thaRblob is. If,
for example, we endorsed tRe view, we could not be accused of thereby makinthpad,
seem excessively haphazard. (Though perhaps thetiéd something &it arbitrary about
preferring either the Part Location or the Wholeaton Principle to the other.)

As for the intrinsicness intuition, neither of ttedevant packages is vulnerable to a
contraction argument. The problem with the Time&HPrinciple is that it sometimes treats
plurally duplicate trios differently, forbidding erfrom instantiating parthogdut not forbidding
the other. The Spacetime Principle also does Tiis. makes those principles (or the associated
packages) vulnerable to contraction argumentsnBither the Whole Location Principle nor the
Part Location Principle ever treats plurally dugtestrios differently, and so they are invulnerable
to contraction arguments.

Consider the Whole Location Principle (WLP). To much a contraction argument to

it, we would need to find ‘plurally duplicate or@ertriples’(p, o, ) and{p*, o*, r*), such that

the former but not the latter satisfies WLP’s neeeg condition on parthoodm. These triples
would need to be such that (i) p, 0, p*, and o*atenaterial objects, (i) r is a spacetime region
that o exactly occupies, but (iii) either r* is reospacetime region or o* does not exactly occupy
r*. Since_being a spacetime regisrmplausibly an intrinsic property, and since exacupation is
plausibly an intrinsic relation, it seems that wi# mot be able to find plurally duplicate ordered
triples that differ in this way. Parallel remarkspty, mutatis mutandis, to the Part Location
Principle. This shows that both principles respleetintrinsicness intuition.

Despite these virtues, both principles have defégain we can start with tHec view
and the Whole Location Principle. The main probfenthis package arises from questions about
how to combine it with the widely accepted viewttharthoog, is governed by &ransitivity
principle, or at least by some straightforward analoguaichs principle.

Strictly speaking, of course, transitivity can bgraperty of two-place relations only.
Thus if we insist that parthoganust turn out to be transitive in the strictestble sense, we
should cling to Absolutism; only Absolutists cakdgarthoog (expressed by ‘<’) to be
governed by

Transitivity2P YXVYVZ[(X<y & y<z) — x<Z]
However it is often noted that there is a very ratand straightforwarednal ogue of the
transitivity principle that presumably governs paid, if that relation has three argument
places. If we symbolize the predicate ‘x is a pafty at z’ as ‘Xsy’, then the analogue is:

Transitivity3P OxOyOzOwW[(X<wY & Y<uZ) - X<uZ]

33 We might add “. . . and x exactly occupies sont&egion of z.”
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In words, this says that if x is paf y at w and y is pagtof z at w then x is pastof z at w. A
somewhat different way of capturing the intuitidea underlying this principle is to say that the
three-place relation partm-of-&stsuch that for any r, thevo-place, ‘indexed’ relation pagtof-
at-ris transitive in the strict sense.

There are, of course, many other vaguely ‘trarigitiike’ principles that can be framed
in terms of a three-place parthood predicate. kample, there is the principle that if x is a part
of y at some region and y is a part of z at soneeh@ps different) region, then x is a part of z at
some region. But | take it that, of these principlesaisitivity3P isby far the most natural
analogue of Transitivity2P.

Return now to th&®c view and the Whole Location Principle. The probliemthis
package is not that it forces usrgect Transitivity3P; it doesn’t. The problem is thagthiven
package makes the principlepotent or inapplicable in certain contexts in which, intuitively, we
should be able to use the principle to prove aacefairly salient conclusion.

To see this, let us further specify Case 1, inv@d, b, andc. Suppose that there is an
additional singly located objedi?, and at least one additional composite materigabld,
which is also singly located, and which we canklohas being composed ofandb*. Let
spacetime regioRb* be the location db*, and let spacetime regidtd bed’s location. We can
suppose thaRb* does not overlaRc and thaRd is the sum or union of these two regions.
Finally, we can suppose thatl is a proper subregion &¥slice and hence is temporally
unextended. Thus the case can be represented by Fig

- N

\
)

Ra Rb Rb*
— _
——
_ Rc -
—
Rd
Figure 3

Intuitively, this is a case in which the transitjvof parthoog, (or the most natural appropriate
analogue of it) should be applicable. We shouldltie to combine that principle with a premise
to the effect thaa is a part, of ¢ (at a certain region or regions, perhaps) ane&mise to the
effect thatc is a part, of d (at a certain region or regions, perhaps) to yaetdnclusion to the
effect thata is a part, of d (at a certain region or regions perhaps). Somewloa¢ precisely, we
should be able to formulate a three-premise argtthanis formally valid in standard predicate
logic and that has the following features.
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® Its first premise is a true atomic sentence tcefifect thata is a part, of ¢, at
whatever region or regions (if any) participatehia relevant ‘instance’ of parthaqd
Thus, if parthood is a two-place relation, then the first premiséhaf argument
contains a two-place predicate (expressing parthoaithched to names farandc:
for example, a<c” or “Pac”. And if parthoog, is a three-place relation, then the first
premise contains a three-place predicate (expiggsirthood) attached to names
for a, ¢, and whatever region it is at whialis a part, of c: for example, a<,c” or
“Pacr”. Mutatis mutandis if parthoog, has four or more argument places.

(i) Its second premise is a true atomic sentence tefflet thaftc is a pagt, of d, at
whatever region or regions (if any) participatetia relevant instance of parthgpd
Thus, if parthoog is two-place, then the second premise of the aegaimight be
the sentenceckd”. Etc.

(iii) Its third premise is a true sentence that exprabsesansitivity of parthogglor (if
parthood, is not two-place) the most straightforward andiretanalogue of that
principle that can be framed in terms of a pre@ivahose adicity matches that of
parthood,. Thus, if parthoogdis two-place, then the third premise might be the
sentence[xOyOz[(x<y & y<z) - x<z],” and if parthoogdl is three-place, then the
third premise might belIxOyOzOw[(X<yy & Y<yZ) — X<,z].” Mutatis mutandis if
parthood, has four or more argument places.

(iv) Its conclusion is an atomic sentence to the effetta is a part, of d, at whatever
region or regions (if any) participate in the relavinstance of parthogdThus if
parthood, is two-place, then the conclusion of the argunmeight be the sentence
“a<d”, and if parthoogd is three-place, the conclusion might be the seetéa<..d”,
where t*” is a name for the region (whatever it is) at wiecis a part, of d. Mutatis
mutandis if parthood, has four or more argument places.

In sum, the relevant ‘transitivity’ principle shouhave a certain amount of power in this case; it
shouldapply to the objects described above in such a way pernuit a sound argument of the
given type. | take this to be a piece of intuitdaga that our theories about parthgodght to
accommodate. Call arguments of the given typesitivity arguments, and call the view that
there is such an argument thansitivity intuition.

The transitivity intuition is easily accommodatagdAbsolutism. According to
Absolutism, we can formulate a transitivity argumas follows:

Argument 1

Premise 1.1 a<c

Premise 1.2 c<d

Premise 1.3 [OxOyOz[(x<y & y<z) - x<Z]
Conclusion1 a<d

The transitivity intuition can also be accommodatg®BP, provided that we do not combine this
view with the wrong answer to the Restriction QimstSuppose, for example, that both 3P and
the Spacetime Principle are true. Then the follondounts as a transitivity argument:

Argument 2

Premise 2.1 a<gmaxC

Premise 2.2 c<gmad

Premise 2.3 [OxOyOzOw[(X<yY & Y<uZ) - X<uZ]
Conclusion 2 a<gmaxd
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Similarly, if 3P and the Time-Slice Principle werae, we could formulate a transitivity
argument just by replacing each occurrenceRvhax” above with an occurrence oR$lice”.
So, despite their other faults, the Spacetime Rimand the Time-Slice Principle both fare well
with respect to the transitivity intuition.

Not so for either the Whole Location Principletloe Part Location Principle. Given 3P
and the Whole Location Principle, together with deenand to formulate premises and a
conclusion that fit the specifications set outi)r~((iv), the best we can do is:

Argument 3

Premise 3.1 a<gcC

Premise 3.2 c<gqd

Premise 3.3 [OxOyOzOW[(X<yy & Y<uZ) - X<4Z]
Conclusion 3 a<gqd

The obvious problem with Argument 3 is that it & formally valid: the subscript in Premise 3.1
does not match the subscript in Premise 3.2, wihiwbuld need to in order for Premise 3.3
(a.k.a. Transitivity3P) to get any traction. Butooiurse we cannot change the argument to fix this
without defying the Whole Location Principle. Gividre set-up of our case, that principle tells us
that the only region at whichis a part of ¢ is Rc and that the only region at whiclis a part,
of d is adifferent region,Rd. In other words, the Whole Location Principle {kelthe Spacetime
Principle or the Time-Slice Principle) tells usttktizere is na@ommon region at which both is a
part, of c andc is a part, of d. But without such a common region, we cannot usaditivity3P
to derive a conclusion aboats being a part of d.

One might object that our ‘transitivity’ principle too weak, and in particular that we
should replace it with

Transitivity3P+ OxOyOzOWOWA[(X<yY & Y<uZ) - X<yZ]

This would make Argument 3 formally valid, but Tsativity3P+ is much too strong to be
plausible to any multi-locationist who takes makabjects to vary mereologically from one
location to another. (Hence feature (iii), whiclquiges that the principle in question tbee, is
not plausibly satisfied.) Presumably any such gaigher will want to allow for the following
type of case:

Case 2. Bob is multi-located; he exactly occupiesspacetime regions R1 and R2. As he
is at R1, he has both a left hand (Hand) and aHaftb (Thumb) as parts. Hand exactly
occupies a proper subregion of R1, namely R1Hamdl,Tdaumb exactly occupies a

proper subregion of R1Hand, namely R1Thumb. HoweagBob is at R2, he has Hand
as a part (it exactly occupies R2Hand, a properegitn of R2) but he does not have
Thumb as a part. Thumb does not exactly occupysahyegion of R2.

As applied to Case 2, 3P and the Whole Locationciyie tell us that Thumb is a padf Hand
at R1Hand and that Hand is a paot Bob at Rland at R2. Together with Transitivity3P+, this
entails that Thumb is a pardf Bob at R2. But this is clearly wrong: Thuminist a par}, of Bob
at R2. Transitivity3P+ is a non-starfér.

34 One might be tempted to replace Transitivity3Pthwi
Transitivity3F OxOyOzOWOW*[(X<wY & Y<u+Z) — IW**(X<,Z)]

But this is vulnerable to a similar counterexamplary donates a kidney (Kidney3) to John. Thera is
cell (Cell3) which, intuitively, is a part of Kidg8 only when that kidney is a part of Mary: thel ciés
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A more promising suggestion is to replace TravigyBP with a principle somewhat

weaker than Transitivity3P+. If we symbolize thedlicate ‘x is a subregion of y’ asEy’ then
we can state the new principle as:

Transitivity3Psub OxOyOzOWOWA (X< wY & Y<y+Z & WEW* ) — X<,»Z]

This principle does not yield the absurd conclusfat Thumb is a paftof Bob at R2. To get
that result from Transitivity3Psub, we would alsed the claim that R1Hand (the region at
which Thumb is a pastof Hand) is a subregion of R2 (this being a regibwhich Hand is a
part, of Bob). But given the set-up of Case 2, thismla false: recall that Thumb exactly
occupies a subregion of R1Hand but does not exactdypy any subregion of R2. This entails
that R1Hand is not a subregion of R2. So Case @sxs problem for Transitivity3Psub.
Another point in favor of Transitivity3Psub is thas applied to Case 1 (involviagb,
¢, andd), it can be used to show thatis a part, of d atRd. For consider:

Argument 4
Premise 4.1 a<gC
Premise 4.2 c<gqd

Premise 4.3 OxOyOzOWOW*[(X<ywY & Yy<wZ & WEW* ) - X<,sZ]

Premise 4.4 RcERd
Conclusion.4 a<gqd

Argument 4 is formally valid and, given 3P and ¥ibole Location Principle, all of its premises
are overwhelmingly plausible. It may seem, themftiat Transitivity3Psub allows the defender
of the Whole Location Principle to accommodatetthasitivity intuition.

But this would be a mistake, for two reasons.tFiescall the content of the transitivity
intuition — viz., that there is some formally valttiree-premise argument with features (i) — (iv).
Argument 4 is no such argument. It liesr premises, and it obviously cannot be converteanl ant
formally valid, three-premise argument without sg#hening one of its first three premises, or
weakening its conclusion, in a way that would miakerfeit one of features (i) — (iv).

Second, even as it stands, Argument 4 clearly doepossess feature (iii). | take it that
no one would be tempted to suggest that Transi#Asub is the mosiatural and
straightforward three-place counterpart of Transitivity2P. Fanirib: Transitivity3Psub is
cooked up and cobbled together in an attempt tonale opposing motivations — the (to my
mind well-justified) desire to accommodate the $rawty intuition, and the (to my mind
misguided) desire to preserve the Whole Locatianciple. The most egregious symptom of this

and is shed well before the kidney is donated tmJtn that case we might have the following: Kigde
exactly occupies many regions, among them Rmk, lwtaes not overlap any region that John exactly
occupies, and Rjk, which is a proper subregion &fggon (R]) that John exactly occupies. Cell3 ¢yac
occupies many regions, among them Rcell, whichpgsoger subregion of Rmk, but Cell3 does not exactl
occupy any region that overlaps a region that otactly occupies. Then, given the Whole Location
Principle, it is plausible that: (i) Cell3 is a paof Kidney3 at Rmk and (ii) Kidney3 is a paudf John at

Rj, and yet, contrary to Transitivity 3Pthere isnothing at which Cell3 is a pagtof John.

A second (and perhaps more obvious) problem ferdhggestion is that, even if the principle
were plausible (which it is not), it's not strongoaigh to combine with the sorts of premises I'veadded
to yield, as a conclusion, an atomic sentence"lkeqd”, which is what we need. All it would give us is:

“Ix(a<,d)”. Thanks to Adam Sennet for discussion.
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is the fact that the sentence expressing TransiBPsub contains an additional predicaxgy’,

over and abovex<,y'. Even if the former ends up being definable imrtg of the latter (a related
guestion is addressed at the end of section Sfatiie¢hat the extra material is needed points to
the complexity and unnaturalness of the principle.

Admittedly, Argument 4 is much better than riiogh It is valid, it has plausible premises,
and itresembles a transitivity argument; it comes much closeratisfying the transitivity
intuition than does, say, the invalid Argument 8.s8me friends of 3P and the Whole Location
Principle may be willing to bite this bullet andngethe letter of the transitivity intuition, given
that they have Argument 4 to fall back on. The iadygoint is merely thathereisa bullet to bite
here. After all, Absolutists have no trouble satisfyitig|etter of the transitivity intuition.
Likewise for friends of 3P who endorse either tipa&time Principle or the Time-Slice
Principle. And likewise for friends of 4P, as | éaip in section 4. So | think that | am well within
my rights to insist that, other things being eqaaheory of parthoggthat accommodates the
transitivity intuition is more plausible than oret does not.

This completes my discussion of the tranisjtimtuition and its bearing on the Whole
Location Principle. | assume that the friend ot ghrdnciple cannot do any better than Argument
4 with regard to satisfying the transitivity infom, and that Argument 4 leaves much to be
desired.

I will now turn briefly to the package consistinfjtbe Ra view and the Part Location
Principle. This package is vulnerable to a paratgument. For if we accept this package, and if
we strictly comply with the demand to formulateriges and a conclusion that fit the
specifications set out in (i) — (iv), then our bagempt at a transitivity argument will be:

Argument 5

Premise 5.1 a<gaC

Premise 5.2 c<g.d

Premise 5.3 [OxOyOzOw[(X<yY & Y<uZ) - X<uZ]
Conclusion 5 a<g.d

This argument, like Argument 3, is not formallyidalthe subscripts in the first two premises
don’t match. Like the Whole Location Principle, thart Location Principle tells us that there is
no common region at which bothis a part of ¢ andc is a part, of d. We can, as before,
formulate something that resembles a transitivigguenent: we can replace Premise 5.3 with

Premise 5.3* [OxOyOzOWYW*[(X<uY & Y<u+Z & WEW*) - X<,Z]

and add a premise to the effect tRatis a subregion dRc. But, like Argument 4, the result will
still fall short of being a genuine transitivitygament® So the Part Location Principle fares no
better than the Whole Location Principle. Both dichfvith the transitivity intuition. This is their
main defect®

% We might try strengthening the relevant trandigiyirinciple in a way that is tailored, not to téhole

Location Principle (as was Transitivity3P+), buther to the Part Location Principle — viz.:
Transitivity3P+** YXVYYVZYWYWH[(X<yY & Y<y<Z) — X<yZ]

But this principle is vulnerable to the same cotetample (Case 2) as was Transitivity3P+.

3 A variant of this problem also applies to an afipgapluralist answer to our question abauindc

(inspired by Hudson 2001: 61-71). Suppose thattloimés thata is a part, of ¢ at every region that is both

a superregion ad’s location and a subregion ofs location. (This includes, among other regidrs,

Ra+, andRc.) This view is most plausible in the context o fbllowing general principle:
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3.2.4 The Two Case I ntuition
There is also a second objection to these two iptescthat deserves a brief mention. In addition
to conflicting with the transitivity intuition, thheboth conflict with what | will call théwo case
intuition. Consider the situations represented in Ffg. 4.

Tweenism Necessarily, for any material objects & wand any spacetime region R, if x is
a part of y at R, then R is a superregion of samuatlon of x and a subregion of
some location of y.
The Tweenist can plausibly regard the followingasansitivity argument: Premise Td<r.C. Premise

T2: c<grd. Premise T3YXVyVzVW[(X<,y & y<4Z) — X<,Zz]. Conclusiona<g.d. The Tweenist will see

T1 as being true on the grounds tRatis a (proper) superregion afs location and an (improper)
subregion ot’s location, and he will see T2 as being true anglounds thaRc is an (improper)
superregion of’s location and a (proper) subregiondi location. Finally, he will see the conclusion as
being true on the grounds that is a (proper) superregion afs location and a (proper) subregiond
location. So it appears that Tweenism can accomtadte transitivity intuition as stated.

Suppose, however, that we introduce a furtherabjop®, that we can think of as being composed
of d together with another small objdet*, whereb**'s lone locationRb**, is disjoint fromRd, and where
e*’s lone locationRe*, is the sum or union &b** andRd. Then it seems that we ought to be able to
construct an argument whose conclusion is an atseritence to the effect thats a partof e* (at certain
region(s), perhaps), and that we ought to be abdemstruct this argument merely by adding one
additional premise to those from our earlier transitivity argumentiz., an atomic sentence to the effect
thatd is a part, of e* (at certain region(s), perhaps). The Tweenist oasatisfy this demand. According to
him, the only regions at whidhis a part, of e* aresuperregions ofRd, and none of these is a region at
whicha is a part, of ¢ (all of which aresubregions ofRc). l.e., on his view, there is no single region at
which (i) a is a part, of c, (ii) c is a part, of d, and (iii)d is a part, of e*, although there are regions at
which the first two clauses hold and other regiahahich the second two clauses hold. As | indidate
note 41, this case poses no problem for 4P.

37 According to most multi-locationists (endurantiatel MROists), these situations will be at best
extremely remote possibilities, and so the failoraccommodate them will hardly seem to be much of
vice. The one multi-locationist who would seem éodommitted to their possibility is Hudson (200@h
his view, as | noted earlier, ordinary objectstaraporally extended ‘worms’ that typically have man
(mostly overlapping) 4D locations. The idea, roygid to say that each of the many precisely deatacc
regions that we would normally regard asaadidate for being my (e.g.) location actuallyone of my
locations. To allow for Case 3 below, in which thmger object Fred is mono-located (while Fredpart
multi-located), we would need to suppose that fones reason, the usual sources of boundary vagueness
are absent for Fred but are present for Fredgeth@ps Fred’s surface is especially tightly iraézpt and
sharply demarcated from its surroundings.) Caseeésier. Just let the smaller object Gretapaat ineno-
located simple, and let Greta be multi-locatechimway Hudson regards as typical.
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Case 3. Fred is mono-located; he exactly
occupies Rf only. Fredpart is bi-located,; its
only locations are the distinct but
overlapping regions Rfsubl and Rfsub2,
each a proper subregion of Rf.

Case 4. Greta is bi-located; she exactly
occupies the distinct but overlapping
regions Rgl and Rg2 only. Gretapart is
mono-located; its only location is Rgsub, a
proper subregion of Rgl and of Rg2.

Figure 4

In Case 3, there seem to be exactly two instarfgearthood, involving Fredpart and Fred: the
former object seems to be padf the later object twice over. The Part Locatiyinciple allows
for this. Since Fredpart has two different locasioie Part Location Principle lets us say that
Fredpart is pastof Fred both at Rfsubl and at Rfsubl. In otherdspit lets us say that two

different ordered triples involving Fredpart an@dFredpart, Fred, Rfsubhnd(Fredpart,

Fred, Rfsub® are such their members instantiate parthoodrndrotder specified by the triple.

The Whole Location Principle, however, has troukith Case 3. Since Fred has only one
location, this principle tells us that there isvaist one region at which Fredpart is a paftFred,
hence that there is at most one instance of patthassociated with the given pair of objects.

Case 4 elicits similar intuitive judgments: thee=m to be two instances of parthgod
involving Gretapart and Greta. But in this casés the Whole Location Principle that allows for
the intuitively correct verdict and the Part LooatiPrinciple that fails. Since Greta exactly
occupies both Rgl and Rg2, the Whole Location Rri@dets us say: Gretapart is a paot
Greta both at Rgl and at Rg2. On the other hande bretapart has only one location, the Part
Location Principle forces us to say that therd imast one region at which Gretapart is apaft
Greta, hence that there is at most one instanpartfiood, involving these two objects.

The two case intuition, then, is the following parction: there are two instances of
parthoog, involving Fredpart and Fred, and there are twtaimses of parthoggdnvolving
Gretapart and Greta. Neither the Part Locationdiri@ nor the Whole Location Principle can
handle both conjuncts of the intuition, althoughteprinciple handles one conjunct.
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Unlike the previous intuitions that | have disadsthe two case intuition poses problems
for virtually all of the views about parthggdonsidered so far. According to Absolutenessgther
is only one ordered n-tuple involving Fredpart &neld whose members instantiate parthood

the order specified — namely, the ordered faiedpart, Fred Thus it tells us that there is only

one instance of parthogdhvolving these objectddutatis mutandis for Gretapart and Greta.
Absoluteness fails for both cases. (Of course, liighly unlikely that any Absolutist would

accept the possibility of Cases 3 or 4, so we shbalhesitant to think of these cases as the basis
of a non-question-beggiraygument against Absolutism.)

Our 3P-ist views divided into two categories: plisteand non-pluralist. As for the
pluralist answers to our original question aboahéd c, it seems that on any remotely plausible
way of generalizing these answers, we would getdhelt that Fredpart is a padf Fredmore
than twice (and likewise for Gretapart and GrdBait having too many of the relevant instances
is no better than having too few.

What about the Spacetime Principle? On the assamihat the regions involved in
Cases 3 and 4 all belong to a single spacetimeptiriciple gives us the result that Fredpart is a
part, of Fred at most once, and likewise for Gretapadt Greta. Similarly, on the assumption
that these regions are all subregions of exactyammmon global time-slice, the Time-Slice
Principle delivers this same result. So the probklewsed by the two case intuition are not
specific to the Whole Location Principle or thetRarcation Principle. And yet we will see that
these problems can be avoided if we reject 3Pvarfaf 4P.

4. Four-Place Parthood
According to 4P, parthogds a four-place relation that can be expressetthéyredicate ‘x at w
is a part,of y at z'. Given multi-location and 4P, one natussponse to the Restriction
Questior® is to suggest that parthagis governed by

LLP: Necessarily, for any material objects x anghg any spacetime
regions w and z, if x at w is a pauf y at z, then x exactly
occupies w and y exactly occupie¥ z.

I will now argue that LLP avoids all of the problemiscussed in section 3. In particular, it
respects (i) the single case intuition, (ii) theimsicness intuition, (iii) the transitivity inttion,
and (iv) the two case intuition.

We can start with (i). As applied to Case 1, LERstus that there is just one ordered n-
tuple whose members instantiate parthod the order given by the n-tuple) — namely, the

ordered quadrupl@, Ra, c, Rc). After all, a exactly occupies onlRa, andc exactly occupies

only Rc. So, with just one such n-tuple, we get the rabait there is just one instance of
parthood, involving a andc; in slightly different termsa is a part, of ¢ just once. Moreover, the

suggestion thaf, Ra, ¢, Rc) is the one and only n-tuple with the relevantdeatannot be

accused of being arbitrary or of making parthgsdem haphazarBa andRc are quite special
as far as andc are concerned, for obvious reasons.

Next consider (i), the intrinsicness intuitioneté again, LLP fares well. As | noted
earlier, being a spacetime regismlausibly an intrinsic property and exact oaign is
plausibly an intrinsic relation. So it would seemattif one ordered quadruple of entities is
eligible for parthoog according to LLP, then any plurally duplicate qugde is also eligible. In

% Or a variant of that question framed in terms ratmore appropriate to 4P.
39 We might also add “ . . . and w is a subregior.bf suspect that anyone who finds LLP plausiblé w
find the strengthened version roughly equally pilales
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other words, LLP never treats plurally duplicatdeyed quadruples differently. So far as LLP is
concerned, then, its proponents are free to haeldgarthoog is an intrinsic relation.

We can turn now to (iii), the transitivity intwin. It seems to me that given 4P and LLP,
one principle stands out as the most straightfatead natural analogue of Transitivity2P. If we
symbolize the predicate ‘x at w is a paof y at z' as x,<,Yy’, then we can formulate that
principle as

Transitivity4dP: VXVr1Vyvr2vzvr3[(X1<py & Vi<aZ) — X1<13Z]

In words, this says thatif xatrlis a peot y at r2 and if y at r2 is a pgrof z at r3, then x at r1
is a part, of z at r3!° To make the analogy easier to grasp, it may heflietb define a two-place
relation ofpair-parthood:

D5 p is a pair-part of p* =dfx3rl3yar2[p=(X, rl) & p*={y, r2) & x1<p.y].

Then, given the existence of the relevant pairan3itivity4P is equivalent to the claim that pair-
parthood is transitive in the strict sense.

Suppose, then, that Transitivity4P is a sufficignthtural analogue of Transitivity2P. In
that case, the friend of 4P will say that a travigjtargument can be formulated as follows:

Argument 6
Premise 6.1 ars<g.C
Premise 6.2 Cr.<gqd

Premise 6.3  VXVrlVyVr2VzVr3[(Xn1<py & Y2<13Z) — X1<13Z]
Conclusion 6 ar,<gqd

Premise 6.1 says thatatRa is a part of ¢ atRc, and Premise 6.2 says tliaatRc is a part, of

d atRd. SinceRa, Rc, andRd are locations o4, ¢, andd, respectively, friends of LLP will find

these premises highly plausible. Together with iser.3, they yield a formally valid argument

for Conclusion 6, which says thatatRa is a part, of d atRd. This is exactly the sort of

conclusion concerning andd that we initially hoped to be able to prove. losll be clear,

therefore, that if we adopt 4P and LLP, we canlgascommodate the transitivity intuitiéh.
Finally, consider (iv), the two case intuitionshys that there are exactly two instances of

parthood, involving Fredpart and Fred (in Case 3) and exduetb instances of parthogd

involving Gretapart and Greta (in Case 4). Unlikg af the other views that we have considered

so far, the 4P+LLP package allows for this withany strain at all.

0 Obviously, there are many vaguely transitivityeligrinciples that can be framed in terms of our-fou
place parthood predicate. | suspect that the neogiLs rival to Transitivity4P is

Transitivity4dP*  YXVYVzZVr[(X,<y & ¥,<;z) — X,</Z]
Transitivity4P* says that if x at r is a pgaf y atr, and y at r is a pgrof z at r, then x at r is a pgrof z at
r. This is quite weak. If x and y are material @geand r is a spacetime region, then, given LL&, xis a
part, of y at r only if x and y both exactly occupy 10 &trio of material objects can satisfy the antecedent
of Transitivity4P* only if they all share a commbgtation — i.e., only if they all exactly occupyetkery
same region. It would come as a big surprise nkihif this were the strongest transitivity-likenmiple
that parthoog obeys. Typically we think that this relation isvgoned by a transitivity-like principle that
applies to trios ohon-co-located objects.
“ Likewise, the augmented case described in nof®36s no problem. We simply add the following
premisedgq<ge-€*. The result is a formally valid four-premise argnmhfor the conclusion gg,<ge-€*”,
as desired.
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In Case 3, Fredpart has exactly two locations, IRfsand Rfsub2, and Fred has exactly
one location, Rf. Together with LLP, this allowstossay that
* Fredpart at Rfsubl is a paxf Fred at Rf, and
* Fredpart at Rfsub2 is a paxf Fred at Rf;
and it entails that (i) for no x aside from RfsudyIRfsub?2 is there a y such that Fredpart at x is a
part, of Fred at y and (ii) for no y aside from Rf i®th an x such that Fredpart at x is apaft
Fred at y. In other words, there are no orderagptes involving Fredpart and Fred aside from

(Fredpart, Rfsubl, Fred, Rind{Fredpart, Rfsub2, Fred, Rivhose members instantiate

parthoog, in the order given by the n-tupfeOn the assumption that there are exactly two such
n-tuples, we get the result that there are exastlyinstances of parthogdnvolving Fredpart
and Fred — i.e., that Fredpart is a paft Fred exactly twice. And of course this is wiat
wanted.
Parallel remarks apply to Case 4, in which Gratapas exactly one location, Rgsub, and

Greta has exactly two locations, Rgl and Rg2. Tagewith LLP, this lets us say that

» Gretapart at Rgsub is a padf Greta at Rg1, and

» Gretapart at Rgsub is a padf Greta at Rg2;
and it entails that there are no ordered n-tupieslving Gretapart and Greta aside from

(Gretapart, Rgsub, Greta, Rgnd{Gretapart, Rgsub, Greta, Rgghose members instantiate

parthoog, in the order given by the n-tupfThus we are free to say that there are exactly two
instances of parthogdnvolving Gretapart and Greta — i.e., that Gretajgaa part, of Greta
exactly twice. 4P+LLP has no trouble handling the tase intuition.

Let me summarize my results so far. Given 3P, \yer@notely plausible answer to the
Restriction Question violatdmth the two case intuitioand (more importantly) either the single
case intuition, the intrinsicness intuition, or thensitivity intuition. Given 4P, however, theee i
at least one quite natural answer to the Restnic@oestion that respects all four of those
intuitions. This gives the multi-locationist a vgygwerful reason to prefer 4P to 3P.

Are there any reasons to have the opposing prafefeim my view, the most serious
objection to 4P is this. Other things being eqtie, more closely a theory of parthga@gsembles
Absolutism, the better. (This principle was invokedupport of the single case intuition and the
intrinsicness intuition.) The most obvious respaathich a theory of parthogdan resemble
Absolutism is with regard to the adicity that thedry attributes to parthogdBut in that respect,
3P clearly resembles Absolutism more closely thaasdiP: after all, 3 is closer to 2 than 4 is!

| concede thateteris paribus, we should try to minimize the number of extrausngnt
places that we posit in parthgptbeyond the ordinary two). But, first, it seemsrte that this
consideration is rather weak and easily overriduethe other factors that | have discussed.

Second, 4P may resemble Absolutism more closely diogs 3Reven with regard to
considerations about argument places themselves. After all, Absolutism tells us that the argument
places in parthogdare evenly divided between (i) those that are @afbe closely associated
with ‘the part’ and (ii) those that are especiallgsely associated with ‘the whole.” 4P, when
combined with LLP, tells us exactly the same thirgr. according to 4P+LLP, parthgptlas
four argument places, two of which are reservedHerpart or one of its locations, and the other
two of which are reserved for the whole or oné®focations. Obviously 3P cannot match this.

2 More carefully: given 4P and LLP, there are nahsolered n-tuples which Fredpart is the first
element and Fred isthe third element aside from the given pair of ordered quadruplés Is silent, for
example, as to whether (*) Rfsubl at Fredpartgaram of Rf at Fred. But | take it that even if {)true,
we still have the result that Fredpart is a partriired exactly twice.

3 More carefully: given 4P and LLP, there are nansolered n-tuples which Gretapart isthe first
element and Greta is the third element aside from the given pair of ordered quadrupleg tBe previous
note.
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So, even with regard to issues about the argumaocepthemselves, 4P arguably does a better
job of mimicking Absoluteness than does 3P.

Finally, we should note that even if parth@asl a four-place relation, we can use it to
define various non-fundamental parthood relatitvas have fewer argument places. Here, for
example, is a definition of a two-place relatioattkeems to deserve the tipkrthood
simpliciter:

PartSmpliciter X is a parsimpliciter of y =df. 3r(x exactly occupies r) &'r[x

exactly occupies+ 3r2(x<.y)]

To say that x is a pastmpliciter of y, according to this definition, is to say tlxabas a location,
and for any such location r, x at r is a pat y, at some location of y. In other words, x ¢t@n
found somewhere, and wherever x can be found]lithvare be a pagtof y, at some location of
y.

Likewise, we can define various relations thattaree-place and that behave in
accordance with the principles discussed in se@idbonsider, for example, the following
definitions, which | take to require no unpacking:

Time-Slice Parthood X is a paaf y at t =df. (i) t is a global time-slice, (ii)
there are subregions rl and r2 of t such thatk mta
part, of y at r2, and (iii) for any subregion r of txf
exactly occupies r, then there is some subregiaf t*
such that x at r is a parof y at r*.

Part Location Parthood X is a padf y at r =df. r is a spacetime region, and
there is some spacetime region r* such that xsaar
part, of y at r*.

Given the availability of definitions like thesdgtfriend of 4P need not deny the existence or
intelligibility of the relevant two-place or thrg#ace relations; she need only deny their
fundamentality.

This completes the case for preferring 4P overgBn multi-location.

5. Formal Considerations
Many philosophers believe that if parthgdd a two-place relation, then it has certain famil
formal properties, such as reflexivity and trangtyi What should these philosophers say about
the formal properties of parthagdn the assumption that it is a four-place reldionthis
section | will tentatively recommend certain anssverthat question.

I will not attempt to argue for or against anyiiaf the form ‘if parthoogd is two-place,
then it has formal property P’ or ‘if parthget four-place, then it has formal property Q.” For
example, | neither endorse nor reject the claimith@arthood, is two-place, then it obeys a
Uniqueness of Composition principle.

Rather, what | will attempt to do is to begin taesss questions like the following:
“Suppose that one has no settled opinion as tadiuty of parthoog, but one is convinced that
if parthood, is two-place, then it obeys a Uniqueness of Coitipagprinciple. In that case, is
there any analogous principle that one will findatural to adopt if one becomes convinced that
parthood, is in fact afour-place, rather than a two-place, relation? If slbaws the principle?”

My ambitions here are modest: | hope only to unceeee considerations that provide guidance
on these questions, not to settle them.
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I will begin by setting out some familiar defimitis and principles framed in terms of a
two-place parthood predicate; | will then suggesail take to be natural analogues of these
principles, framed in terms of a four-place parthpoedicate. First, some definitions:

Proper Part x<<y =df. x<y & x#y

Overlap X0y =df. [z(z<x & z<y)
Disjointness xDy =df. -xOy
Fusion xFs =df. [y(yOs) & Oy[yOx < Jz(zes & yOz)]

A proper part of a thing is a part of a thing tisahot identical with that thing; things overlap if
they share a common part; and they are disjoirthé don't overlap. The fusion predicate is
here defined in terms of set member§himd overlap: x fuses s just in case (i) s hasastlone
member and (ii) a thing overlaps x just in casevérlaps some member of s.

Next, some principles. Most would agree that iftlpaod, is two-place, then it is
governed at least by the following:

Reflexivity [Ix(x<x)
Transitivity OxOyOz[(x<y & y<z) — X<Z]
Weak Supplementation (WSPYXOy[(x<<y) - [Z(z<y & zDx)]

Of these, | take it that only WSP requires commigisiays that if a thing has a proper part, then it
has a second proper part that is disjoint fronfitse*

Some philosophers think that parthgoil two-place, is governed not merely by the three
principles above but also by one or both of thiofaing:

Universalism [Os[[x(xs) - [X(XFs)]
Uniqueness  OsOxOy[(xFs & yFs) - x=y]

Universalism says that every non-empty set hasast lone fusion; Uniqueness says that nothing
has more than one fusion.

4 A fusion predicate can also be defined scheméti¢sde Hovda (2009) for discussion) or by appeal t

plural quantifiers and variables (x fuses the Y& ¥d[zOx < 3y(y is among the Ys & yOz)]). See Lewis

(1991: 73) for a different definition of ‘fusionhiterms of plural quantifiers and variables.

“5 This is prominently discussed in Simons (1987 ineant to be (like Reflexivity and Transitivity)
acceptable to friends and foes of Uniqueness afrietals and foes of Universalism. But some foes of
Uniqueness (e.g., Thomson 1998) may doubt it fefféiowing reason. Suppose that Lump and Goliath
are two different fusions of the same particlepise further that at least one of them, say Lusp part
of the other, Goliath. (Thomson takes each of thefve a part of the other.) Then, since they are no
identical, Lump is groper part of Goliath. But, contrary to WSP, Goliath dewt have any parts that are
disjoint from Lump, since they are both fusionghef same particles. There is a variant of WSP, kewe
that captures the core intuition underlying WSPlevhivoiding this worry:

Quasi-Supplementation (QS)  VXVY[(X<y & x#Y) — FzIw(z<y & w<y & zDw)]

QS says that if a thing has a part with which ita$ numerically identical, then it has parts thia disjoint
from each other, though not necessarily from the original partisidaptures Simons’s important insight
(used to motivate WSP) that “surely if a univeiseamplex (i.e. has proper parts at all) thenastlevo of
these parts will be disjoint” (1987: 27). The Tha@msnspired treatment of Lump and Goliath poses no
threat to QS: clearly each of those objects hgeidigarts (e.g., a particle in Goliath’s left feend one in
his right foot).
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Can we formulate analogues of these principlesateappropriate to a four-place
parthood relation? What further principles, if aggyern the interaction between our four-place
parthood relation and the subregion and exact atmiprelations?

I have already made forays in this direction. ldhauggested that parthgod governed
by Transitivity4P and that its interaction with ekaccupation is plausibly governed by LLP. To
state these and other principles formally, | wdhtinue to usex;;<;y’ for ‘x at rl is a part of y

at r2’' and ‘rEr2’ for ‘rl is a subregion of r2’, and | will intduce two new symbols: ‘Rr’ for ‘r

is a spacetime region’ andCx’ for ‘x exactly occupies r’. This lets us writeiba non-modal
variant of LLP as:

LLP* OxOrlOyOr2[Xq<py — (XOrl & ydr2)]

This says that if x at r1 is a pauf y at r2, then x exactly occupies rl and y elyamtcupies r2. |
suspect that many philosophers will also find ghhy plausible that if x at r1 is a pamfy at r2,
and if r1 and r2 are both spacetime regiiriben r1 will be a subregion of r2. We can express
this formally as follows:

Inheritance  OxOrl0Oy0Or2[(X<py & Rrl & Rr2) - rlEr2]

Inheritance is meant to capture the thought thds fia within their wholes. We will have more
to say about the interaction of parthgahd exact occupation below.

Consider next the relatively uncontroversial vidat parthoog is governed by a
reflexivity principle or by some close analoguetof\ two-place parthood relation could be
reflexive in the strict senséix(x<x). To formulate a counterpart of this pring@ppropriate to
our four-place relation, we will need to take LLiAto account. Thus we shouhdt say:
OxOr(x<X). Together with LLP*, that would entail that evdriytg exactly occupies everything:
OxOr(xdr)! Instead we should say that a thing is a partsafifiat each of its locations. In other
words, if a thing exactly occupies something, ttfenthing, there, is a parof itself, there:

ReflexivitydP OxOr(xOr - X</X)
It may be helpful to return to the relation of ppirrthood defined in section 4:
p is a pair-part of p* =df X[F1y[F2(p=(X, rl) & p*=(y, r2) & X1<.y)

Setting aside the possibility that a thing x ab@ation rl is a pagtof a thing y at a location r2
even though one or both of the ordered pairsl) and(y, r2) fails to exist, Reflexivity4P is

| include this clause because | do not want te ault the possibility that there are entities othan
spacetime regions that can serve as the relathditsubscripted positions’) of parthgpdn my (2007:

191) | suggested that one material object, at angivoment of its personal time, can be a pajtof another
material object, at a given momentitsfpersonal time, where these moments of personal dia
presumably not to be identified with spacetimeeagi But it seems wrong to suggest that the firshs
moment must therefore be a subregion of the sesockl moment. Likewise, one might think that thees a
such things as (non-spatiotemposiyument places in properties and relations, and perhaps evelnen t
entities (if such there be) expressed by sentenpi@fators; one might think that these argumertesia
though obviously non-spatiotemporal, are quitediy exactly occupied by various entities; and one might
think that they too can serve as the relata ohpad,. But again it seems wrong to suggest that such
argument places would be subregions of one another.
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equivalent to the claim that pair-parthood is refle over the domain ajccupation pairs, where
an occupation pair is an ordered pair whose fleshent exactly occupies its second element.

5.1 Weak Supplementation

So far we have stated counterparts of what | takkeetthe two most widely accepted
mereological principles: Transitivity and Reflexiui The third relatively uncontroversial
principle mentioned above is WSP. To state a copateof WSP appropriate to four-place
parthood, it will be convenient to have a new técdirnterm. We will say that a two-place relation

R isweakly supplementive if and only if VxXVy[(XRy & x#y) - 3z[(zRy & z£y) & =3Iw(WRX &

WRZz)]]. WSP tells us, in the shorthand permittecbby definitions, thaparthoody, is weakly
supplementive.

To determine how to formulate the most natural gprepriate counterpart of WSP, |
suggest that we look to the examples already esitedol by Transitivity4P and Reflexivity4P. If
we set aside the possibility that a thing x atcaton rl is a pagtof a thing y at a location r2

despite the non-existence(@f rl) or(y, r2), Transivity4P is equivalent to the claim that pair

parthood is transitive, and Reflexivity4P is eqléve to the claim that pair-parthood is reflexive
over the domain of occupation pairs. | suggesn,ttieat the most natural 4P-appropriate
counterpart of WSP will be a principle that is e@lent (setting aside the aforementioned
possibility) to the claim that pair-parthood is \lyesupplementive, at least over the domain of
occupation pairs. The most straightforward waytétessuch a principle, it seems to me, is as
follows:

WSPp: VXVIIVYVI2[(Xn<py & (X#Y V r1#r2)) — 3z3r3[z;:<py & (z#y V 13#r2) &

AW Ird(Wpa<isZ & Wis<piX)]]

To see that this is equivalent to the claim thatparthood is weakly supplementive, consider an
arbitrarily chosen foursome of entities, a, raaf rb, and suppose:

® a;2<npb & (a#b Vv ra#rb)
(i) is equivalent to:
(i) (a, ra) is a pair-part of (b, rb) & (a, ra) # (b, rb)
WSPR,p, together with (i), entails
(iii) 3z3r3[z3<wb & (z#b v r3#rb) & ~IWIArd(wy<i3z & Wy<;,a)]
And the claim that pair-parthood is weakly supplative, together with (ii), entails

(iv) Jp[p is a pair-part of (b, rb) & p#(b, rb) & ~Ip*(p* is a pair-part of p & p* is

a pair-part of (a, ra))]

But (iii) and (iv) are equivalent! So WgRcan be derived from the claim that pair-parthaod i
weakly supplementive, and (setting aside the pi$gibf missing ordered pairs) vice versa.
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Again, | take this to be good evidence that \WS#the closest 4P-appropriate counterpart of
Weak Supplementation.

We can state this principle in a more compact fibnve define four-place counterparts
of the familiar two-place predicates for propertpaod, overlap, and disjointness:

Proper Pagp X1 <<py =df. X1<py & (X£Y V r1#r2)

Overlapp Xr1OpY =df. 323r3(Z;3<1X & Z13<2Y)
Disjointnesge XDy =df. =x;1 O,y

This lets us abbreviate WgRas

WSPips YXVILYYVI2[X 1 <<y — 323r3(z:3<py & Z3Dx)]*’

Before we move on, it may be worthwhile to noteoteptial application of the suggestion that
WSE;p is the closest 4P-appropriate counterpart of Wagkplementation.

In a recent paper, Nikk Effingham and John Rol{&007) argue that endurantism is
threatened by the following case:

A certain brick Brick,, travels backward in time repeatedly, so thaxiite at a certain
time, o ‘Many times over'. At that time there exist wiagipear to be one hundred
bricks, call thenBrick; . . . Brickig, though in fact each of them is identical to Brifdn
one or another of its journeys to the timg)t and a bricklayer arranges ‘them’ into what
appears to be a brick waWall.

Effingham and Robson write that

There is a principle of mereology known as the W&afplementation Principle (WSP) which
states that every object with a proper part hash@ngroper part that does not overlap the fifst. |
Brick,, Bricks, . . ., Brickg composed a wall, WSP would be false. Consider:cdujgct that was
a part of the wall would have to overlap some hraokd as every brick is Brighkf that object
overlaps some brick it overlaps Brick herefore if at Bricky, Brick,, . . ., Brickgocomposed a
wall, there would be no object that could be a prqgart of the wall that does not overlap Brick
Given Brick is a proper part of that wall, WSP would then &led (2007: 634-635).

If what | have suggested so far is correct, thenetidurantisivho accepts multi-location®® has a
clear response. He should begin by noting thagjha (hulti-locationist) has powerful reasons for
holding that parthoqglis a four-place relation, where these reasons@mletely independent of
worries about time travel scenarios. He should ti@e that the core intuition underlying WSP
will give rise to different principles, dependingan one’s view about the adicity of parthgod

for example, in conjunction with the view that arod, is two-place, that intuition points toward

" Similarly, the closest 4P-appropriate counterpa@S (discussed in note 45) is: S
YXYIrL[AYyIr2(Y<pX & (X#Y V r1#r2)) — Iyar23z3r3(Y<; X & z,3<1X & YrDi32)].

8 As we saw in section 3, if an endurantist rejeutsti-location and takes instants of time to bensui
generis entities, rather than spacetime regions of a icestart, then 3P remains tenable for him. As altesu
he apparently has rindependent motivation to eschew WSP (or its 3P-appropriatentenpart) in favor of
WSP,p, He may, of course, appeal to the Effingham-Rolmsme, together with plausibility of
endurantism, as motivation enough for shifting Boahd its associated principles.
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WSP itself. But in conjunction with the view tharthood, is four-place, that intuition points
toward WSR», Finally, he should note that Effingham and Robstime travel case poses no
threat at all to WSIB, Their case respects that principle.

To see this, recall that instants of time, for itindti-locationist, are merely spacetime
regions of a special sort — global time slicest,;gawill be such a region. Presumably Wall
exactly occupies a certain subregion,;gf+ call it Rw — and Brick exactly occupies precisely
one hundred different non-overlapping, brick-shagpgaregions of Rw — call theRy. . . Rypo —
where Rw is the sum or union of these regionsh#t tase, we can say that Brielt R is not
merely apart,, of Wall at Rw, but further, proper part,, since it's true that either BrigkWall or
R1#Rw. (In fact both non-identities hold.) So we cartev

(a) Brickl gi<<g, Wall

The conjunction of (a) and WgRentails that some z, at some r3, is also a prog@erof Wall at
Rw and is disjoint from Brickat R:

(b) 3z3r3(zs<<ruWall & z,3DgBrick;)

It may initially seem that (b) is false. After alren’t Effingham and Robson right when they say
that every part of Wall overlaps BrigkPresumably there is a sense in which this ig,righ that
doesn’t show that (b) is false. Given our defimgp(b) tells us that there is a z and an r3 of
which the following hold:

(b)  za<guWall & (z£Wall v r3£Rw)

(bo) =AW Ird(Wy<(3Z & W4<riBricky)

To see there are such things, begin with. an we find a z and an r3 such that z at r3parg,

of Wall at Rw but eitherz2Wall or r3#Rw? That's easy. Pick anything that's intuitivelprper
part of Wall at oo and any subregion of Rw that the thing exactlyupaes. Here are two ordered
pairs that do the job:

First pair: (G, Risube, Where G is a particular grain of sand that hedpsompose

Brick, throughout its career, and{fcis a tiny, grain-of-sand-shaped
subregion of the brick-shaped region 81d G exactly occupies s

Second pair:  (Bricky, Riog), Where Ry is a brick-shaped region on the opposite end of
Wall from Ry, and R is exactly occupied by Brigk

Since G at Runsis a part, of Wall at Rw and either 8Vall or Ris,ne#Rw (in fact both non-
identies hold), the first pair does the job. Likeefor the second pair.

But does either of these pairs satisfy) ?tBegin with the first pair. Here we need to ask:
is there a w and an r4 such that w at r4 is g,mdrG at Rsywgand w at r4 is a parof Brick; at
R;? If the answer is “Yes”, then the first pair does satisfy (b); otherwise it does. The answer
is “Yes”. Here is such a w and an r4: G andig After all, G at Ryu,cis a part, of G at Rsune
(by Reflexivity4P) and G at Ricis a part of Brick at R (which | take it we can see intuitively,
given that Rsnsis a subregion of f In other words, G at Ricis notdigoint from Brick; at R.
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So let us try the second pair. We must ask: isether and an r4 such that w atr4 is a

part, of Brick; at Rgoand w at r4 is a payriof Brick; at R? No. Consider all the orderéd, r4)

pairs such that w at r4 is a padf Brick at R;. On the assumption that any such r4 is a spacetime
region, Inheritance tells us that any such r4 rbesasubregion of R;. Now consider all the

ordered(w, r4) pairs such that w at r4 is a padf Brick at Rio0. On the assumption that any such

r4 is a spacetime region, Inheritance tells usdhgtsuch r4 must be a subregaiR;g. S0, in
order for it to be true that there is a w and asudh that w at r4 is a pgrf Brick both at Rand
at Ry, those last two regions would need to have a camsnbregion. But since;Rnd Ryg are
on opposite ends of the wall, they have no comnadmegjion. So we can conclude that there is

no pair{w, r4) such that w at r4 is a parf Brick; both at R and at Ry, In other words, Brick

at Ry is disjoint from Brick at R, in the sense of ‘disjoint’ relevant to WgP and defined
above. Thus (b) is true, and the Effingham-Robsse @nds up respecting WSP(It also
respects the weaker principle Snentioned in note 47.)

Four-place parthood, here argued for on indepergteninds, has a beneficial by-
product: it defuses what initially appeared to ls=aous threat to endurantism. This completes
my discussion of Weak Supplementation and its 4Reapiate counterpart.

5.2 Uniqueness

Now we can turn to the task of stating 4P-approgri@unterparts of the much more
controversial Universalism and Uniqueness prinsipBoth principles will employ a three-place
fusion predicate that can be defined as follows:

Fusionp X1 Fs =df. Jy(yes) & Vy[yes — 3z3r2(y=(z, r2))] & YyVr2[y,,0nx <
3z(zes & IwAr3(z=(w, r3) & y,03w))]

According to this definition, to say that a thinduses a set s at a region rl is to say that:i¢as
non-empty set of ordered pairs, and (ii) for argng any r2, y at r2 overlaps x at rl if and only if

there is a w and an r3 such that: y at r2 ovenapsr3, andw, r3) is a member of s. This lets us
state a counterpart of Uniqueness:

Uniquenesg  VSYXVILVYVr2[(XFs & y.Fs) — (x=y & rl=r2)]

This is equivalent to the claim that pair-parthdad the formal property that the original
Uniqueness principle attributes to parth@adelf. (I will leave it to the reader to convinben-
or herself of this.)

Uniquenesg tells us that no s has more than &usion pair (ordered paitX, r) such that

x fuses s at r). Intuitively, it tells us that sothengs, at some locations of those things, compose
no more than one further thing, at no more thanlocation of that further thing.

To illustrate, suppose that a statue-shaped lungiagf Lump, fuses set s at region R,
where s is a set of ordered pairs, the first elernEaach of these pairs being some particle of
clay or other, and the second element being amegpactly occupied by the first element.
Further, suppose that a clay statue, Goliath, fasassome region R*. Then, according to
Uniquenesg, Goliath=Lump and R*=R. This is what we expectfrany principle that claims to
be an analogue of Uniqueness. However, Uniqugsieas three additional features worth noting
right away.
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(1) Suppose that object o exactly occupies regioil fuses set s there, where(a+{

Ra), (b, RB}. Roughly, this means that o at Ro is composed aff Ra and b at Rb. Now suppose
that o also exactly occupies a second region, RBbJ, and fuses set s* there. Then, given

Uniquenesg, we can conclude that£f<a, Ra, (b, Rb}. But this does not entail that o must

have different parfsat Ro*. For it might be that s*£4, Ra®, (b, Rb*}, where Ra*Ra and/or

Rb£Rb*. In that case, it would be natural to say titdRo, o is composed of a and b, at certain
locations of those objects, whereafo*, o is ‘again’ composed of a and b, but at certtier
locations of those objects. This is permitted bydquenesg.

(2) Likewise, Uniguenegspermits a situation in which the very same twotivlatated
objects, a and b, compose different things at diffelocations. For we might have two different

objects, 0 and o*, such that o fuséa,{Ra, (b, Rb} at Ro, whereas o* fusegd, Ra*, (b, Rb*}

at Ro*, provided that RdRa* or R:Rb*. Thus Uniquenegsis analogous to a principle
governing ‘time-indexed’ parthood that forbids aglée set of things from having more than one
fusion at a single instant of time, but that doesfarbid a single set of things from having one
fusion at one time and a different fusion at aedéht time.

(3) Finally, Uniquenegs permits Effingham and Robson’s exotic case of Baied Wall,
in which one thing (Brick), at one hundred differéotations, composes a second thing (Wall), at
the sum or union of those locations. Once agaiR¥ebe a wall-shaped region exactly occupied
by Wall, and let R. . . Rgo be non-intersecting brick-shaped regions whose@umion is Rw,
where each of these brick-shaped regions is exactlypied by Brick. Lastly, let s be the set

{(Brick, Ry) . . .(Brick, Riop}. Then we can say: WallFs. That is, Wall at Rw is a fusion of the

set of ordered pairs listed above, where theiiestnber of each of these pairs is Brick, and the
second member is one of Rrough Rye So long as this set is fused by no more thariting,

and at no more than one region, Uniquegdsgespected. It would be violated if s were fubgd
two different things at Rw (e.g., byvall that could have had different parts and also tmyeae
mass of matter’ that couldn’'t have had differemt$aand it would be violated if s were fused by
Wall at two different regions. But since there @ssuggestion that either of these situations
obtains, Uniquenegsis not threatened by the case.

It is instructive to compare and contrast the Bii¢kll case with a version of the Lump-
Goliath case, in which Lump and Goliath are stifadao be non-identical despite both fusing the
same set at the same region, R. As we have sexBrittk-Wall case clearly obeys both WsP
and Uniquenegs The given version of Lump-Goliath case, on theohand, clearly doemt
obey Uniquenegs Does it obey WSB? Not if either of the following is true:

LGl Lumpgr<rGoliath
LG2 Goliath g< gLump

Suppose, e.g., that LG1 is true. Then, since Lér@wliath, the definition Proper Pgrgives us:
LG3 Lumpg < i Goliath
Together with WSk, LGS yields:

LG4  IxIrx < g Goliath & X« D g Lump]

In words, LG4 says that some x and some r* are gwath™* is a proper part of Goliath at R and x
at r* is disjoint from Lump at R. But it should kasy to see th#tat is false, given that Goliath
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and Lump fuse the same set at R. So, if LG1 or IsG&ue, then the Lump-Goliath case violates
WSP,.** However, if those claims are false, then LumpRjgaind Goliath (at R) are nptoper
parts of each other, in which case they respect {®Fen if, roughly put, neither has a part that
is disjoint from the other). So the principle thabst clearly differentiates between the Brick-
Wall case and the Lump-Goliath case is Uniquepetge Brick-Wall case obeys it, whereas the
Lump-Goliath case does ndt.

So much for Uniquenegs There are, of course, many other principles gtatéerms of
our four-place parthood predicate that have somiendo be counterparts of Uniqueness. | do not
mean to suggest that these other principles argarasting or too distant from Uniqueness to be
worth discussing. But, in light of its equivalertoghe uniqueness principle governing pair-
parthood, | do think that Uniquengsis theclosest 4P-appropriate counterpart of the original
principle.

5.3 Universalism

Now we are ready to formulate a counterpart of ©rdgalism. No one should want to assert that
every set has a fusion pair. In order for a set to laftesion pair at all, the set must -

empty, and each of its members must beoadered pair, and each of these ordered pairs must be
such that its first element, at its second elenisra part, of something, somewhere. But in that
case, given LLP*, each such ordered pair must beeupation pair, an ordered pair whose first
element exactly occupies its second element. Qumtegpart of Universalism, then, will say that
every non-empty set of occupation pairs (everyet)}as at least one fusion pair. Or, in
symbols:

Universalismgp Vs[[3y(yes) & Vy(yes — IxIArl(y=(X, rl) & x®rl1))] — IxIrl(x;1Fs)]

As our guidelines dictate, this is equivalent te ghaim that pair-parthood has the formal property
(over the domain of occupation pairs) that Univissaattributes to parthogd

To get a feel for Universaliss) let Re be a spacetime region exactly occupieithdy
Eiffel Tower, and let Rn be a spacetime region #yaccupied by my nose. Then

Universalismp tells us that if there is such a thing as thd &bk Eiffel Tower, Rg (my nose,

Rn)}, then there is some x that fuses that set at sdmekewise, if Re and Re* are two different
spacetime regions each exactly occupied by thelHitiwer, then the principle tells us that if
there is such a thing as the s¢h¢ Eiffel Tower, Rg (the Eiffel Tower, Re}}, then some y

fuses that set at some r2. The principle is sdartowhat fuses this last set — perhaps the Eiffel
Tower itself, perhaps something ets&his completes my discussion of Universalism dsdP-
appropriate counterpart.

9 Even in the presence of LG1 or LG2, the Lump-Gblizase still respects

QS YXVrl[Ayar2(y, <X & (X£y V rl#r2)) — dy3r23z3r3(y,<;1X & Z3<;1X & Y1»D32)]

For this is just the four-place counterpart of phieciple that says that if a thing has a part witkich it is
not identical, then it has parts that are disjfioin each other (though perhaps not from the fiest).
Again, Lump and Goliath clearly obey this. See ntie

¥ Thanks to Ben Caplan for discussion of this point.

> Obviously, Universalisgp places no restrictions on which o-sets have fupirs. It allows for fusions
of things no two of which ever exist at the samgetiIt even allows for fusions of things no twondfich
are located in the same spacetime (if there aréipteuspacetimes). This is all very much in theispif the
original Univeralism principle framed in terms bkttwo-place parthood predicate. But many philosoph
will accept only a restricted fusion principlentay be worthwhile, therefore, to see how such rcipie
can be stated. As a representative example, wécas on the idea that fusion is universal for séts
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5.4 L oose Ends
| will close this section by returning to issuesabthe interaction between parthg@ohd exact
occupation. There are two central principles cotingt¢hese relations that virtually everyone
would be willing to accept. The first is gesturédbg the slogan: parts lie within their wholes. Or,
alternatively, by the slogan: a whole goes at laadar as any of its parts. This is captured
formally by Inheritance. It says that if x at rlaipart,of y at r2, and if moreover rl and r2 are
both spacetime regions, then rl is a subregioB.of r

Whereas the first principle tells us that a wigibes at least as far as its parts, the second
principle tells us that eomposite whole (one with proper parts) goes no farther it&proper
parts. In other words, if a thing is compositegaégion), then any region that intersects that
region will intersect a location of at least onetw# thing’s proper parts. Stick a pin into a
location of a composite, and you will have stucht hin into a location of at least one proper part
of that composite. To express this formally, we bagin by defining an intersection predicate in
terms of the subregion predicate:

Intersection  rlINTr2 =df. (¥3(r3Erl & r3Er2)

In words, regions intersect when they have a comsafimegion. Next we define a compositeness
predicate:

Composite  xCrl =df. yIr2(y,,<<1X)

That is to say, a thing x is a composite at a regloiff some y at some r2 is a proper part of x at
rl. This lets us state the second principle commg@tarthoog and exact occupation as:

Delegation OxOr10r2[(XCrl & Rrl & Rr2 & r2INTrl) — Oy[r3(Ye<<aX &
r2INTr3)]

This says that if a thing x is composite at a regih then any region r2 that intersects rl also
intersects a region r3 at which something is a@rgart of x at r1. Together with LLP?, it tells
us that if a thing x is composite at a region nent xexactly occupies rl, and any region r2 that
intersects rl also intersects some region r3 gfexaitly occupied by something y that, at r3, is a
proper part of x at r1.

One last loose end remains. | have helped myséiie predicates ‘is a spacetime region’
and ‘is a subregion of.” The former predicate wéilnain undefined here. Must the latter go
undefined too? | would not be deeply averse toithigere were no adequate alternative, but
there seem to be two potentially viable stratefpeslefining ‘subregion’ — either in terms of
‘part,’ and ‘region’, or in terms of ‘subset’ and ‘regioniere is the first:

things that all exist at the same instant of tindete it will be convenient to use a new undefinegticate,
‘Tr’, for 'r is a global time-slice’. This lets us sethe restricted fusion principle as:

Universalism4Prvs[[3y(yes) & Vy[¥2(Tr2 & (yes — IxIrl(y=(x, rl) & x®rl & r1Er2)))] —

IX3Arl(x,1Fs)]

In words, this says that for any o-set of orderailspwvhose second members are all subregions af som
common global time-slice, there is something thaes$ this set somewhere.
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Subregionl rEr2 =df.rl is a spacetime region, r2 is a spacetime regiod 1 is a
partsimpliciter of r2,

where ‘partsmpliciter’ is defined in terms of four-place parthood in @@ance with the
definition given in section 4. According to thafiidd@ion, rl is a parsimpliciter of r2 just in case

Arl*(rl®rl*) & Vrl*[rl®rl* — 3r2*(rl«<+r2)].

In other words, in order for rl to count as a garpliciter of r2, r1 must itself have a location
(exactly occupy something), and it must be suchftitreeach of its locations, r1*, there is some
location r2* of r2 such that rl at r1* is a padf r2 at r2*. This may seem odd. We typically

think of regions as being locations of non-regidgt do regions themselves have locations?
Perhaps. | see no obvious problem with the suggestiat each region exactly occupies itself and
that no region exactly occupies any other regfaith this suggestion in place, it is plausible
that regions are often padsnpliciter of other regions. So Subregionl strikes me adbtenat

least prima facie. Here is the second definition:

Subregion2 rer2 =df.Rrl & Rr2 & r1cr2

Those who subscribe to this definition would preabliy go on to define ‘region’ as ‘non-empty
set of spacetime points’, where ‘spacetime poingjhtithen be taken as primitive. Subregion2
has the obvious drawback of identifying what appedre concrete entitiespacetime regions,

with what appear to be abstract entities, certaits ofsets. But for those who think that they can
see their way clear of this problem, the definitimvailable.

6. Conclusion
In sections 2-4 | argued that if multi-locatiortrige, then parthoggis a four-place relation — one
that is plausibly taken to hold between an entjtg location r1 of x, an entity y, and a locatién r
of y. When both of the ‘entities’ in question araterial objects, it is natural to assume that their
locations will always be spacetime regions, but thinot strictly required by anything that | have
said. Moreover, | have left open the possibilitgttiome of the ‘entities’ in question — some of
the parts and/or some of the wholes — are not matdjects, but rather belong to other
ontological categorie¥.Still, the motivations for 4P itself and for thB-4ppropriate
mereological principles discussed in section Sadlrbased purely on considerations about
material objects and their locations in spacetime.

Finally, | should emphasize that | have argued éorhya conditional conclusion: that if

multi-location is true, then so is 4P. | have takerstance on whether we should use this

%2 |s there something absurd about the idea of aoselfipying entity? While | would prefer not to shat
everything is self-occupying (I doubt that | exactly occupysalf), | see nothing obviously implausible
about the view thagome things, such as spacetime regions, do self-occupy.

>3 This raises an interesting question: given thahghings as states of affairs, propositions, athin
sorts of universals are notorious for their tengetocviolate commonly-accepted mereological prifesp
(Lewis 1986b and 1986¢c), are any of these thingieibbehaved by the lights of our 4P-appropriate
counterparts of these principles? If so, then gt 4P and the associated mereological princigdashe
motivated purely by appeal to considerations stamgrfriom material objects, this might go some dis¢éan
toward exonerating some of the states of affanspgsitions, etc., in question. | hope to addrhississue
in future work.
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conclusion as part ofrmodus ponens argument for 4P or instead as part oficglus tollens
argument against multi-location.
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