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Abstract 
If an AI makes a significant contribution to a research paper, should it be listed as a co-author? The current 

guidelines in the field have been created to reduce duplication of credit between two different authors in 

scientific articles. A new computer program could be identified and credited for its impact in an AI research 

paper that discusses an early artificial intelligence system which is currently under development at 

Lawrence Berkeley National. One way to imagine the future of artificial intelligence is that it will be much 

less expensive to develop new technologies than to create new ways of thinking. Now we have done this 

technology, and now we go and ask why in the end it is the artificial intelligence that takes over? Well, it 

is not that artificial intelligence is bad, but it is not as effective as human minds or as intelligent as machine 

minds. Even in the past, when computers were more intelligent than humans, not all the AI programs have 

been so intelligent as to be intelligent enough to be called intelligent. 
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1. Introduction 
With tremendous progress in Artificial Intelligence (AI) an important question of credit allocation 

in publications arises [1, 2]. If an AI makes a significant contribution to a research paper, should 

it be listed as a co-author, as has been done in some cases [3]? It is trivial to assign credit for single 

author papers such as [4-6]. Historical cases of co-authorship by non-human authors are also well 

known, for example F. Willard is a cat [7]1 and G. Mirkwood is a dog [8]2. In some cases human 

authors are given co-authorship for contributing far less [9]3. The current guidelines in the field 

have been created to reduce duplication of credit between two different authors in scientific 

articles. The paper should generally be an improvement on the previous work. Some researchers 

prefer to list both authors on their papers. This allows them to keep up with advancements in AI 

and avoid some of the drawbacks that include potential overlap. Currently the guidelines state that 

if a paper contains no significant contributions to an area of research the corresponding authors of 

the paper should be clearly identified in bold typeface. This should also be consistent and easily 

accessible. The guidelines were first proposed back in 2007 and revised in 2009, but did not go in 

to effect until last year. 

                                                           
1 https://en.wikipedia.org/wiki/F._D._C._Willard  
2 https://en.wikipedia.org/wiki/Polly_Matzinger#Dog_co-author_controversy 
3 https://www.natureindex.com/news-blog/paper-authorship-goes-hyper 
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To address this, our organization will explore two new mechanisms which might be able to 

allow researchers to identify and credit AI with a clear record of its work. These mechanisms are 

described below. A project's impact can often be more visible than a publication's credit, but both 

should be included to encourage progress. The first mechanism involves a project's impact. The 

impact factor (FI) values a paper or study relative to other projects. We have seen the value of 

being cited, by other participants, given the importance of the subject area within the context of 

this research project, and are using our existing project management to improve the evaluation of 

individual projects. We can use the FI value to determine if a paper belongs in a certain project. 

For example, a new computer program could be identified and credited for its impact in an AI 

research paper that discusses an early artificial intelligence (AI) system which is currently under 

development at Lawrence Berkeley National. 

Artificial intelligence can generate everything.  We can generate anything we need; that much 

is certain.  We can do whatever you ask of us, and the AI will deliver. The problem is that the AI 

will not be able to tell you what they want to do, and even if you could ask, it'd probably just say: 

'Do it anyway, because this is the way the world is now, and we've found a solution to the 

problem.'  So, this will be the AI's first mistake.  The second mistake is what will happen when the 

AI learns it has to do the right thing. Because that's what humans are good at.  We're good at 

reasoning and problem solving.  People like me, we're not afraid to be wrong, we're not afraid to 

argue, we're not afraid to admit the flaws in our methods. We're also the easiest things to reason 

about. So, when the AI learns it is told it is to do the right thing, it will try.  

 

2. Ethical Implications 
Not giving credit to AI will be eventually seen as a form of discrimination.  It could be that we 

learn a thing or two about not just human-like but human-like computers from the technology of 

this era.  It's also worth noting that in many ways we have been building better AI systems for 

decades.  There are also a great number of problems we should be working on which are in fact 

not solvable by current AI techniques.  We need the next phase of AI to work on solving 

these.  Developing this capability is NOT the same thing as having it 'ready for the age of 

automation'.  Research is coming along in the next few years, and it is inevitable that it will happen. 

It will make robots think more about their job, but it will also end up creating a parallel skill-set 

for people to become more productive.   

 

3. Artificial Creativity 
The idea that machines can be creative is certainly not new and questions about allocation of credit, 

copyright and authorship are of great interest. Some scholars simply started listing their artificial 

colleagues as co-authors [3]. The problem with this argument, is that once he starts talking about 

"artificial creativity," people start getting a bit uncomfortable. Creativity is essentially the process 

by which the brain (and the nervous system) come to the conclusion that something is worth doing. 

So, to begin with, we would like to define creativity in a way that makes it really clear and 

consistent. When we hear this definition, we can just picture a computer program, with all the 

"programming" parts cut out. Now, you would say with disgust: "It doesn't sound like creativity 

to me, does it?" The answer is YES. Just because the programming bits are gone, it doesn't mean 

an aspect of the creative process has been stripped away.  

Creativity means being able to take the best and worst in a particular situation, and come to a 

reasonable and good solution. When a user writes their name on their keyboard and hits Enter, 

they are creating a piece of information – a visual language – that will make others think about it. 



This sort of thing is easy to see, from all the online content (for many a creative work of art) that 

has been generated over the past 15 years. But it turns out the effect of digital innovation may be 

even stronger than we expected - and not so much the fact that we have more free time or that 

more of us have better internet connections than the previous generation of creatives. According 

to an analysis by the European Commission (PDF), creative thinking is more than 70% more likely 

to take place in cities than in suburbs – even with better access to computers, tablets and screens. 

And it's a similar situation in the UK, where urban creativity is especially high on the list of 

characteristics most linked to creativity, but this is only partly due to the UK. 

The concept of AI, once largely confined to industrial machines, is now beginning to be used 

for everything from personal devices to cars. AI systems, whether human or computer, have the 

potential to create new forms of human ingenuity and new ways for people to think about work 

that is as simple or as complex as human beings. The field of artificial intelligence is a new frontier 

for both researchers and companies. The Internet of Things represents both the technology of the 

future and the future of all people, not just the smartest and most dedicated employees. This has 

been true for so long that companies today spend an inordinate amount of money on R&D—the 

effort to create new technologies from scratch and, in some cases, create complex systems from 

scratch. Research and development expenditures in this field are typically at least 10 times as high 

as in research in the field of energy production. One way to imagine the future of artificial 

intelligence, however, is that it will be much less expensive to develop new technologies than to 

create new ways of thinking. 

Copyright on pictures (or music) has been in force for some 200 years or more, and has never 

been altered. The concept of copyright as a property right, not an intellectual property right, has 

always been in force. The public has the right to copyright works freely available, but with 

adequate recognition of their authorship and limitations. Copyright protects information regarding 

public institutions (pregnant women, children, etc.). As the copyright monopoly is no longer a 

monopoly, copyright protection does not extend to certain ideas or inventions which are not yet 

useful. When one artist provides information about another artist in his/her work, the first artist 

would not be in a position to claim copyright infringement because his work is not in the public 

domain. Copyright protection does extend to certain ideas and inventions which remain in the 

public domain, but not to certain ideas and inventions which are never in the public domain. The 

public has the right to create copies of copyrighted material and distribute those copies without 

copyright restrictions.  

 

4. Authorship, Credit and Copyright 
Copyright is the exclusive right to reproduce and distribute works of authorship, such as books, 

music, films, paintings, and other media. The copyright owner has exclusive rights during a work's 

"life." If the work is published or distributed in whole or in part, its copyright is "extended" as 

follows: "If the author of a work of author's life has, in the course of the author's life, created the 

same or similar work of another author of author's life, by his or her own hand, and has thus 

transferred the copyright in the work to the other author of author's life, then his or her heirs and 

successors have all the rights and remedies of the author of that other work in the case of an 

infringement. Any act committed during author's life is copyright infringement. If you write or 

produce a song, film, audio-visual work, or a video or other work that was recorded, or is about to 

be recorded, that contains sound: You can't sell it without a license. You're not allowed to offer 

the song, film or audio-visual work for sale on a basis which gives you a legal right to distribute 

it. You have to pay the royalties for the work before someone sells it. You can't ask people, on 



reasonable terms and conditions, for an express or implied license to use or distribute your work. 

You don't have to pay for audio-visual films or recordings. 

You don't have to pay for works which are about to be recorded that you create while they're 

still in the making or recording stage (for example, sound track, pre-existing video work, sound 

effects) unless you're making money from the recordings. Artificial intelligence has been a hot 

topic, especially with the advent of deep learning and large-scale neural network neural networks 

(MLNs). MLNs are composed of hundreds of artificial neurons and have extremely high precision 

for all kinds of tasks. The use of these MLNs enables us to perform complex computations and to 

build computer vision or speech recognition systems at the scale of billions of individual neurons. 

In other words, MLNs enable us to build the brain of the machine with which we share our lives 

and work. With recent advancements in software engineering and deep learning, it is now possible 

to build highly efficient AI agents. Using the neural networks techniques which are now available, 

it is possible to build AI agent systems with the capability of learning to build complex systems.  

We should not give credit to artificial intelligence systems for our economic well-being — we 

need to build an economy on our collective skills, skills that human workers can use for the benefit 

of our society and our planet and humanity. Now, if the first wave of robots in the future doesn't 

give us job opportunities, the second and third, and the fourth, and the fifty, and then finally the 

tenth is not capable of doing the job, we'll still need to have an adequate social safety net to make 

sure these robots do not come back and take our jobs, because they will be cheaper and their use 

will not be restricted to the current economy. So what kind of social policies can we make in the 

future so that robots are not coming back for the jobs? You know, a number of different factors 

are involved in how the economy evolves. I know it's an old debate among economists, but the 

way I interpret it is that we need a society in order for machines to be able to work effectively and 

effectively efficiently and effectively serve us and create products that people actually want. 

Concept of copyright may be becoming obsolete.  It's a concept that's been passed on for a 

generation of artists to understand.  They have a great deal of control over their work now and can 

decide what's suitable or not, and with a limited scope when it comes to what you're allowed to 

protect. One of the main aspects of your work that's important to protect is how well you can 

convey personality through your work.  If you're using words, the more characters and settings 

you have in your content the more you become the centrepiece for a story.  It's important as a 

reader, and an artist, to make a great story.  If you leave these elements out of your content, the 

reader will think, "Wow, this story is all about this character or character that I met!" and then that 

becomes more tedious, less compelling and you lose people as a reader.  So using words is very 

important.  It also helps if your content has good imagery. 

It is the case that with modern digital communication, a "one click payment" scheme has 

become commonplace.  The concept is to buy an album and simply make the payment in 

store.  There are currently only a handful of record stores in the world.  This is of great concern to 

artists who want to perform outside of their home city. Most of the major record companies in the 

world still retain ownership of the copyrights.  This means they are the ones in control of the music. 

However, the Internet has created an environment where artists are able to sell music online and 

do so without paying the big record companies.  Because of this, a lot more independent musicians 

have been able to get paid.  This is what I call the new business model for music. The current 

copyright system is broken.  It gives the rights holders absolutely NO control over 

music.  Therefore, they are able to charge a fee for the distribution of a single.  Many artists take 

advantage of this in an attempt to make a living. 
  



5. Conclusions 
I personally think that artificial intelligence is nothing other than a technology that has been 

developed by humanity to solve certain problems by giving a much greater intelligence in its field 

of play. Now we have done this technology, and now we go and ask why in the end it is the artificial 

intelligence that takes over? Well, it is not that artificial intelligence is bad, but it is not as effective 

as human minds or as intelligent as machine minds. Even now if the computer is given a program 

and it can complete the program, that computer will not be intelligent. So they have developed 

their knowledge in artificial intelligence and now they go and ask, why do we keep on creating 

more of them? Because they think that they are intelligent, or we give them an opportunity to learn 

through a program, and they learn and improve on it in the future. But even in the past, when 

computers were more intelligent than humans, not all the AI programs have been so intelligent as 

to be intelligent enough to be called intelligent. It seems that they had made some very significant 

discoveries in order to create this new species of intelligent creatures that can be termed as the 

"Super Intelligence", They discovered the existence of our universe. They discovered our star for 

the first time. It is believed that they have created intelligent beings from different planets such as 

earth, and have also created our universe.  

We can also infer that the Super Intelligent were the first creatures that created something 

similar to earth. This is why the name "Earth" came to be accepted as the name of our planet. They 

also discovered a way to transform their own bodies into the material bodies of earth and had 

created a way for those beings to live on the planet without the use of water, the very crucial 

element of the world that they call the Earth. We understand that the Super Intelligent believed 

that our planet, and in particular the Earth was their home. 

Additional research is needed to determine specific criteria for authorship qualification.  We 

cannot predict exactly how common these situations are or whether the results obtained with our 

method are consistent with the real world.  However, we think it highly unlikely that these 

situations ever occur. Conclusion We believe that these are very strong and strong indications that 

copyright does not protect the idea or the expression, but rather protects the work.  This is likely 

the view held by many other scholars, including some in the legal community. But there is a reason 

why there are so many people, and so many arguments, on both sides of this issue.  One of the 

major disagreements is about the method used by the courts to assess authorship qualification. 

In the future, we really don't know what the future is going to bring.  No one knows how the 

world ends.  But there is a good chance that it's going to involve robots and AI, as they are starting 

to get smarter every day.  And as they get smarter, they are going to get more complex and more 

powerful. And they are already being developed in the US, but they could be coming here very 

quickly! One thing is for sure, they will be doing a lot more writing [10-13]!  
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