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   Foreword: Of Cycles, Changes, 
and Transformations    

 There are many orthodoxies about how economic processes work. That such 
 knowledge has become orthodox does not make them either accurate or useful. 
When it comes to longer-term economics, orthodoxy tends to give way to mystery. 
Why have some states become so much more affl uent than others? Why do some 
places remain impoverished while others fl ourish? Why do economic growth rates 
fl uctuate so much? Why do economies move back and forth between years of pros-
perity and years of recession and depression? Once in recession or depression, what 
does it take to get back to prosperity? Of course, it is not the case that there are no 
answers to these questions. There are multiple answers but much less consensus 
about what works and does not work. 

 One of the non-orthodoxies that addresses these types of questions contends that 
long-term economic growth has come to be characterized by crudely cyclical pro-
cesses of 40–60 years duration that are driven by the emergence of new ways of 
doing things. Periodically, Schumpeter’s “creative destruction” occurs as older 
practices give way to newer practices. Sunset industries fall away. Sunrise industries 
blossom. New waves of investment sustain the newer practices and starve more 
routine and less profi table ways of making money. New waves of infrastructure 
undergird fundamental changes in how commodities, information and people are 
transported from place to place. Radical changes in life styles gradually emerge. 
Where people once walked, they now drive automobiles. In the next iteration, the 
automobiles will drive themselves. Where people once endured hot and cold 
weather, they now are capable of insulating themselves from the vagaries of inclem-
ent climate. People that once communicated by relatively slow messengers and mail 
now exchange messages instantaneously using telephones and the internet. Cities 
and water systems that were once fi lthy with human and animal waste products need 
no longer be polluted. After centuries of relatively constant living conditions, mod-
ern economies have created some ability to re-invent themselves periodically. 

 We are all aware of these changes in some respects and some even seek to account 
for them explicitly but that does not mean that we agree on how exactly they come 
about. The source(s) of long-term changes has been attributed to new technology, 
new types of energy, clusters of investment, profi ts, war, demographic changes, and 
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generational changes, among other things. We disagree about how long these 
crudely cyclical processes have been in play and whether they are likely to persist 
into the future. Most authors argue for the emergence of long economic cycles 
(or waves) with the advent of industrialization. Some, however, suggest that one can 
fi nd earlier precedents even if industrialization certainly made the periodicity and 
impacts of change more evident. In turn, such an auxiliary argument raises other 
questions. How uneven are the waves of change? Do some have great impact while 
others bring about only fairly weak changes. Why? Is the pace of change uniform 
over time? Is it speeding up or slowing down? If the waves preceded industrializa-
tion, is the cyclical behavior likely to persist or take the same format as leading 
economies move into a post-industrialization phase? 

 We know economics does not occur in a political vacuum. Yet we diverge when 
it comes time to acknowledge the political structures that provide a framework for 
these changes. Is it coincidence that some of the states that have become so rich are 
also the places where new technology and new sources of energy are introduced? Is 
it also coincidence that these same states assume disproportionate roles in world 
politics? Yet their rise to prominence and pre-eminence is fi nite. They decline and 
are supplanted by rivals. Why does that happen? One might think that once a group 
has ascended to the top of the stratifi cation system, it could fi gure out how to stay 
on top. But that does not seem to be the case. Britain predominated in the nineteenth 
century. The United States eclipsed Britain and was most pre-eminent in the twen-
tieth century. Some observers think that China will do something similar in the 
twenty-fi rst century. Is this a function of larger populations? Or, is there a strong 
link between the economic cycles and political cycles? Moreover, is there a strong 
link between patterns of economic growth, the rise and decline of pre-eminent 
political- military actors, and the vagaries of world politics? 

 There probably is literally no corner of human behavior that is immune to 
 re- consideration once one adopts a view that economics (and other activities) are 
characterized by long-term cycles that are not precisely regular in periodicity. 
The authors of this book, Grinin, Korotayev, and Tausch, prefer to focus on the 
economic manifestations and choose to break down the longer cycles (the 
Kondratieffs, sometimes called K-waves) into shorter variations (Kitchins, Juglars, 
Kuznets cycles) that have been examined before (although they stress the Juglar 
here) and highlight one that has received little explicit attention, which they label 
Akamatsu cycles after a Japanese economist who wrote about the process in ques-
tion decades earlier. Akamatsu cycles refer to movements toward divergence and 
convergence between center and periphery. The basic process in play is that the 
center initially produces fi nished goods while the periphery supplies raw materials. 
Some of the technology developed in the center diffuses to the periphery as periph-
eral agents attempt to produce more technologically advanced products. This pro-
cess has been going on for (see in particular Grinin and Korotayev 2015) a couple 
of centuries but the authors think a “Great Convergence” is imminent in which the 
periphery will replace (or, at least, join) the center as the focus of industrialization. 
China and India, once deemed the richest economies in the world not that many 
years ago (in long-term terms) will re-assert themselves as leading centers of eco-
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nomic wealth. The West, once clearly dominant, will recede accordingly in global 
economic and political signifi cance. Presumably, if the convergence is widespread, 
we would eventually no longer be able to distinguish between a center and a 
periphery. 

 The authors believe that the next concentration of new technology will be cen-
tered initially on medical technology to address an ageing population and its many 
problems. But this next technology cluster will be moving away from old school 
industrialization production to an emphasis on a more cybernetic, production on 
demand phase that could eliminate the tendency for new technology to cluster in 
space and time. These technological changes in combination with the “Great 
Convergence” merging center and periphery are likely to radically alter the world as 
we know it. Kondratieff waves could disappear abruptly or with a whimper. The 
Global North’s relatively brief ascendancy (since the British Industrial Revolution) 
will also come to an end. The authors are even willing to date these changes to mid- 
twenty- fi rst century—a point in time not all that far away. 

 Are they right? Who knows? We will have to wait until mid-century to fi nd out. 
Still, they develop theoretical arguments and empirical evidence that should be 
taken seriously. What is more important in the present is that we consider the impli-
cations of their interpretation for how we understand the past, the present, and the 
immediate future. Big questions are being asked. Equally big answers are being 
proposed. We need more of these questions (and, of course, answers) and it helps all 
the more if authors choose to stray from current orthodoxies that decline to address 
such questions. 

 Yet even if the predictions made in this book are deemed plausible (which, of 
course, they are), there are other dragons lurking in our future that could alter the 
future suggested by Grinin, Korotayev, and Tausch. Global warming will affect the 
Global South or periphery more than it will harm the Global North. Much the same 
can be said about water shortages that are sure to come, with or without global 
warming. What will these multiple whammies do to center-periphery convergence? 
There is also a Sino-American rivalry underway that could have greater impact on 
the Global North. A Chinese hegemonic ascendance could be seen as a step towards 
the general ascent of the periphery. Yet it need not work that way. The Chinese are 
by no means guaranteed to supplant the U.S. position. But that does not mean, 
either, that the United States will maintain its own leading position. Perhaps the 
propensity towards hierarchical stratifi cation in the world system will also diminish 
in the coming decades. Certainly, if the tendency for technology to cluster goes 
away, so, too, must the tendency for one state to emerge as pre-eminent based on its 
technological lead. 

 Whether the future is knowable to any limited extent depends on how well we are 
able to discern the dynamics of the past/present and calculate the probable impacts 
of various possible developments that have not yet happened. We are not there yet. 
Maybe we never will be. None of that precludes trying to read what may be coming 
based on what we think we know now. If readers disagree with the authors’ predic-
tions, let them develop their own theoretical bases and data to address the same or 
similar questions differently. We will all be better off should that occur. 
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 In many respects this book is an outstanding event. It is based on solid theoretical 
foundations; on the other hand, it contains a lot of reach factual material. It success-
fully combines a variety of research methods. This monograph covers a rather long 
period since the end of the fi fteenth century up to the late twenty-fi rst century. But 
perhaps its main virtue is the ability of authors to link the past and the modern pro-
cesses in a solid conceptual whole, so that it becomes possible on this basis to make 
interesting and quite plausible forecasts. The readers will undoubtedly benefi t 
greatly from this book, each chapter of which opens a new dimension for the under-
standing of economic and social reality of our complex world.

Indiana University, Bloomington, IN, USA William R. Thompson  

Foreword: Of Cycles, Changes, and Transformations 

akorotayev@gmail.com



ix

  Pref ace   

 Although the global economy has more or less recovered from the most severe 
manifestations of the global fi nancial and economic crisis, it is obvious that the 
economy of many Western and non-Western countries continues to be infl uenced by 
depression. Indeed, we are dealing with such symptoms of economic depression as 
a very slow pace of economic growth; ongoing high unemployment; low infl ation 
(or even defl ation); lack of investment growth; increasing public debt; strong vola-
tility of stock markets; decreasing prices of raw materials; slow rates of global trade 
growth; and many other negative phenomena. Even China has started to be heavily 
infl uenced by these factors after for a long time it appeared immune to global eco-
nomic perturbations. Further, it appears that such a phase of weak growth and eco-
nomic stagnancy will continue for a relatively long time. 

 These phenomena can be more or less explained by a number of theories, but one of 
the most important for us is the theory of medium-term cycles, bearing the name of the 
French economist Clement Juglar. In 2008–2009, we have seen a classic cyclic Juglar 
crisis that gained huge and destructive dimensions due to the rapid growth of unregu-
lated global capital. According to the theory of medium-term cycles, the acute phase of 
the crisis gives way to socio-economic depression. However, the medium-term cycle 
usually lasts 7 to 11 years. Does this mean that soon a new cyclical upturn will begin? 
In fact, one can hardly expect a strong recovery. Actually, we have suffi cient grounds 
to expect sluggish and short economic recoveries and prolonged depressions for the 
next 10–15 years. A depressive period of this kind is well explained by the theory of 
long cycles, according to which a suffi ciently long period of strong economic growth 
with a small number of crisis- depression years (for about 20–25 years) is followed by 
a period of lower growth, in which the number of years of depression increases dra-
matically. The World System experienced a period of relatively rapid growth in the 
1990s and 2000s. Now we are confronting a downswing phase. 

 Economic development is for many reasons cyclical whereas many cycles 1  end 
with economic crises and depressions and then it becomes necessary to work 
hard to prepare for a new economic rise. This book is dedicated to the analysis of 

1   First of all, the Juglar cycles. 
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different cycles and crises including signs of a systemic crisis, which is in some 
respects increasingly affecting Western economies. 

 The background for this study is the current stagnation on the European conti-
nent and in several other regions of the world economy since the 2007–2009 crisis. 
What does our scientifi c knowledge tell us about the regularity of such crises? What 
conclusions does this knowledge suggest as regards the relationship between center 
and periphery on a global scale and also for the probable future continuing decline 
of peripheral regions in Europe? 

 Within Europe, the spirit of the day uniformly maintains that there is no alternative 
for the European periphery but to continue to be members of the Eurozone and to be 
subjected to the  phlebotomy  (bloodletting) by austerity packages under the auspices 
of the European Commission and “the institutions”, while in reality new organizing 
principles for rationalizing the complexities of stagnation and recession are needed. 

 Our analysis is infl uenced by a most unusual source: the path-breaking advances 
in cancer research described by Hanahan and Weinberg (2000, 2011). It is from 
cancer research, then, that we have taken the above ideas—however, instead of 
“hallmarks of cancer”, we use the insights gained from cancer research to diagnose 
the “hallmarks of economic crisis.” In the future, these insights may include, like in 
medicine, sustaining future crisis signaling, coming to terms with and controlling 
the spread of economic growth suppressors, resisting the death of economic and 
social networks and agendas, especially in the most peripheral regions of the 
European periphery. Underlying the economic hallmarks of stagnation and decline 
are potentially long-run political, social and economic instabilities, which might 
generate the loss of economic and social diversity, and the “infl ammation” of social, 
economic and political processes by corruption and organized crime, which more 
likely than not foster multiple hallmark functions of crisis. Already today Europe 
faces very strong political and social problems connected with a number of chal-
lenges (among them the migrant crisis is the sharpest one). Even this one is able to 
shake the very foundations of European integration. This is demonstrated by the 
recent “Brexit” referendum in the United Kingdom and the rise of nationalist parties 
in France and some other EU countries suggest that the future of united Europe may 
be even more gloomy if it has such a future altogether.  

 In addition to economic “cancer cells”, we might discover that “economic” 
tumours exhibit another dimension of complexity: they might contain a repertoire 
of ostensibly normal “cells” that contribute to the acquisition of hallmark traits by 
creating the “tumour microenvironment”. Recognition of the widespread applica-
bility of these concepts will, like in medicine, increasingly affect the development 
of new means to treat the “economic cancer” of peripheral stagnation. 

 The present monograph was written by two Russian scholars and an Austrian 
scholar precisely to fi ll this gap. The idea of this book emerged at a time of world 
political tensions in many places around the world, after the start of the longest and 
most profound recession in the developed western democracies in the period after 
the Second World War. 

Preface
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 When two of the three authors, Andrey V. Korotayev and Arno Tausch, met in 
person for the fi rst time during an IIASA 2  seminar in 2006 in the idyllic castle of 
Laxenburg situated in the beautiful park with the same name near Vienna, both 
would not have imagined that only years after a chilly political “Kondratieff winter” 
would start; a few years after the onset of the 2008 depression it seems that world 
political and world economic cycles go in parallel. 

 Even without any offi cial “ IIASA umbrella ” the two authors initiated a far- 
reaching and long-standing fruitful cooperation, soon also joined by Leonid 
E. Grinin. In times like these, which threaten to throw back “East-West” or “West- 
East” relations (as you prefer) to the times of the Cold War, it is worthwhile to 
remember the still valid words from IIASA’s offi cial website:

  “ In October 1972 representatives of the Soviet Union, United States, and 10 other coun-
tries from the Eastern and Western blocs met in London to sign the charter establishing 
the International Institute for Applied Systems Analysis (IIASA). It was the culmination 
of 6 years’ effort by US President Lyndon Johnson and USSR Premier Alexey Kosygin, 
and marked the beginning of a remarkable project to use scientifi c cooperation to build 
bridges across the Cold War divide and to confront growing global problems on an inter-
national scale.  

  In the 1970s most research organizations focused on national issues. Few encouraged 
researchers from different countries or disciplines to work together for the greater good. To 
achieve its ambitious research vision, IIASA would have to break down the barriers between 
nations and disciplines. This it did, building international interdisciplinary teams that used 
advanced systems analysis to study innumerable global challenges, both long-standing and 
emerging. For example, a study on water pollution carried out by a team of IIASA chemists, 
biologists, and economists in the 1980s is still the basis of modern water policy design in 
Japan, the USA, and the former USSR . 

  The refurbished Schloss Laxenburg near Vienna was made available by the Austrian 
government shortly after the foundation of IIASA in 1972. The Schloss has been the 
Institute's home for nearly four decades . 

  When the Cold War ended, IIASA’s sponsoring countries could have said ‘mission 
accomplished’ and disbanded the Institute. However, as well as helping foster mutual 
understanding among scientists from East and West, IIASA had shown the scientifi c benefi ts 
of different nationalities and disciplines working together toward common goals” . 3  

   Global governance responsibility and the leadership styles of Lyndon Johnson 
and Alexey Kosygin are still needed on many fronts. The geographical setting of the 
place of residence of the authors is also not a coincidence and it points to the 
Schumpeterian subject of our investigation. About half-way between Moscow and 
Vienna—symbolic locus for our times of the most serious world political tension 
since the end of Communism in Europe—there is the Ukrainian town of Chernivtsi 
(by road, 1376 km from Moscow and 925 km from Vienna), where that great 
admirer of Nikolay Kondratieff, the Austrian economist Joseph Alois Schumpeter, 
was professor of economics from the winter semester 1909/1910 to the end of the 
summer semester 1911, when Schumpeter took up his position as professor of 

2   International Institute for Applied System Analysis ( http://www.iiasa.ac.at/ ). 
3   http://www.iiasa.ac.at/web/home/about/whatisiiasa/history/history_of_iiasa.html . 
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 economics in Graz. At that time, Chernivtsi was a border town of the Austro-
Hungarian Empire and Russia. 4  

 Since the time of Schumpeter economics has advanced considerably. But still its 
predictions remain largely close to fortune-telling. And the world is still developing 
in a largely chaotic way, from crisis to crisis, from cycle to cycle; so, despite the 
enormous diffi culties in the way, one would like to look for more scientifi cally 
grounded methods of long-term forecasting to try to see a little further. This book is 
a humble attempt of the authors to contribute to this movement. 

 * * * 
 This monograph consists of six chapters dealing with long economic cycles (or 

Kondratieff waves) as well as other types of economic cycles and crises, their inter-
connectedness and their connection with changes in the World System core and 
periphery. It covers a rather long period since the mid-eighteenth century (and for 
some aspects even since the end of the fi fteenth century) up to the late twenty-fi rst 
century.  

  Moscow, Russia     Leonid     Grinin    
 Moscow, Russia     Andrey     Korotayev    
 Budapest, and Vienna, Austria      Arno     Tausch     

4   For the “consolidated” English language versions of Schumpeter’s main works which are of rel-
evance here, see, among others: Schumpeter 1934, 1939, 1954, 2010. 
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    Chapter 1   
 Introduction. Cyclical and World-Systemic 
Aspects of Economic Reality with Respect 
to Contemporary Crisis                     

              Origins of Modern Economic Cyclicity 

 Our book is based on a number of theories. At the center stands the world-systems 
aspect of research. 1  It is not surprising due to the fact that many trends are more 
visible at the world-system level rather than at the level of a single country. The 
authors repeatedly show this with reference to different examples. But overall, this 
book is about a system of interrelated economic cycles (and crises as they are inte-
gral parts of those cycles). Our understanding of the nature of these cycles gives us 
the ability to anticipate crises and pitfalls that most certainly await us in the future. 
Perhaps the knowledge provided in this book will supply means to avoid falling into 
the deepest troughs of future economic crises 

 No matter how attractive the idea of linear progress (that was actively developed 
since the second half of the eighteenth century Nisbet,  1980 ) is—nevertheless, it has 
become apparent that the world evolves in a  nonlinear fashion  . Among the nonlin-
ear phenomena, cyclical movements in various forms constitute one of the most 
common patterns. 

 It is obvious that the movement toward qualitatively new forms cannot continue end-
lessly—linearly and smoothly. It always has limitations, accompanied by the emergence 
of imbalances, increasing resistance to  environmental constraints  ,  competition for 
resources  , etc. These endless attempts to overcome the resistance of the environment cre-
ated conditions for a more or less noticeable advancement in particular societies. 
Historically, relatively short periods of rapid growth (which could be expressed as 

1   World-system approach emerged in the 1960s and 1970s emerging from the work of Fernand 
Braudel, Andre Gunder Frank, Immanuel Wallerstein, Samir Amin and Giovanni Arrighi (see, e.g., 
Arrighi and Silver,  1999 ; Amin, Arrighi, Frank, & Wallerstein,  2006 ; Braudel,  1973 ; Chase-Dunn 
& Hall,  1994 ,  1997 ; Frank,  1990 ,  1993 ; Frank & Gills,  1993 ; Wallerstein,  1974 ,  1987 ). In some way 
it acted as a direct development of the civilization approach (for more detail see Гpинин и Кopoтaeв, 
 2009a ). 
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logistic, exponential, or power-law curves) tended to be followed by stagnation, different 
types of crises and setbacks, which led to the creation of complex patterns of historical 
dynamics, within which trend and cyclical components were usually interwoven in intri-
cate ways (see, e.g., Grinin, Korotayev, & Malkov,  2010 ; Korotayev,  2007б ; Korotayev 
& Grinin,  2012 ,  2014 ; Korotayev, Malkov, & Khaltourina,  2006a ; Markov & Korotayev, 
 2007 ; Гpинин и Кopoтaeв,  2010 ). Hence, in history we see a constant interaction of 
cyclical dynamics and dynamics of trends, including some long-term trends. 

 If we observe in some society a long-time regular repetition of cycles of the 
same type, ending with grave crises and signifi cant setbacks, this means that this 
society confronts some strong systemic and  environmental constraints   that it is 
unable to overcome. 

 Cyclical dynamics was noticed a long time ago. Already ancient historians (see, 
e.g., the second Chapter of Book VI of Polybius’  Histories ) described the cyclical  com-
ponent   of historical dynamics, whereas new interesting analyses of such dynamics also 
appeared in Medieval and Early Modern periods (see, e.g. ,  Ibn Khaldūn,  1958  [1377], 
or Machiavelli,  1996  [1531]). This is not surprising as cyclical dynamics were domi-
nant in the agrarian social systems. With modernization, trend dynamics became much 
more pronounced and, naturally, students of modern societies pay more attention to 
these trends. 2  

 The cyclical nature of economic development was, for a long time, not traced 
because it was indiscernibly weak and irregular. 3  This is no accident. We believe 
that the cyclical effect in economy only appears in a really clear way with the advent 
of regular extended reproduction (fi rst, in the fi nancial and trade sector, and then in 
the manufacturing). It would be useful to give a brief summary of how modern 
cyclical dynamics originated in the economy. 

 It is no coincidence that the fi rst clear manifestations of the long-wave processes 
of economic dynamics coincided with the industrial revolution, namely the 1780s 
(see, e.g., Grinin,  2007a ; Grinin & Korotayev,  2015a ). We can assume that the 
 transition to machine industry created the phenomenon of  Kondratieff waves   (or 
K-waves) in the economy (or allowed at least the ability to see them clearly). 4  

2   Trends may be described by various equations—linear, exponential, power-law, etc. On the other 
hand, the cliodynamic research has demonstrated that the cyclical historical dynamics can be also 
modeled mathematically in a rather effective way (see, e.g., Chu & Lee,  1994 ; Korotayev,  2007a , 
 2007б ; Korotayev & Komarova,  2004 ; Korotayev & Khaltourina,  2006 ; Korotayev, Malkov, & 
Grinin,  2014 ; Korotayev, Malkov, & Khaltourina,  2006a ; Korotayev, Zinkina, Kobzeva et al., 
 2011 ; Nefedov,  2004 ; Turchin,  2003 ,  2005a ,  2005b ; Turchin & Korotayev,  2006 ; Turchin & 
Nefedov,  2009 ; Usher,  1989 ), whereas the trend and cycle components of historical dynamics turn 
out to be of equal importance. 
3   However, in complex agrarian systems one could detect rather regular sociodemographic cycles 
(see, e.g., Кopoтaeв,  2006 ,  2007a , 2007б; Korotayev & Khaltourina,  2006 ; Korotayev & 
Komarova,  2004 ; Korotayev, Malkov, & Khaltourina,  2006a ; Кopoтaeв, Кoмapoвa и Xaлтуpинa, 
 2007 ; Korotayev, Zinkina, Kobzeva et al.,  2011 ; Korotayev, Malkov, & Grinin,  2014 ; Nefedov, 
 2004 ; Turchin,  2003 ,  2005a ,  2005b ; Гpинин,  2007a ; Гpинин и Кopoтaeв,  2012 ; Turchin & 
Korotayev,  2006 ; Turchin & Nefedov,  2009 ). 
4   See Гpинин,  2013a ; Гpинин и Кopoтaeв,  2014a . In any case, most researchers agree with this 
dating, though there are ones who fi nd long waves in prices (and not only in prices) starting from 
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 The reason for this statement is seen in the fact that during this period the productive 
forces began to acquire a new fundamental characteristic—a “desire” for  steady and 
continuous expansion   (on this property see, e.g., Abramovitz,  1961 ; Gellner,  1983 ; 
Grinin,  2007a ; Kuznets,  1966 ; Гpинин,  2006a ,  2010a ,  2012a ,  2013a ; Гpинин и 
Кopoтaeв,  2010  ,   2012 ). The emergence of this property led to the emergence of vari-
ous forms of cyclical dynamics connected with various limitations (that hinder such an 
expansion) and attempts to overcome them. This forward movement, of course, could 
not be uniform, and must obey different rhythms; their common property was the alter-
ation of acceleration and deceleration phases caused by the exhaustion of available 
resources for growth, market saturation, reduced profi t margins and so on. 

 Those rhythms were already present in the development of trade in the eigh-
teenth century. The birth of the fi rst K-wave at the fi nal phase of the  Industrial 
Revolution   meant the emergence of a new form of cyclical dynamics that was 
specifi c for the industrial production principle (see  Chap.     5     ). Completion of the 
Industrial Revolution in Britain and consolidation of the extended production pat-
tern were marked by the emergence of a new and more explicit form of cycling—
the medium- term   cycles (ending with cyclical crises). The fi rst cycle of such kind 
can be dated to 1818–1825. It is rather symptomatic that this cycle occurred after 
the completion of the upswing phase of the fi rst K-wave. There is every reason to 
believe that K-waves may be fully realized only through the medium-term cycles, 
as aggregated depressions of medium-term cycles determine the overall down-
ward trend at the B-phases of K-waves, whereas aggregated booms of medium-
term cycles determine the upswing dynamics of K-wave A-phases (see Grinin & 
Korotayev  2014c ; Кopoтaeв и Гpинин,  2012 ; Гpинин,  2010a ; Гpинин и 
Кopoтaeв,  2012 , as well as  Chap.     3      of the present monograph for more details; 
see also Grinin, Korotayev, & Malkov,  2010 ). 

 Thus, both the Kondratieff long  waves   and  medium-term Juglar cycles   are asso-
ciated with the same fundamental change—the transition to a new pattern of devel-
opment of production, i.e., extended reproduction based not only on the involvement 
of new resources (this happened as well within complex pre-modern agrarian sys-
tems), but on the economic growth through regular investments, innovations and 
improvements. In other words, the relationship between the long and medium-term 
cycles, on the one hand, and the tendency of the modern productive forces toward 
their continued expansion on the other has a common denominator, which includes 
innovation as an important component. Hence, it is evident that both types of the 
economic cycle are associated with a longer (and deeper) cyclic change of the pro-
ductive forces—production revolutions that are leading to the movement from one 
 principle of production to another (for more details see  Chap.     5     ; see also Grinin & 
Grinin,  2014 ; Гpинин,  2012a ,  2013a ; Гpинин и Гpинин,  2015a ). 

 1825 was the year when a typical cyclical crisis of the Juglar type engulfed for 
the fi rst time the entire British economy and to some extent economies of many 
other countries. It was preceded by the rise, which in 1824 and early 1825 grew into 

the twelfth (or even tenth) century (see, e.g., Goldstein,  1988 ; Moуги,  1992 ; Modelski & 
Thompson,  1996 ; Modelski,  2006 ,  2008a ,  2012 ; Пaнтин,  1996 ; Пaнтин и Лaпкин,  2006 ). 
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a real boom of investment and speculation (see Гpинин и Кopoтaeв,  2010  for more 
details). The crises that took place until 1825 in the industry were not universal; they 
were connected with specifi c  problems   in trade caused by different factors (infl a-
tion, wars and others). 

 Researchers of medium-term cycles and crises of the nineteenth century often 
paid much attention to the crises of the eighteenth century—fi nding them very 
instructive, and saw them—most importantly—as similar to those that occurred 
during the nineteenth century. Indeed, the similarities (excessive lending, unex-
pected bankruptcies, credit crunch, panic and bust) are very clearly visible. And it is 
no coincidence—a number of necessary elements for modern economic cycles had 
already emerged by that time. 

 As mentioned above, the imperative of the continuous expansion of  economic turn-
over   emerged. Therefore cyclicality (inherent in the industrial production principle) was 
substantial. The role of credit also increased. And since the mid-term cycles and crises 
are associated with fl uctuations in credit, a certain prototype of medium-term cycles 
(with a characteristic period of about 10 years) can be seen in the eighteenth century, 
especially in its second half (see Braudel,  1973 ; Hansen,  1951 ). 

 In 1763, the crisis began in Hamburg against the background of the depreciation 
of currency during the Seven Years' War, but then as a result of the huge  bank-
ruptcy   of the Neufville brothers in Amsterdam this crisis acquired a pan-European 
character (Braudel,  1973 ; Wirth,  1883 ). Then there was the crisis of 1772–1773, 
which took place against the background of severe crop failures in 1771–1772 and, 
like the previous crisis, included a large bankruptcy (the Cliffords bankruptcy of 
December 1772—which became the detonator of collapse). Finally, the crisis of 
1780–1783 also acquired a large scale as a result of another major  bankruptcy   in 
1780 (see Braudel,  1973 ). 5  

 Crises could grow to include all of Europe largely because  trade and economic 
relations   in the Western (or rather, Atlantic) part of the World System had signifi -
cantly increased and become more intense. Against this background it is hardly 
surprising that any market fl uctuations in one place also infl uenced other places 
(see, e.g., Wirth,  1883 ). It is no coincidence, that the crises in the nineteenth century 
were called commercial/industrial, as they particularly and quickly hit commerce 
(which tends to depend heavily on the credit). Still, we note that there was a signifi -
cant difference between the eighteenth and nineteenth centuries. In the eighteenth 
century, crises were mainly trade-related and based on a “disorder of the credit;” 
that is a violation of trust in the credit sector which were a result of failures in the 
functioning of the fi nancial system. Until 1825, industrial crises (of overproduction) 
were observed in the cotton-textile industry (Meндeльcoн,  1959 –1964, vol. 1), but 
they are more likely to be considered local, and the normal cycle period had not yet 
emerged. Thus, there was a certain preparatory period, during which the mechanism 
of K-waves and J-cycles formed.  

5   Then, however, crises became more frequent occurring every three to four years. For example, 
mention may be made of the crises of 1787–1788, 1793, 1797, 1803. But, as has been mentioned 
above, they were of transitional type. 
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    The System of Economic Cycles 

 As has already been mentioned, this book will show the relationship between a 
number of cycles (Kondratieff, Kuznets, Akamatsu, Juglar and others). However, 
 analysis   of the different cycles is given with different levels of completeness. 
Therefore, in the fi rst chapter, we would like to introduce to the reader some system 
of those cycles, to give some explanations that will be useful for the perception of 
the remaining chapters and to say a bit about the economists who made the most 
important contributions to the study of those cycles. 

 We start with some defi nitions. A more detailed analysis of the notions of 
Kondratieff waves and Juglar cycles is offered in the forthcoming chapters of the 
present monograph, so here we restrict ourselves to rather brief defi nitions. 

    Kondratieff Waves 

  Kondratieff waves  (Kondratieff cycles, long waves, long economic cycles) are 
repeated fl uctuations of important economic variables  with   a characteristic period 
of about 40–60 years, within which at one (upswing) phase growth rates of indica-
tors tend to accelerate, and at the other (downswing) phase they tend to slow down.  

    Juglar Cycle 

  Juglar cycle  (or “business cycle”) is a medium-term economic cycle with a charac-
teristic period between 7 and 11 years. Juglar cycles may be regarded as macroeco-
nomic fl uctuations when economic growth and boom is replaced by economic 
downturn, which is regularly followed by a new period of economic growth (thus 
starting a new economic cycle). This cycle can be subdivided into four phases: (1) 
phase of recovery, when, after the fall of production and stagnation, economic 
growth begins; (2) expansion phase, when economic growth is accelerating up to an 
economic boom; (3) phase of recession, during which the euphoria of prosperity is 
replaced by panic accompanying  collapse  , and after that comes the economic down-
turn; (4) phase of depression or stagnation, during which a balance is achieved: the 
decline has stopped, but any pronounced growth is absent yet. 

 One more type of economic cycle (its period is identifi ed by various students in 
the range between 15 and 25 years) is named after Nobel laureate Simon Kuznets 
who fi rst discovered and described them (Abramovitz,  1961 ; Kuznets,  1930 ). These 
are known as  Kuznets swings  (see, e.g., Abramovitz,  1961 : 226; Diebolt & Doliger, 
 2006 ; Solomou,  2008b ). Kuznets himself fi rst connected these cycles with demo-
graphic processes, in particular with immigrant infl ows/outfl ows and the changes in 
construction intensity that resulted from these demographic in and out fl ows. That 
is why he denoted them as “demographic” or “building” cycles/swings. However, 
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there are a number of more general models of Kuznets swings. For example, 
Forrester connected Kuznets swings with major investments in fi xed capital, 
whereas he accounted for the Kondratieff waves through the economic and physical 
connections between the capital producing and capital consuming sectors (Forrester, 
 1977 : 114; Pумянцeвa,  2003 : 34–35). Note also the interpretation of Kuznets 
swings as  infrastructural   investment cycles (e.g., Shiode, Batty, Longley, & Maguire, 
 2004 : 355). So  Kuznets swings   (with period in the range between 15 and 25 years) 
are connected with infrastructural investment or other changes in economy . 
However, there is no agreement regarding the nature of such changes, they can be 
connected with oscillation in technologies, long-term investments in infrastructure, 
construction or other spheres (On Kuznets swings see also  Appendix     B     ). 

 A number of infl uential economists deny the presence of any economic cycles 
altogether. 6  Below in the following chapters, we will discuss such views. Anyway, 
we believe this is not a constructive approach, as it hinders our ability to make pre-
dictions based on the theory of cycles, as well as to provide full and adequate expla-
nations of the past crises. 

 On the other hand, economists  make   important and valuable attempts to fi nd the 
relationship between different types of cycles (see  Chaps.     2      –    4      and  Appendix     B      
below for more detail). However, there are some grounds to maintain that Nikolay 
Kondratieff really started this direction of research (for more biographic detail on 
Kondratieff see  Appendix A;  for the most recent biography of Nikolay Kondratieff 
see Kopala & Budden,  2015 : Part 1). 

 In 1922, in his book   The World Economy during and after the War    Nikolay 
Kondratieff fi rst formulated the basic tenets of the theory of long cycles (Кoндpaтьeв, 
 1922 ). Until that time the economic literature hardly knew any cycles other than 
ones with a characteristic period between 7 and 11 year (which were called indus-
trial, commercial cycles, and so on), and Kondratieff quite logically called them 
“short cycles” (Кoндpaтьeв,  2002  [1922]: 323 etc.). However, already in 1925 in 
the “Big cycles of conjuncture” (Кoндpaтьeв,  1925 , 1993в [1925]: 25, 26), he began 
to call them “medium cycles”. 7  Why? The fact is that in those years a British busi-
nessman and statistician Joseph Kitchin ( 1923 )  discovered   some cycles (with a 
characteristic period between 3 and 4 years) manifested in fl uctuations in invento-
ries that could be denoted as truly “short cycles”. Later, they became known as 
 Kitchin cycles . 

 Thus, the Kitchin cycles are cycles with a period between 40 and 59 months that 
are believed to be manifested in the fl uctuations of enterprises’ inventories.  8  

6   For example, the title of the respective section in a classical  Principles of Economics  textbook by 
N. Gregory Mankiw—“Economic Fluctuations are Irregular and Unpredictable” (Mankiw,  2008 : 
740) is rather telling in this respect; see also, e.g., Zarnowitz,  1985 : 544–568. 
7   Incidentally, this is Kondratieff who appears to be the fi rst economist to call those cycles 
“medium-term”. 
8   “The logic of this cycle can be described in a rather neat way through neoclassical laws of market 
equilibrium and is accounted for by time lags in information movements affecting the decision 
making of commercial fi rms. As is well known, in particular, fi rms react to the improvement of 
commercial situations by increasing output through the full employment of the extent fi xed capital 
assets. As a result, within a certain period of time (ranging between a few months to 2 years) the 
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 Due to the fact that the medium-term cycles often have internal ups and downs, 
Harvard School headed by Wesley Mitchell, started to consider cycles statistically. 
They did not consider the logical causes or intensity of cycles but rather measured 
them by the presence of recessions, from a recession to another recession, regard-
less of the point that  different   recessions may be signifi cantly different as regards 
their strength and nature. As a result, they also detected some cycles with a period 
between 3 and 4 years (that to a certain extent coincided with Kitchin cycles). 

 Somewhat later, as has been mentioned above, Simon Kuznets discovered con-
struction cycles lasting 17–30 years (Abramovitz,  1961 ; Kuznets,  1930 ,  1958 ; see 
above with respect of the nature of Kuznets cycles). 

 In 1937 the Japanese economist Kaname Akamatsu discovered specifi c links 
between the rise and decline of the global peripheries to the  larger   Kondratieff cycle 
(for more biographic detail on Akamatsu see  Appendix     A     ). Now this type of swing 
is known as   Akamatsu waves   .  They are cycles (with a period ranging from 20 to 60 
years) connected with convergence and divergence of core and periphery of the 
World System and explaining cyclical upward and downward swings (at global and 
national levels) in the movements of the periphery countries to catch up with the 
richer ones . 

 Thus, in the 1920s and 1930s one could observe within Economics the formation 
of an idea of a whole system of economic cycles. 

 It seemed logical to try to consider the different cycles as having a single nature. 
Such an attempt was made by Joseph Schumpeter in his monograph  Business cycles  
(Schumpeter,  1939 ). 9  However, due to the fact that he tried to consider  the   structure 
of the long wave to be identical with the structure of the medium-term cycle, his 
attempt to create a general theory of cycles failed. Note, on the other hand, that it is 
due to Schumpeter that the medium term cycles are known now as “Juglar cycles” 
after the French economist Klement Juglar (see also  Chap.     3     ), whereas the long- 
term cycles are denoted now as “Kondratieff waves”. 

 The Great Depression intensifi ed interest by economists in cyclical dynamics. As 
was noted by Gottfried Haberler ( 1964 ), never before in the history of economics 
had the problem of the economic cycle been studied so hard. Haberler himself, 
before the Second World War, and on the instructions of the League of Nations, 
compiled an exhaustive analysis of all the theories of business cycles, but he was 
skeptical about the idea of long cycles. 

 However, the emergence of the  Keynesian   theoretical framework turned econo-
mists’ attention to other aspects. On the one hand, Keynesian ideas have contrib-
uted to the understanding of the internal predisposition of the capitalist economy 
to recession and booms (i.e., cycles), but on the other—the attractiveness of the 

market gets ‘fl ooded’ with commodities whose  quantity becomes gradually excessive. The demand 
declines, prices drop, the produced commodities get accumulated in inventories, which informs 
entrepreneurs of the necessity to reduce output. However, this process takes some time” 
(Pумянцeвa,  2003 : 23–24). Currently, due to the development of logistics and information tech-
nologies, Kitchin cycles lost their importance. About Kitchin cycles see also  Appendix   B . 
9   But of course Schumpeter did not know about Akamatsu waves. 

The System of Economic Cycles

akorotayev@gmail.com

http://dx.doi.org/10.1007/978-3-319-41262-7_BM1
http://dx.doi.org/10.1007/978-3-319-41262-7_3


8

opportunity to infl uence the course of cycles through public policies led to the fact 
that economic thought focused mainly on instruments of such an infl uence, and the 
problems of nature and the root causes of cyclical changes gradually went to the 
periphery of economic science. 

 This was facilitated by the fact that in  the   second half of the twentieth century 
(especially at the upswing phase of the fourth Kondratieff wave in the 1950s and 
1960s) the fl ow of cycles signifi cantly changed (primarily under the impact of active 
external infl uences on the economic situation). 10  Recessions ceased to be as deep as 
before. Not surprisingly, the researchers began to pay more attention to such issues 
as monetary regulation rather than to Juglar cycles. 

 Such disregard for the study of  Juglar   cycles is, of course, counterproductive. 
In our opinion, the current crisis in many respects is very similar in type to the 
classic crisis as an integral part/phase of Juglar cycle (for more detail see Grinin, 
Korotayev, & Malkov,  2010 ). 11  

 Yet, investigations of long  cycles   continued, especially in the period of the 
K-wave downswing of the 1970s and 1980s, when substantial research based on the 
ideas of Schumpeter was produced (e.g., Barr,  1979 ; Bieshaar & Kleinknecht,  1984 ; 
Cleary & Hobbs,  1983 ; Dickson,  1983 ; Glismann, Rodemer, & Wolter,  1983 ; 
Eklund,  1980 ; Freeman,  1987 ; Gordon,  1978 ; Kleinknecht,  1981 ; Mandel,  1975 , 
 1980 ; Marchetti,  1980 ,  1986 ; Mensch,  1979 ; Senge,  1982 ; van Duijn  1979 ,  1981 ; 
van der Zwan,  1980 ; van Ewijk,  1982 ). But although the topic concerned sometimes 
very prominent scientists such as Forrester, Rostow, or Wallerstein (Forrester,  1978 , 
 1981 ; Rostow,  1975 ,  1978 ; Wallerstein,  1984 ), on the whole this area has never been 
among the top interests of economists. Nevertheless, interest in this process contin-
ues, a new surge of interest has been associated with the work of Tessaleno Devezas. 

 There are rather diverse opinions regarding the long cycles. For example, the 
London-based  Economist  claims that most currents in standard  economic   theories 
do not give lots of credit to Kondratieff cycle research:

   “Kondratieff cycle: a 50-year-long BUSINESS CYCLE, named after Nikolai Kondratieff, a 
Russian economist. He claimed to have identifi ed cycles of economic activity lasting half a 
century or more in his 1925 book, The Long Waves in Economic Life. Because this implied 
that CAPITALISM was, ultimately, a stable system, in contrast to the Marxist view that it 
was self-destructively unstable, he ended up in one of Stalin's prisons, where he died. Alas, 
there is little hard evidence to support Kondratieff's conclusion” (    http://www.economist.
com/economics-a-to-z/k      )  

   Now we might lean back and say, if prestigious magazines such as  The Economist  
issue such a verdict, our labors are completely in vain. 

 Katherine  Yester   in  Foreign Policy,  No. 172, May–June 2009, however, puts it 
differently by saying:

10   For a more detailed analysis of post-World War II cycles (see Гpинин,  2013a ; Гpинин и 
Кopoтaeв,  2010 ). 
11   Fast, sometimes explosive  booms (that produced a huge strain on the economy), and then even 
more precipitous busts were typical for the industrial cycles of the nineteenth century. 
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   “AS NIKOLAI KONDRATIEV SHIVERED before his executioners… in 1938, he could 
scarcely have imagined that, 71 years later, his name would be resurrected by a new 
generation of business theorists and management gurus seeking to understand the fi rst 
Great Recession of the twenty-fi rst century.  

  A prime mover behind Lenin's 1921 New Economic Policy, which briefl y rehabilitated 
capitalism in order to save a young Soviet Union from imminent collapse, Kondratiev was 
an intellectual insurgent in a time and place where heresy could get one killed. Kondratiev 
theorized that economic activity took place in long waves: 50- or 60-year periods of cre-
ativity and growth followed by briefer contractions, after which the cycle would begin anew.  

  So taken was Joseph Schumpeter, the Harvard University economist best known for 
coining the term ‘creative destruction’, with the idea of long waves that he named the 
concept for Kondratiev. Schumpeter's view was that innovation tends to arrive in clumps: 
‘discrete rushes which are separated from each other by spans of comparative quiet.’ These 
bursts of creativity, he wrote, ‘periodically reshape the existing structure of industry by 
introducing new methods’ of production, organization, and supply. As for the negative 
effects of depressions—unemployment, the loss of wealth, economic dislocation — they were 
just creative destruction at work.  

  Today, with the    pillars     of capitalism falling all around us, it might seem odd to wonder 
what world-changing shifts this Great Recession will help bring to life—what Next Big 
thing?” (    http://www.foreignpolicy.com/articles/2009/05/01/the_next_big_thing      )  

   This paragraph from one of the most prestigious mainstream U.S. foreign policy 
journals reveals another aspect in the Kondratieff legacy, which is surfacing again 
and again almost 80 years after his cruel death in the Gulag: political classes—for 
good or for bad—seem to take Kondratieff’s theories more seriously than estab-
lished, mainstream economists. Kondratieff cycles or K-cycles remind the political 
elites of the temporal character of political, economic and  social   conditions and the 
power relationships characteristic of them. This seems also to be true for the think 
tanks and research institutes, working for the political, economic or security estab-
lishments around the globe. 

 In this book, a lot of attention is paid to the aspects of the relationship between 
the medium and long term cycles. External connection between them is very 
clearly seen in the fact that temporal datings of Kondratieff waves and their phases 
are  closely   connected with the generally accepted datings of Juglar cycles. Overall, 
however, even this aspect of the relationship between Kondratieff waves and Juglar 
cycles has been studied insuffi ciently and rather superfl uously (see, e.g., Aвpaмoв, 
 1992 : 66–68; Пoлeтaeв and Caвeльeвa,  1993 : 11–12). In particular, for reasons of 
lack of time and opportunity, Kondratieff did not study those relationships in any 
detail, although from time to time he touched upon this point. Schumpeter ( 1939 ) 
paid more attention to this relationship, but, as has been said, his approach proved 
insuffi ciently productive. 

 In contrast to Schumpeter, more recent researchers of Kondratieff waves in 
the vast majority disregarded the medium-term cycles. Some of them have 
focused only on one side of the heritage of Schumpeter (the mechanism of cre-
ation and implementation of basic innovations), the other part which had been 
leaning toward the study of the connection of K-waves with even more long-
term military-political cycles that are even more controversial than the original 
Kondratieff cycle. 
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 Thus, studies of medium and long cycling are generally proceeding in different 
planes—relative independently of each other. However, one of the most promising 
areas could be a return to the analysis of the connection between long waves and 
medium-term cycles. We believe that such an analysis will be able to shed light on 
the causes of the most mysterious moment—relatively stable duration of Kondratieff 
waves and their phases (respectively 40-60 years and 20-30 years). 

 In addition to the analysis of  the   organic relationship between Juglar cycles 
and Kondratieff waves, it appears absolutely necessary to investigate also the 
connection of these two types of cycles with some processes taking place at the 
World System level. 

 True enough, world-systems scholars, especially in the research traditions of 
Arrighi, Attinà and Wallerstein, have always talked about “Kondratieff cycles”, but, 
as yet, have not presented suffi cient advanced statistical evidence of their own, to 
convince the writers of encyclopedic articles like the ones quoted above that the 
evidence in favor of K-cycles is suffi ciently solid. Now, to combine a highly con-
tested economic term—Kondratieff cycles—with a term which might be even more 
contested today— “center-periphery relationships” —might be more daring still. 
But in a more recent standard social science encyclopedia we read under the head-
ing  “Dependency Theory” (International Encyclopedia of the Social Sciences, 
2008.  Encyclopedia.com. 21 Oct. 2014) the following:

   “In the early 1950s, a group    of     economists stationed at the United Nations Economic 
Commission for Latin America (ECLA) in Santiago, Chile, launched a rigorous research 
program around one pressing question: What accounts for the growing divergence in living 
standards and gross domestic product (GDP) between the wealthy countries of the industrial-
ized North and the poorer developing countries of the South? In 1850, for example, Argentina 
was among the richest nations of the world and GDP per capita in Latin America was $245, 
compared to $239 in North America. A century later, Argentina was mired in debt and pov-
erty, and GDP per capita in Canada and the United States had quickly outpaced that of Latin 
America as both had fi rmly joined the ranks of the developed-country bloc.  

  According to    neoclassical     economic theory, strong trade and investment linkages 
between North and South should lead to a positive-sum outcome for all participants. 
However, by the 1950s it was diffi cult to ignore the widening global cleavages between 
North and South, as well as the growing gap between rich and poor within the developing 
countries. This latter trend, characterized by an uneasy coexistence between a modern 
urbanized sector of the economy with strong global ties and a largely rural traditional sec-
tor where production modes sorely lagged, was increasingly referred to as dualism.  

  […] At heart, most dependency theorists saw the problem of underdevelopment as the inher-
ently exploitive and contradictory nature of the capitalist system, which pitted capitalists and 
workers against each other as both sought to maximize their respective economic well-being. 
The North, with its capital abundance and accumulation of wealth, was the oppressor, while the 
South, with its ready supply of cheap labor and vastly rich land and natural resources, was the 
oppressed. It was the external sector that perpetuated underdevelopment, as well as the various 
private (multinational corporations) and public entities (the World Bank, the International 
Monetary Fund, and industrial-bloc governments) that represented it.  

  […] While few of the dependency school’s theoretical assertions have stood the test of 
time, this perspective continues to offer a powerful description of the political and eco-
nomic plight of the majority of countries that remain on the periphery of the world econ-
omy. A full understanding of the causal mechanisms and policy solutions for remedying 
underdevelopment may still be a long way off; however, the dependency school’s specifi ca-
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tion of concrete problems like dualism, inequality, diminishing returns to trade, and    the    
 North-South divide have enriched debates about development and helped them to move 
forward.” (    http://www.encyclopedia.com/topic/Dependency_Theory.aspx      )    

 Revisiting these old questions of social science theory—long cycles and the 
center- periphery relationship and the interaction between them—is the theme of this 
book. The authors are united in their admiration for the great legacy of Kondratieff’s 
work and personality, they are united in their long-term interest in globalization stud-
ies and investigations of the center-periphery relationships, and they all share the 
methodological premises of applying rigorous quantitative and statistical research to 
questions, which are often highly contested on the global political terrain. 

 Of course we try to take  into   account all investigations of long and other cycles 
in English, German, and Russian as well as some other languages (readers will see 
this in the next chapters). In many ways, the present volume is indebted to the leg-
acy of the great volume, Devezas,  2006 , which is a unique encounter of Russian and 
Western Kondratieff cycle research and  Kondratieff   research, and which is now 
present at a truly staggering number of global libraries (960 libraries; see   http://clas-
sify.oclc.org/classify2/ClassifyDemo?search-author-txt=%22Devezas%2C+Tessal
eno+C.%22    ). On the other hand, in many ways, the present volume builds on earlier 
publications by the authors on the subject, but specifi cally develops the center- 
periphery aspect of the debate about Kondratieff cycles. 12  So it makes available the 
main thrust of the thinking of the three authors on Kondratieff cycles with a major 
European publisher. True enough, the current volume also builds on recent advances 
in mainstream economics, which now evaluate  long-term economic development   
data series and which recently discovered the economic disaster cycle (see, espe-
cially, Barro,  2012 ,  2013 ; Barro & Ursúa,  2008 ; Barro, Nakamura, & Ursúa,  2011 ; 
Gourio,  2012 ; Maddison,  1995 ,  2001 ,  2003 ,  2007 ,  2010 ).   

    About This Book and Its Structure 

 This monograph consists of six chapters (including this introduction) and two 
appendices. 

  In the second chapter   “Kondratieff Waves in the World System Perspective”  ,  it is 
shown that the analysis of long economic cycles allows us to understand long- term 

12   See Grinin,  2008 ,  2009a ,  2009b ,  2010 ,  2011 ; Grinin & Korotayev,  2010a ,  2010b ,  2014a ,  2014b ; 
Grinin, Devezas, & Korotayev,  2012 ; Grinin, Markov, & Korotayev,  2009 ; Гpинин,  2005 ,  2006a , 
 2007a ,  2008a , 2008б, 2008в, 2008г, 2009д,  2010a , 2012б,  2013a ; Korotayev,  2005 ,  2006 ,  2007a , 
 2007б , Korotayev & Grinin,  2012 ; Korotayev & Khaltourina,  2006 , Кopoтaeв и Xaлтуpинa, 
 2009 , Korotayev & Tsirel,  2010 ; Кopoтaeв и Циpeль,  2010a ; Кopoтaeв и Xaлтуpинa,  2009 ; 
Korotayev, Malkov, & Khaltourina,  2006a ; Korotayev, Zinkina & Bogevolnov,  2011 ; Korotayev, 
Zinkina, Bogevolnov & Malkov,  2011a ,  2011b ; Korotayev, Zinkina, & Bogevolnov,  2011 ; 
Кopoтaeв, Xaлтуpинa и Maлкoв и дp.,  2010 ; Tausch,  2006b ,  2007 ,  2010 ,  2012 ,  2013 ; Гpинин и 
Кopoтaeв,  2010 ,  2009a ,  2012 ; Гpинин, Кopoтaeв и Циpeль,  2011 ; Tausch & Heshmati,  2011 , 
 2014 ; Tausch, Heshmati, & Bajalan,  2010 ; see also Taуш,  2002 ,  2003 ,  2007 ,  2008 ,  2009 ,  2012 . 
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world-system dynamics, to develop forecasts, to explain crises of the past, as well 
as the  current   global economic crisis. This chapter offers a sketch of the history of 
research on K-waves; it analyzes the nature of Kondratieff waves. It offers a histori-
cal and theoretical analysis of K-wave dynamics in the World System framework; 
and in particular, it studies the infl uence of the long wave dynamics on the changes 
of the world GDP growth rates during the last two centuries. 

 K-waves are considered as one of the most important components of the World 
System dynamics. The driving forces of K-waves can be adequately understood 
only if we take into account the dynamics, phases, and peculiarities of the World 
System development. Kondratieff waves are most relevant when considered at the 
World System scale. As those waves always manifest themselves at supra-societal 
scales, the World System processes turn out to be very important for the understand-
ing of the K-wave dynamics. 

 The expansion and intensifi cation of the World System economic links lead to 
the formation of preconditions for new upswings. Kondratieff  himself   noticed that 
 “the new long cycles usually coincide with the expansion of the orbit of the world 
economic ties”  (Кoндpaтьeв,  2002 : 374). The start of the new cycles implies not only 
expansion of those ties, but also the change in their character. 

 World System processes are bound to infl uence economic processes including 
medium period business cycles (e.g., Grinin & Korotayev,  2012b ; Гpинин и 
Кopoтaeв,  2009a ). Hence, they are bound to infl uence K-wave dynamics. However, 
there is a reverse infl uence of those waves on World System development. 
Kondratieff himself noticed the growth in the intensity of warfare and revolutionary 
activity during K-wave upswings (e.g., Kondratieff,  1935 : 111; Кoндpaтьeв,  2002 : 
373–374). On the other hand, it is quite clear that those processes themselves infl u-
enced K-wave dynamics in a very signifi cant way and world wars provide salient 
illustrations. It is also quite clear that those K-wave students who pointed to the 
important role of military expenses (and infl ation shocks produced by them) identi-
fi ed a signifi cant (though in no way sole) cause of price growth (and decline) in the 
course of Kondratieff cycles (see, e.g., Goldstein, 1988). 

 Breakthrough  inventions   (producing new technological systems) tend to be made 
during downswings, whereas their wide implementation is observed during  subsequent 
upswings. The diffusion of those innovations throughout the World System is bound 
to affect signifi cantly the course of K-waves, as the opening of new zones of 
economic development is capable of changing the world dynamics as a whole. Thus 
large-scale investments of British capital in the railway construction in the United 
States, Australia, India, etc. in the last third of nineteenth and the beginning of twenti-
eth centuries contributed to periodical stagnations within Great Britain (and, fi nally, to 
the change of the World System hegemon). Technological changes that start in one 
zone of the World System after their diffusion to other zones may produce such con-
sequences that could hardly be forecasted. Thus, the development of oceanic and 
railway transportation led to vigorous exportation of cereal crops from the USA, 
Russia, and Canada that caused in the 1870s, 1880s, and 1890s the so-called world 
agrarian crisis (which affected signifi cantly the second K-wave downswing but helped 
several countries to escape from the Malthusian trap). 
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 Important events that take place within the World System may lead to an earlier 
(or later) switch from downswing to upswing (or, naturally, from upswing to down-
swing) within K-wave dynamics. For example, as is well-known, the discovery of 
gold in  California   and Australia contributed in a rather signifi cant way to the world 
economic (and price) growth during the second K-wave upswing, which was 
already noticed by Kondratieff (e.g., Kondratieff,  1935 : 111, 113–115; Кoндpaтьeв, 
 2002 : 384–385). 

 It the chapter we contend that the change of K-wave upswing and downswing 
phases correlates signifi cantly with the phases of fl uctuations in the relationships 
between the World System Core and Periphery, as well as with World System Core 
changes– the growth or decline of its strength, emergence of competing centers, 
their movements, and so on. Currently, the World System Periphery, in contrast with 
what was observed not so long ago, tends to develop more rapidly than the core 
(Grinin & Korotayev,  2015a ,  2015b ). This has become especially salient during the 
current global economic crisis. 

 Thus, what is the correlation between structural changes of the World System 
and periodic fl uctuations within the K-wave dynamics? Authors suggest that during 
the K-wave downswings the Core tended to subjugate, integrate, and pull up the 
Periphery to a greater extent than what was observed during the K-wave upswings. 
It is during the K-wave downswings that the Core tended to expand vigorously 
(in various way) to the Periphery by investing resources into it and by actively mod-
ernizing it. Those efforts and resource fl ows made a rather important contribution in 
the slow-down of the  Core growth rates  . In contrast, during K-wave upswings the 
Core's activities were concentrated within the core part of the World System; in the 
meantime the balance of resource movement turned out to be in favor of the Core. 
Such a situation led to the acceleration of the growth rates of the Core countries 
(As reader will see in  Chap.     4     , this approach in some respect correlates with 
Akamatsu’s theory). However, this regularity changed at the A-phase of the Fifth 
K-wave as during this period the main economic growth was generated not by the 
Core, but rather by the Periphery whose strongest countries moved to the 
Semiperiphery and even became new centers of growth. This tendency is also con-
tinuing at the B-phase of the current Fifth K-wave. 

  In the third chapter “  Interaction between Juglar Cycles and Kondratieff 
Waves  ”  the authors describe Juglar cycles, provide a brief history of their study, and 
then concentrate on aspects of the relationship between the medium-term (7–11 
years) Juglar cycle (J-cycle) and long (40–60 years) Kondratieff cycle (K-waves). In 
their opinion, such an approach can greatly clarify the causes of alternation of 
upward and downward phases within the Kondratieff waves, and the reasons for the 
relative stability of the length of these waves. They proceed from the fact that long- 
term processes must have appropriate causes. For K-waves such causes are rooted 
in the very nature of the expanded reproduction of the economy, but less long pulses 
(associated with alternating J-cycles) streamline periodicity. In their opinion, 
J- cycles   are the only real factor that can set the rhythm of Kondratieff waves and 
their phases. 
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 The point is that adjacent 2–4 medium cycles form a system that affects 
dynamics of economic trend. The latter can be an upswing (active) or a down-
swing (depressive). The mechanisms of formation of such medium-term trends 
and changing tendencies are explained in this chapter. The presence of such 
clusters of medium cycles (general duration of which is 20–30 years) deter-
mines to a large degree the long-wave dynamics and its timing characteristics. 
It also can provide certain means for forecasting, and the respective chapter 
contains such forecasts. 

 This chapter provides a verbal model of Kondratieff waves, based on the close 
relationship between the medium-term (7–11 years) Juglar cycles and K-waves. As 
has already been mentioned, the relative duration and regularity of change of 
K-wave phases is determined by the nature of nearby chains or clusters of J-cycles. 

 A chain-cluster of J- cycles   with less pronounced depressions, and more durable 
pronounced expansions is denoted as “A-cluster”, whereas a chain-cluster of 
J-cycles with more pronounced depressions and less intense and less prolonged 
expansions is denoted as “B-cluster”. 

 During the K-wave A-phase the fast economic expansion leads inevitably to the 
necessity of societal change; as a result, B-phase starts. But the possibilities of soci-
etal transformation lag behind the demands of the economy, that is why periods of 
such a restructuring correspond to periods of more diffi cult development, that is, to 
K-wave downswings. 

 The model proposed in this chapter suggests that one can observe an evident 
negative feedback between the K-wave trends, which strengthens with each new 
medium-term cycle (until the trend does not change), since the nature and results of 
each J-cycle is a signal for a particular type of action of active participants in the 
process (from individual entrepreneurs to whole states and supranational 
organizations). 

 The model also shows that for an adequate understanding of the nature of 
Kondratieff waves it is necessary to consider their effect fi rstly at the  World System 
level  . The World System scale allows to support long-term positive feedbacks and 
to delay the manifestation of negative feedbacks. During the A-phase positive feed-
backs emerge due to the acceleration of modernization within the World System as 
a whole, while during the B-phase they emerge due to the complexity of fi nding 
anti-crisis measures. 

 In this chapter authors also analyze the transmission of impulses from the lead-
ing countries to the less developed or less actively developing ones throughout the 
K-wave, and the connection with the J-cycles. During the period of one J-cycle 
(7–11 years) advantages of new technologies, organizational arrangements, and 
other achievements (that have appeared in the leading country or countries) become 
more obvious. The second cycle initiates, with great intensity, the modernization of 
a large number of countries. The third cycle extends modernization, but at this level 
there are already diffi culties associated with the complexity of sharing as well as a 
fall in the rate of profi t, and—very importantly—the transformation of institutions 
and relationships both within individual countries and across the World System. 
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 The authors also focus on how and why the main K-wave dynamics indicators 
change. Kondratieff himself and many researchers after him believed that the main 
indicators of the upswing/downswing dynamics within the K-waves are associated 
with the directions of price trends. But in recent decades this role is rather played by 
relative GDP growth rate dynamics. 

 The analysis of the dynamics of K-waves for over two hundred years suggests 
that within this apparent incompatibility one may still trace some organic link, if we 
assume that the factors that defi ne K-wave phases change (at least, according to 
their importance) in a natural way. K-waves change their manifestations in connec-
tion with the development of industrial production, as well as with the expansion of 
the World System and the  World System links  . In addition, the role of the state 
grows. It is worth noting that van Duijn puts forward a very plausible hypothesis 
that long waves in economic growth emerged in the second half of the nineteenth 
century, replacing long waves in price movements (van Duijn,  1983 : 91). 

 If we accept the idea of natural changes in the K-wave factors, it allows us to 
move to an organic synthesis of all the major theories explaining K-waves 
through monetary, technological, investment, external and military factors. But 
of course, such a change of the driving forces of long-term trends could not be 
either rapid or complete. 

 It seems that price changes, as the main K-wave indicator, started to be replaced 
by the fl uctuations in economic growth rates sometime in the early twentieth cen-
tury. This, in particular, is refl ected in the competition between Britain and Germany. 
Finally, this became clear after the First World War and the postwar crisis of 1920, 
and it is no accident that in the period preceding the  Great Depression  , prices barely 
rose, which even was a cause of some forecast errors. Such a radical change in the 
oscillation factors coincided (but not coincidentally): (a) with an almost complete 
expansion of the World System, (b) with the change of its leader, (c) with the weak-
ening of the gold standard, and (d) with the fact that the industry, including heavy 
industry, began to play a decisive role in the pace and direction of economic growth. 

 During the nineteenth century the role of the state changed signifi cantly: it 
stopped being neutral, as states became more and more interested in high economic 
growth rates (some states showed interest in the development of trade and industry 
quite long ago, in particular, parliamentary commissions in England analyzed rea-
sons for the decline of industry during the 1825 crisis, see for example: Tугaн- 
Бapaнoвcкий,  2008  [1913]). Prior to this, states at best cared for maintaining stability 
of the currency and government securities, and partly for the construction of com-
munications. We should also note the state’s role in the development of military 
technology and military organization. Starting from the  Great Depression   the eco-
nomic growth became one of the main concerns of the state. However the price 
upswings and downswings have not vanished completely; indeed, the current defl a-
tion trend demonstrates this quite convincingly. 

  Chapter     4       “  From Kondratieff cycles to Akamatsu waves? A new center- 
periphery perspective on long cycles  ”  highlights “dual” or even “triple” structure of 
cycles—global ups and downs, national ups and downs, and ups and downs in the 
relative position of countries in the global economy. We study the relationship 
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between the cycles of convergence of the economies of the World System with the 
overall economic fl uctuations. The chapter presents the thought of the Japanese 
economist Kaname Akamatsu, and puts it into a larger perspective, it also develops 
and details some ideas explored in  Chap.     2     . 

 We present  Akamatsu’s theory  , and the links between his “fl ying geese” ( Gankō 
Keitairon ) model and Kondratieff’s ideas. Akamatsu’s original new contribution to 
the Kondratieff cycle debate is his analysis of the “differentiation” of the world econ-
omy (Akamatsu,  1961 ,  1962 ; see also Arrighi, Silver, & Brewer,  2003 ; Kasahara, 
 2004 ; Krasilshchikov,  2014 ; Ozawa,  2004 ,  2013 ; Schroeppel & Nakajima,  2002 ). 

 The rising A-phase of the global Kondratieff cycle will be a period of differentia-
tion in the world economic structure, while the B-phase of the cycle coincide with a 
process of “uniformization” in the world economic structure. 

 For Akamatsu, the characteristic structure of  the   Center-Periphery relationship, 
which he more deeply analyze in his publication (Akamatsu,  1962 ), is characterized 
by the fact that the underdeveloped nation will export primary products and will 
import industrial goods for consumption. Later on, an underdeveloped nation will 
attempt to produce goods which were hitherto imported, fi rst in the fi eld of con-
sumer goods, and later on in the area of capital goods. As the fourth stage of the 
process, the underdeveloped nation will attempt to export capital goods. There will 
be a tendency of “advanced” differentiation in the world economy, because the capi-
tal goods industries in advanced nations will still advance further, giving rise to 
“extreme differences of comparative costs”. The wild-geese fl ying pattern will 
include three sub-patterns: the fi rst is the sequence of imports—domestic produc-
tion—exports; the second will be the sequence from consumer goods to capital 
goods and from crude and simple articles to complex and refi ned articles; the third 
will be the re-alignment from the advanced nations to backward nations according 
to their stages of growth. 

 Akamatsu foresaw the huge discrepancies in the structure of the world economy 
caused by imports to the periphery, which lead to discrepancies in the balance of 
payments, and the pressure to increase exports of primary products to improve the 
balance. Discrepancies will also lead to a shift of production away from domestic 
industries in the  underdeveloped   country towards the export sector. This leads to 
problems of excessive supply capacities in the underdeveloped country. 

  Chapter     4      compares these theoretical advances with the analyses put forward by 
Arrighi, Silver, & Brewer ( 2003 ) and Vernon ( 1966 ). Arrighi and associates cor-
rectly foresaw that the zones of prosperity in the world economy not only cluster in 
time, but also in space. The innovation process will be highly unequal. High incomes 
create a favorable environment for product innovations; high costs create a favor-
able environment for innovations in techniques; and cheap and abundant credit cre-
ates a favorable environment for fi nancing these and all other kinds of innovations. 
Up to the onset of the  Great   Convergence (see Grinin & Korotayev,  2015a ), there 
tended to be a “virtuous circle” of high incomes and innovations in the wealthy 
countries as opposed to the tendency in the poorer countries to reap few, if any, of 
the benefi ts of the innovations. However, in the recent decades, after the start of the 
Great Convergence, the situation has changed dramatically ( ibidem ). 
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 In  Chap.     4     , as well as in  Appendix     B     , we not only analyze cycles, but also long- 
run trends, with a turning point for many countries taking place in the present 
decade. Much more ill-fated is the trajectory of the European center and the 
European semi-periphery. Their upward ascent defi nitely came to a halt, implying a 
very long-run shift in the socio-geographical structure of the world economy. 

 The free availability of the Maddison data set (Bolt & van Zanden,  2013 ) with its 
long time series about real income in  purchasing power per capita   since the nine-
teenth century in 31 countries, 13  really invites global research to think beyond the 
boundaries of national economic cycles and to relate the “national swings” to the 
upward and downward more long-term movements of national  societies   in the 
global center-periphery structure. 

  Chapter     4      compares the effects of the recent two world depressions and the 
decline of real incomes in many countries in the periods 1929–1933 and 2007–
2011, underlining how dramatically different the experience of the European 
periphery is in comparison to the BRICS countries. 

 We show the severity of the  Great Depression   in the 1930s, which so deeply 
struck at North America, Poland, Austria and several but not all nations of Latin 
America. Interestingly enough, several countries, starting from Scandinavia, the 
UK, several Latin American countries, Portugal, Turkey, Russia, China, India, 
Japan et cetera did relatively well and dived out from the 1930s depression in an 
often remarkable way. 

 The tsunami of the depression 2008/2011 swept most severely over the economic 
landscapes of Greece and Ireland as well as a great number of other countries—such 
as Italy, Denmark, Spain, United Kingdom, New Zealand, Norway, Finland, Japan, 
Portugal, United States, Hungary, France, Venezuela, Belgium, Netherlands, El 
Salvador, Canada, and Mexico. We establish empirical comparisons between the 
effects of the 1929 and 2008 depressions, and fi nally highlight the issue of eco-
nomic convergence and disaster cycles in the work of neo-classical contemporary 
economics (Barro & Ursúa,  2008 ; Jaeger & Springler,  2012 ; Mankiw, Romer, & 
Weil,  1992 ; see also Barro,  2012 ; Berthold & Kullas,  2009 ; Gennaioli, La Porta, 
Lopez-de-Silanes, & Shleifer,  2014 ). We also highlight the relationship of the Barro 
“economic disaster cycle” and the Kondratieff cycle. 

 The chapter tries to link the issue of long cycles with the issue of economic 
convergence and divergence in the World System, because (as it is discussed in 
 Chap.     4     ) there are very strong cyclical ups and downs of relative convergence in the 
world system, observable not just in the “national” growth rates and “national” eco-
nomic cycles (Akamatsu waves). 

  The Fifth chapter  “ Kondratieff Waves and Technological Revolutions ” has been 
prepared the basis of the theory of production principles and production  revolutions  . 
In this chapter we reveal the interrelation between K-waves and major technological 

13   Argentina; Australia; Austria; Belgium; Brazil; Canada; Chile; Colombia; Denmark; Finland; 
France; Germany; Greece; India; Indonesia; Italy; Japan; Netherlands; New Zealand; Norway; 
Peru; Portugal; Russia; Spain; Sri Lanka; Sweden; Switzerland; UK; Uruguay; USA; and 
Venezuela. 
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breakthroughs in history (such as the Industrial Revolution) and make forecasts 
about features of the sixth Kondratieff wave in the light of the theory of Cybernetic 
Revolution that, from our point of view, started in the 1950s and will be completed 
in the 2060s or 2070s. 

 We have established a close correlation between Industrial and Scientifi c- 
Cybernetic production principles’ cycles and Kondratieff cycles. Taking into 
account that K-waves arose only at a certain level of economic development of 
societies (see above), we can consider K-waves as a specifi c mechanism connected 
with the emergence and development of the Industrial production principle and the 
expanded reproduction of industrial economy. Given that each new K-wave does 
not just repeat the wave motion, but is based on a new technological system, 
K-waves in a certain aspect can be treated as phases of the development of the 
Industrial production principle and the fi rst phases of development of the Scientifi c-
Cybernetic production principle. 

 There is a special section that demonstrates specifi c features of the Fourth and 
Fifth K-waves and their phases. It explains on the basis of the theory of production 
revolutions why the Fourth wave was so powerful and why there is no comparably 
 strong   technological breakthrough during the Fifth K-wave. The theory of produc-
tion revolution also can explain the contemporary phenomenon when periphery of 
the World System develops faster than its core. 

 We assume that the sixth K-wave in the 2030s and 2040s will merge with the 
fi nal phase of the Cybernetic Revolution (which we call a phase of self-regulating 
systems). This period will be characterized by the breakthrough in medical tech-
nologies which will be capable of combining a number of other technologies into a 
single system of new and innovative technologies. The chapter offers some fore-
casts concerning the development of these technologies .  The drivers of the fi nal 
phase of the Cybernetic Revolution will be medical technologies, additive manufac-
turing (3D printers), nano- and biotechnologies, robotics, IT, cognitive sciences, 
which will together form a sophisticated system of self-regulating production. We 
can denote this complex with an acronym ‘MANBRIC’. 14  Thus, we suppose that 
medical technologies will be a sphere of the initial technological breakthrough and 
the emergence of the MANBRIC-technology complex. It is worth remembering that 
the Industrial Revolution began in the  rather   narrow area of cotton textile manufac-
turing and was connected with the solution of quite concrete problems—at fi rst, 
liquidation of the gap between spinning and weaving, and then, after increasing 
weavers’ productivity, searching for the ways to mechanize spinning (see Allen, 
 2009 ; Grinin & Korotayev,  2015a ). However, the solution of these narrow tasks 
caused an explosion of innovations conditioned by the existence of a large number 
of the major elements of machine production (including abundant mechanisms, 
primitive steam-engines, quite a high volume of coal production, etc.) which gave 

14   The order of the letters in the acronym does not refl ect our understanding of the relative impor-
tance of areas of the complex. For example, biotechnologies will be more important than nanotech-
nologies, let alone additive manufacturing. The order is determined simply by the convenience of 
pronunciation of the respective acronym. 
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an impulse to the development of the Industrial Revolution. By analogy, we assume 
that the Cybernetic Revolution will start fi rst in a certain area. Given the general 
vector of scientifi c achievements and technological development and taking into 
account that a future breakthrough area should be highly commercially attractive 
and have a wide market, we forecast that the fi nal phase of this revolution (the phase 
of self-regulating systems) will begin somewhere at the intersection of medical 
technologies and many other technologies connected with them. 

 Certainly, it is almost impossible to forecast the concrete course of innovations. 
However, the general vector of breakthrough can be  defi ned   as a rapid growth of 
opportunities for correction or even modifi cation of the human biological nature. In 
other words, it will be possible to extend our opportunities to alter a human body, 
perhaps, to some extent, its genome; to widen sharply our opportunities of mini-
mally invasive infl uence and operations instead of the modern surgical ones; to use 
extensively means of cultivating separate biological materials, bodies or their parts 
and elements for regeneration and rehabilitation of an organism, and also artifi cial 
analogues of biological material (bodies, receptors), etc. 

 This will make it possible to  radically   expand the opportunities to prolong the 
life and improve its biological quality. It will be technologies intended for common 
use. Certainly, it will take a rather long period (about two or three decades) from the 
fi rst steps in that direction (in the 2030–2040s) to their common use. 

  The Sixth chapter  “ Afterword :  New Kondratieff wave and forthcoming global 
social transformation” . This fi nal chapter in many respects continues the subject 
which has been analyzed in the previous chapter. It analyzes some aspects of the 
population ageing and its important consequences for particular societies and the 
whole world with respect to the new (sixth) K-wave and its forthcoming technolo-
gies.  Population ageing   is important for both the World System core and many 
countries of the global periphery and it has turned into a global issue. In the forth-
coming decades population ageing is likely to become one of the most important 
social processes determining the future characteristics of society and the direction 
of technological development. 

 Based on this analysis and the conclusion (in  Chap.     5     ) that the future technologi-
cal breakthrough (which we defi ne as the fi nal phase of the Cybernetic Revolution) 
is likely to take place in the 2030s, we offer some important forecasts. 

 As demonstrated in  Chap.    5    , in the 2020s and 2030s we expect the upswing of 
the forthcoming Sixth Kondratieff wave, which will introduce the sixth technologi-
cal paradigm (system). 

 The main conclusion of the chapter is that the process of global ageing will be 
both one of the main reasons and one of the main driving forces for the formation of 
a new technological paradigm of the Sixth K-wave as well as the fi nal phase of the 
 Cybernetic   revolution. That is why all those revolutionary technological changes 
will be connected, fi rst of all, with breakthroughs in medical and related technolo-
gies, and the fi rst direction of this new innovative breakthrough will be medical 
technologies. 

 So, by the 2030s, the number of middle-aged and elderly people will increase; 
the economy will desperately need additional labor resources while the state will be 
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interested in increasing the working ability of elderly people, as the population of 
wealthy and educated people will grow in a rather signifi cant way. In other words, 
the unique conditions for the stimulation of business, science and the state to make 
a breakthrough in the fi eld of medical technologies will emerge, and just these 
unique conditions are necessary to start the innovative phase of a revolution. 

 It is extremely important to note that enormous  fi nancial   resources will be accu-
mulated for the technological breakthrough, such as: the pension money whose vol-
ume will increase at high rates; spending of governments on medical and social 
needs; growing expenses of the ageing population to support health. All this can 
provide initial large investments as it has high investment appeal for respective ven-
ture projects and long-term high demand for innovative products. That is, there will 
be a full set of favorable conditions for a powerful technological breakthrough. 

 To decide the problem of supplying means of subsistence and social services for 
a growing number of ageing pensioners, the world needs a new system of fi nancial- 
economic regulation at the global scale. However, such a global regulation cannot 
emerge from nowhere. It can be realized only in the fi ght against the crisis- depressive 
phenomena, and as a result of the reconfi guration of the World System. In the chap-
ter we draw the picture of future changes of the world order. 

 We also present our ideas about the fi nancial instruments that can help to solve 
the problem of pension provision for the growing elderly population in the devel-
oped countries. We think that a more purposeful use of pension funds' assets together 
with their allocation (with necessary guarantees) into education and upgrade of the 
skills of young people in the World System periphery may partially solve the indi-
cated problem in the developed states. 

 The chapter offers some forecasts  concerning   the development of these technolo-
gies and its social consequences. One of our forecasts concerns the future of long 
cycles. The sixth K-wave ( c.  2020—the 2060/2070s), like the fi rst K-wave, will 
proceed generally during completion of the production revolution. However, there 
is an important difference. During the fi rst K-wave the duration of the one phase of 
the industrial production principle signifi cantly exceeded the duration of the whole 
K-wave. But now one phase of the K-wave will exceed the duration of one phase of 
production principle. This alone should essentially modify the course of the sixth 
K-wave; the seventh wave will be feebly expressed or will not occur at all. Such a 
forecast is based also on the fact that the end of the Cybernetic Revolution and dis-
tribution of its results will promote integration of the World System, considerably 
increasing the infl uence of new universal regulation mechanisms. It is quite possi-
ble, considering the fact that the coming fi nal phase of the revolution will  include   
the revolution of the regulating systems. Thus, the management of the economy 
should reach a new level. So, K-waves appeared at a certain stage of social evolu-
tion and they are likely to disappear at its certain stage. 

  In Appendix     A       “  Biographies of Nikolay Kondratieff and Kaname Akamatsu  ”  
we provide biographic sketches of Kondratieff and Akamatsu, describe some of 
their ideas and plans, and show how Kondratieff theory infl uenced Akamatsu’s 
scholar carrier. 
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  Appendix     B       “  Spectral analysis and other statistical approaches to the study of 
cycles with different lengths  ”  is connected with  Chap.     4     . It is based on a variety of 
standard econometric techniques, and aims to be a fairly comprehensive test of the 
hypotheses about long Kondratieff cycles. The appendix presents the econometric 
results of our analyses in a user-friendly fashion. 31 countries of our sample make 
up approximately 40.8 % of global population and 57.8 % of global purchasing 
power. Our data for world industrial production growth are an extension of the 
materials, fi rst presented by Goldstein ( 1988 ), updated by Tausch and Ghymers 
( 2007 ), relying on UNIDO data on world-wide industrial production growth from 
the mid-1970s to the turn of the millennium, now updated by open access fi gures 
from the United States Central Intelligence Agency. 

 Our fi gures on major power wars were fi rst presented by Goldstein ( 1988 ), 
updated by  PRIO data   (major power wars) until 2002 (Tausch & Ghymers,  2007 ). 
The online appendices further highlight our freely available data. 

 After debating the methodological issues in a non-mathematical fashion, we 
present the main results. 

 (1) Our results on the level of the world economy are a resounding “yes” for the 
hypotheses voiced by Kondratieff, but with several additional qualifi cations and 
extensions. (2) Kondratieff was right in analyzing a 54 year cycle of the real econ-
omy, but there are other important cycles too; some of them very well known to 
social science research, others perhaps still more to be explored. (3) On the level of 
industrial production growth in the world economy, there is—parallel to the 
Kondratieff cycle—a 140 year “logistic” cycle, fi rst analyzed by Immanuel 
Wallerstein; and in addition, there is evidence on a new 36 year disaster cycle, cor-
rectly predicted by the neoclassical contemporary economist Robert Barro. (4) For 
sure, there is also evidence—although somewhat weaker than expected—for a 
22–23 year Kuznets cycle and the shorter, well-known real estate cycles, Juglar 
cycles and Kitchin cycles. (5) We also analyze the connection between the 75-year 
rolling correlation trend of the war cycle and the 75-year rolling correlation trend of 
the Wallerstein economic cycle. 

 We also re-analyze  contentions   about war cycles and their relationships to the 
Kondratieff cycles. In addition, we discuss exit strategies from economic crises and 
the implications of our analysis for Russia. In the fi nal part of this appendix a reader 
will fi nd “A primer on spectral analysis and time series analysis”. 

 In many ways, the modern world is entering a very turbulent era, during which 
the old economic and political world order will change signifi cantly and features of 
the new world order are likely to emerge. This turbulence will no doubt be expressed 
in various crises. That is why to a certain extent the expression “hallmarks of cri-
ses”, mentioned in the  Preface  refers not just to the present moment, but also to the 
near future. As we have said, the study of different cycles and their interactions with 
each other, as well as the application of sophisticated methods of analyzing eco-
nomic statistics are not an end in itself, but only an opportunity to improve our 
understanding of the modern trends of economic development and the basic charac-
teristics of the modern economic system. It is also an opportunity to improve our 
forecasting potential, and, thus, to make future trials a bit less severe.       
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    Chapter 2   
 Kondratieff Waves in the World System 
Perspective                     

            This chapter offers an historical and theoretical analysis of K-wave dynamics within 
the World System framework; in particular, it studies the infl uence of long wave 
dynamics on the changes of the world GDP growth rates during the last two centu-
ries. This chapter concludes with a section that presents an hypothesis that the 
change of K-wave upswing and downswing phases correlates signifi cantly with the 
phases of fl uctuations in the relationships between the World System Core and 
Periphery, as well as with changes in the World System Core. 

 As we have already mentioned above, qualitative movement toward new unknown 
forms and levels cannot proceed infi nitely because of inevitable limitations. As a 
result, such movement is accompanied by the emergence of disproportions as well as 
growth of competition for resources, etc. On the other hand, continuous human effort 
to overcome environmental resistance to such a movement has created conditions for 
the continuous emergence of more and more complex and effective structures at the 
level of both individual societies and the World System as a whole. However, rela-
tively short periods of fast development gave place to periods of stagnation, crisis, 
and sometimes even collapse. This was one of the main causes that led to the forma-
tion of cyclical components of social macrodynamics that in the pre-industrial 
epoch could include cycles with many different periods, including secular and even 
millennial ones (e.g., Korotayev & Khaltourina,  2006 ; Korotayev, Malkov, & 
Khaltourina,  2006a ,  2006b ; Коротаев et al., 2010; Nefedov,  2004 ; Гpинин и 
Кopoтaeв,  2012 ; Turchin,  2003 ,  2005a ,  2005b ; Turchin & Korotayev,  2006 ; Turchin 
& Nefedov,  2009 ). 

 As we said in  Chap.     1     , in the industrial period we see the emergence of new 
cyclical components including Juglar cycles with a characteristic period between 7 
and 11 years that manifest themselves in energetic booms and crises that suddenly 
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engulf social systems. At the same time cyclical dynamics in undustrial societies is 
represented by cycles with a characteristic period of 40 to 60 years known as 
Kondratieff waves (or just K-waves). 

 In this chapter we will analyze the emergence of K-waves in the World System 
economic dynamics in the nineteenth century and the changes that can be traced 
within K-wave patterns in the twentieth century, but especially after the Second 
World War. We will also analyze the peculiarities of the study of K-waves within the 
World System scale and will demonstrate that an adequate understanding of the 
nature of the modern K-wave dynamics can only be achieved if this phenomenon is 
studied precisely within this framework. 

    Long Waves in the World Economic Dynamics 

 As it has been already said, in the 1920s Nikolai Kondratieff observed that the 
historical record of some economic indicators then available to him appeared to 
indicate a cyclic regularity of phases of gradual increases in the values of these 
respective indicators followed by phases of  decline   and produced a systematic 
analysis of these data (Kondratieff,  2004  [1922]: Chap. 5,  1935  [1925],  1926 ; 
Кoндpaтьeв,  1922 : Chap. 5;  1925 ,  2002 ). The period of these apparent oscilla-
tions seemed to him to be around 50 years. This pattern was found by him with 
respect to such indicators as prices, interest rates, foreign trade, coal and pig iron 
production (as well as some other production indicators) for some major Western 
economies (fi rst of all England, France, and the United States). Whereas the long 
waves in pig iron and coal production were claimed to be detected since the 1870s 
at the world level as well 1 . 

 Kondratieff himself (in his seminal article “Long Cycles of Conjuncture” 
Кoндpaтьeв,  1925 ) mentioned the following scientists who had managed to detect 
before him to some degree these long waves of economic dynamics: Aftalion 
( 1913 ), Layton ( 1922 ), Lescure ( 1907 ,  1912 ), Moore ( 1914 ,  1923 ), Motylev 
(Moтылeв,  1923 ), Spiethoff ( 1925 ), and Trotsky (Tpoцкий,  1923 ); however, 
Trotsky was not sure that those waves could be regarded as a regular phenomenon 
(see Кoндpaтьeв,  1993a : 27–29). He also mentioned a number of economists who 
refused to identify long waves as a regular phenomenon, but actively discussed 
them, such as Cassel ( 1918 ), Kautsky (Кaутcкий  1918 ), Osinsky (Ocинcкий, 
 1923a , 1923б) ( Ibidem : 29). In his study “Dynamics of prices of manufactured and 

1   Note that as regards the production indices during decline/downswing phases we are dealing with 
the slowdown of the growth of production rather than with actual declines in production that rarely 
last longer than 1–2 years, whereas during the upswing phase we are dealing with a general accel-
eration of production growth rates in comparison with the preceding downswing/slowdown period 
(see, e.g., Modelski  2001 ,  2006  who prefers quite logically to designate ‘decline/downswing’ 
phases as ‘phases of take-off’, whereas the upswing phases are denoted by him as ‘high growth 
phases’). 
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agricultural commodities” published in 1928 (Кoндpaтьeв,  2002 : 450–451) 
Kondratieff provided an even larger list of economists who noticed the long wave 
phenomenon. 

 Among important Kondratieff predecessors one should also mention J. van 
Gelderen ( 1913 ), M. A. Bunyatyan (Бунятян  1915 ), and S. de Wolff ( 1924 ). One 
can also mention William Henry Beveridge (better known, perhaps, as Lord 
Beveridge, the author of the so-called Beveridge Report on Social Insurance and 
Allied Services of 1942 that served after the Second World War as the basis for the 
British Welfare State, especially the National Health Service), who discovered a 
number of cycles in the long-term dynamics of wheat prices, whereas one of those 
cycles turned to have an average periodicity of 54 years (Beveridge,  1921 ,  1922 ). 

 In any case, it is clear that long waves started to be mentioned quite frequently in 
the 1900s, but starting from the 1920s they began to be mentioned especially actively. 
One of Kondratieff’s teachers, Tugan-Baranovsky also mentioned them, in particular 
in his study “Paper  Money   and Metal” (Tугaн-Бapaнoвcкий,  1998  [1917]). However, 
none of the abovementioned economists had studied the long waves systematically, 
and none of them offered a systematic theory of the long cycles. Thus, the real con-
tribution of Kondratieff was not the discovery of the long wave phenomenon as is 
frequently believed, but the systematic study of this phenomenon and the develop-
ment of a long wave theory on this basis. 

 In many respects Kondratieff’s discovery can well be compared with Edwin 
Hubble’s discovery of the expanding Universe that was made also in the 1920s. 
Let us recollect that the redshift phenomenon had been known long before the 
seminal work of Hubble. But it was Hubble who was able to produce a systematic 
theory of the expanding Universe on the basis of the systematic analysis of the 
 redshift data  . Similarly, the long wave phenomenon in economic dynamics had 
been known well before Kondratieff, but it was Kondratieff who was able to pro-
duce a systematic theory of the long cycles of global dynamics on the basis of a 
systematic analysis of scattered observations of long waves  within   the economic 
dynamics of various countries. 

 Kondratieff himself identifi ed the following long waves and their phases (see 
Table  2.1 ).

   The subsequent students of Kondratieff cycles identifi ed additionally the follow-
ing long-waves in the post-World  War   1 period (see Table  2.2 ).

   Table 2.1    Long waves and their  phases   identifi ed by Kondratieff   

 Long wave 
number 

 Long wave 
phase  Dates of the beginning 

 Dates of the 
end 

 I  A: upswing  ‘The end of the 1780s or beginning of the 
1790s’ 

 1810–1817 

 B: downswing  1810–1817  1844–1851 
 II  A: upswing  1844–1851  1870–1875 

 B: downswing  1870–1875  1890–1896 
 III  A: upswing  1890–1896  1914–1920 

 B: downswing  1914–1920 
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   ( Sources:  Ayres,  2006 ; Бoбpoвникoв,  2004 : 47; Dickson,  1983 ; Goldstein, 
 1988 : 67; Jourdon,  2008 : 1040–1043; Linstone,  2006 : Fig. 1; Mandel,  1980 ; 
Modelski & Thompson,  1996 ; Пaнтин и Лaпкин,  2006 : 283–285, 315; Tausch, 
 2006b : 101–104; Thompson,  2007 : Table 5; Van Duijn,  1983 : 155; Wallerstein, 
 1984 . The last date is suggested by the authors of the present book. It was also 
suggested earlier by Lynch,  2004 ; Пaнтин и Лaпкин,  2006 : 315; see also Aкaeв, 
 2010 ; Aкaeв и Caдoвничий,  2010 ; Akaev, Fomin, Tsirel, & Korotayev,  2010 ; 
Aкaeв et al.,  2011 ; about the forthcoming sixth wave see Chaps.   5     and   6    ). 

 A considerable number of explanations for the observed Kondratieff wave (or 
just K-wave Modelski,  2001 ; Modelski & Thompson,  1996 ) patterns have been 
proposed. From the initial stages of K-wave research, the respective K-wave pattern 
was detected in the most affi rmative way with respect to price indices (see below). 
Most explanations proposed during this period were monetary, or monetary-related. 
For example, K-waves were connected with the infl ation shocks caused by major 
wars (e.g., Åkerman,  1932 ; Bernstein,  1940 ; Silberling,  1943 , etc.). In recent 
decades such explanations went out of fashion, as the K-wave pattern stopped being 
traced in the price indices after the Second World War (e.g., Бoбpoвникoв,  2004 : 54; 
Goldstein,  1988 : 75). 

 Kondratieff himself accounted for K-wave dynamics fi rst of all on the basis of 
capital investment dynamics (see Kondratieff,  1928 ,  1984 ; Кoндpaтьeв,  2002 : 387–
397). This line was further developed by Jay W. Forrester and his colleagues (see, 
e.g., Forrester,  1978 ,  1981 ,  1985 ; Senge,  1982  etc.), as well as by A. van der Zwan 
( 1980 ), Hans Glismann, Horst Rodemer, and Frank Wolter (1983) etc. 

 However, in the recent decades the most popular explanation of K-wave dynam-
ics was the one connecting them with the waves of technological innovations. 

 Kondratieff himself noticed that ‘during the recession of the long waves an espe-
cially large number of important discoveries and inventions in the technique of  pro-
duction and communication   are made, which, however, are usually applied on a 
large scale only at the beginning of the next long upswing’ (Kondratieff,  1935 : 111, 
see also, e.g., Кoндpaтьeв,  2002 : 370–374). 

 This direction of reasoning was used by Schumpeter ( 1939 ) to develop a rather 
infl uential ‘ cluster-of-innovation  ’ version of K-waves’ theory, according to which 
Kondratieff cycles were predicated primarily on discontinuous rates of innovation 
(for more recent developments of the Schumpeterian version of K-wave theory see, 
e.g., Ayres,  2006 ; Berry,  1991 ; Dator,  2006 ; Devezas and Modelski,  2003 ; Dickson, 

   Table 2.2    ‘Post-Kondratieff’  long   waves and their phases   

 Long wave number  Long wave phase  Dates of the beginning  Dates of the end 

 IV  A: upswing  1939–1950  1968–1974 
 B: downswing  1968–1974  1984–1991 

 V  A: upswing  1984–1991  2006–2008 
 B: downswing  2006–2008  the 2020s? 
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 1983 ; Freeman,  1987 ; Hirooka,  2006 ; Maeвcкий,  1997 ; Mensch,  1979 ; Modelski and 
Thompson,  1996 ; Modelski,  2001 ,  2006 ; Papenhausen,  2008 ; Perez,  2011 ; Якoвeц, 
 2001 ; Tylecote,  1992 ; Глaзьeв,  1993 ) for the most recent presentation of empirical 
evidence in support of Schumpeter’s cluster-of-innovation hypothesis see Kleinknecht & 
van der Panne,  2006 ; Кopoтaeв и Гpинин  2013 ). Within this approach every 
Kondratieff wave is associated with a certain leading sector (or leading sectors), tech-
nological system(s) or technological style(s). For example, the third Kondratieff wave 
is sometimes characterized as ‘the age of steel, electricity, and heavy engineering. The 
fourth wave takes in the age of oil, the automobile and mass production. Finally, the 
current fi fth wave is described as the age of  information   and telecommunications’ 
(Papenhausen,  2008 : 789); whereas the forthcoming sixth wave is sometimes sup-
posed to be connected fi rst of all with nano- and biotechnologies (e.g., Aкaeв,  2010 , 
 2011 ; Dator,  2006 ; Lynch,  2004 ; Пpaйд и Кopoтaeв,  2008 ; for a detailed analysis of 
the possible technological basis of the sixth K-wave see  Chaps.     5      and    6      below). 

 There were also a number of attempts to combine capital investment and 
innovation theories of K-waves (e.g., Aкaeв,  2010 ; Rostow,  1975 ,  1978 ; van 
Duijn,  1979 ,  1981 ,  1983  etc.). Of special interest is the  Devezas–Corredine 
model   based on biological determinants (generations and learning rate) and 
information theory that explains (for the fi rst time) the characteristic period 
(50–60 years) of Kondratieff cycles (Devezas & Corredine,  2001 ,  2002 ; see also 
Devezas, Linstone, & Santos,  2005 ). 

 Many social scientists consider Kondratieff waves as a very important compo-
nent of modern  world-system dynamics  . As has been phrased by one of the most 
important K-wave students,

  long waves of economic growth possess a very strong claim to major signifi cance in the 
social processes of the world system… Long waves of technological change, roughly 40–60 
years in duration, help shape many important processes… They have become increasingly 
infl uential over the past thousand years. K-waves have become especially critical to an 
understanding of economic growth, wars, and systemic leadership… But they also appear 
to be important to other processes such as domestic political change, culture, and genera-
tional change. This list may not exhaust the signifi cance of Kondratieff waves but it should 
help establish an argument for the importance of long waves to the world's set of social 
processes (Thompson,  2007 ). 

   Against this  background   it appears rather signifi cant that evidence of the very 
presence of the Kondratieff waves in the world dynamics remains quite controver-
sial. The presence of K-waves in price dynamics (at least till the Second World War) 
has found very wide empirical support (see, e.g., Cleary & Hobbs,  1983 ; Gordon, 
 1978 : 24; van Ewijk,  1982  etc.). However, as has been mentioned above, the K-wave 
pattern stopped being traced in the price indices after the Second World War (e.g., 
Бoбpoвникoв,  2004 : 54; Goldstein,  1988 : 75). 

 On the other hand, as has already been demonstrated (Щeглoв,  2009 ; Гpинин, 
Кopoтaeв, и Циpeль,  2011 : 75–77), when infl ation is taken into account, and the 
price indices are expressed in grams of gold rather than in dollars, those indices 
continue to correspond to the K-wave  pattern   (see Fig.  2.1 ). Starting from the early 
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  Fig. 2.2    The  USA producer price index   in gold and oil equivalent (100 = 1900–1910 level). 
 Sources:  (BP 2010; Щeглoв,  2009 ; Гpинин, Кopoтaeв, и Циpeль,  2011 : 77)       

  Fig. 2.1    The  USA producer price index   used by Kondratieff and extended to 2010 in the gold equiv-
alent (100 = 1900–1910 level).  Sources: ( Щeглoв,  2009 ; Гpинин, Кopoтaeв и Циpeль,  2011 : 76)       

1970s, energy resources (and, fi rst of all, oil) served as a sort of ‘reserve currency’ 
comparable with gold, and the Kondratieff waves started to be traced in the price 
index dynamics when expressed in oil equivalent (see Fig.  2.2 ).
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        How Real are Kondratieff Waves? Discussions 
and Empirical Evidence 

 Regarding long waves in production dynamics, we will restrict ourselves to analyzing 
evidence for the presence of K-waves in world production indices. As Kondratieff 
waves tend to be considered an important component of the World System social and 
economic dynamics, one would expect to detect them with respect to the major world 
 macroeconomic indicators  ; fi rst of all with respect to the world GDP dynamics (Chase-
Dunn & Grimes,  1995 : 405–411). However, till now attempts to detect them in the 
world GDP (or similar indicators’) dynamics record have brought controversial results. 

 Kondratieff himself claimed to have detected long waves in the dynamics of the 
world production of coal and pig iron (e.g., Kondratieff,  1935 : 109–110). However, 
his evidence of the presence of long waves in these series (as well as in all the pro-
duction dynamics series on national levels) was criticized most sharply:

  Foremost among the methodological criticisms have been those directed against 
Kondratieff's use of trend curves. Kondratieff's method is fi rst to fi t a long-term trend to a 
series and then to use moving averages to bring out long waves in the residuals (the fl uctua-
tions around the trend curve). 

   But ‘when he eliminated the trend, Kondratieff failed to formulate clearly what 
the trend stands for’ (Garvy,  1943 : 209). The equations Kondratieff uses for these 
 long-term trend curves  … include rather elaborate (often cubic) functions. 2  This 
casts doubt on the theoretical meaning and parsimony of the resulting long waves, 
which cannot be seen as simple variations in production growth rates (Goldstein, 
 1988 : 82; see also, e.g. ,  Barr,  1979 : 704; Eklund,  1980 : 398–399, etc.). 

 However, quite a few scientists presented later new evidence supporting the presence 
of long waves in the dynamics of the world economic  indicators  . For example, Mandel 
( 1975 : 141; 1980: 3) demonstrated that, in full accordance with Kondratieff's theory, 
between 1820 and 1967 during the A Phases of K-cycles, the annual compound growth 
rates in world trade were on average signifi cantly higher than in adjacent Phases B. Similar 
results were arrived at by David M. Gordon ( 1978 : 24) with respect to world  per capita  
production for 1865–1938 based on world production data from Dupriez ( 1947 , 2: 567), 
world industrial dynamics (for 1830–1980) taken from Thomas Kuczynski ( 1982 : 28), 
and average growth rates of the world economy (Kuczynski,  1978 : 86) for 1850–1977; 
similar results were obtained by Joshua Goldstein ( 1988 : 211–217). 

 Of special interest are the works by Marchetti and his co-workers at the 
International Institute for Advanced System Analysis who have shown extensively 
the  evidence   of K-waves using physical indicators, as for instance energy consump-
tion, transportation systems dynamics, etc. (Marchetti,  1980 ,  1986 ,  1988  etc.). 
However, empirical tests produced by a few other scholars failed to support the 
hypothesis of the K-waves’ presence in world production dynamics (see, e.g., 
Chase-Dunn & Grimes,  1995 : 407–409; van der Zwan,  1980 : 192–197, reporting 
the results of Peter Grimes’ research). 

2   For example, for the trend of English lead production the function used by Kondratieff looks as 
follows:  y  = 10 (0.0278 – 0.0166 x  – 0.00012 x ̂ 2) . 
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 There were a few attempts to apply spectral analysis in order to detect the presence 
of K-waves in the world production dynamics. Thomas Kuczynski ( 1978 ) applied 
spectral analysis in order to detect K-waves in world agricultural production, total 
exports, inventions, innovations, industrial production, and total production for the 
period between 1850 and 1976. Though Kuczynski suggests that his results ‘seem 
to corroborate’ the K-wave hypothesis, he himself does not fi nd this support deci-
sive and admits that ‘we cannot exclude the possibility that the 60-year- cycle… is a 
random cycle’ (1978: 81–82); note that Kuczynski did not make any formal test of 
statistical signifi cance of these K-waves tentatively identifi ed by his spectral analy-
sis. K-waves were also claimed to have been found with spectral analysis by Rainer 
Metz ( 1992 ) both in the GDP production series of eight European countries (for the 
1850–1979 period) and in the world production index developed by Hans Bieshaar 
and Alfred Kleinknecht ( 1984 ) for 1780–1979; however, later he denounced those 
fi ndings (Metz,  1998 ,  2006 ). 

 A few scientists using spectral analysis have failed to detect K-waves in produc-
tion series on the national levels of quite a few countries (e.g., Diebolt & Doliger, 
 2006 ; Metz,  1998 ,  2006 ; van Ewijk,  1982  see  Chap.     4      and  Appendix     B      below for 
more detail). 

 Against this background we (together with Sergey Tsirel) have found it appro-
priate to check the presence of K-waves in the world  GDP dynamics   using the most 
recent datasets on these variable dynamics covering the period between 1870 and 
2007 (Maddison,  1995 ,  2001 ,  2003 ,  2010 ; World Bank,  2016 ) and applying an 
upgraded methodology for the estimation of statistical signifi cance of detected 
waves (see, e.g., Korotayev & Tsirel,  2010 , Кopoтaeв и Циpeль,  2010a , 2010б; 
Гpинин, Кopoтaeв и Циpeль,  2011 ); it is worth stressing that for the fi rst time our 
analysis made it possible to estimate the statistical signifi cance of Kondratieff 
waves in the world GDP dynamics; we have demonstrated the presence of K-waves 
in the world GDP dynamics at a generally quite acceptable 5 % level. We will 
return later to the issue of Kondratieff wave detection using spectral analysis meth-
ods below in  Chap.     4      and  Appendix     B     .  

    Kondratieff Waves in the Post-World War II GDP Data 

 Note that the Kondratieff-wave component can be seen quite clearly in the  post-
World War II dynamics   of the world GDP growth rates quite directly, and without 
the application of any special statistical techniques (see Fig.  2.3 ) 3 :

3   Note that for recent decades K-waves (as well as Juglar cycles) are also quite visible in the world 
dynamics of such important macroeconomic variables as the world gross fi xed capital formation 
(as % of GDP) and the investment effectiveness (it indicates how many dollars of the world GDP 
growth is achieved with one dollar investments)—see online  Appendix  to this chapter, Figs.  S1  and 
 S2 . The dynamics of both variables are connected to the world GDP dynamics. Actually, the world 
GDP dynamics is determined to a considerable extent by the dynamics of those two variables. 
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  Fig. 2.3    Dynamics of the Annual World GDP Growth Rates (%), 1945–2007; 1945 point corre-
sponds to the  average annual growth rate   in the 1940s.  Initial series : Maddison/World Bank empir-
ical estimates       

  Fig. 2.4     Maddison/World Bank empirical estimates   with fi tted LOWESS line. Kernel: Triweight. 
% of points to fi t: 50       
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   However, the Kondratieff wave component becomes especially visible if a 
LOWESS (= LOcally WEighted Scatterplot Smoothing ) line is fi tted (see Fig.  2.4 ).

   As can be seen, Figs  2.3 , and  2.4  indicate:

    1.    That the Kondratieff-wave pattern can be detected up to the present in a surprisingly 
intact form (though, possibly, with a certain shortening of its period, suggested 
by a few authors [see, e.g., Бoбpoвникoв,  2004 ; Tausch,  2006a ; Пaнтин и 
Лaпкин,  2006 ; van der Zwan,  1980 ]).   

   2.    That the present world fi nancial-economic crisis might indeed mark the begin-
ning of a new Kondratieff Phase B (downswing see also Table 2.2 above). 
Indeed, consider the post- World War II dynamics of the world GDP growth rates 
taking into account the 2008–2014 period (see Fig.  2.5 ).

       As we see, according to its magnitude the 2008–2009 global fi nancial-economic 
crisis does not appear to resemble a usual crisis marking the end of a  Juglar   cycle 
amidst an upswing (or even downswing) phase of a Kondratieff cycle. Instead it 
resembles particularly deep crises (similar to the ones of 1973–1974, 1929–1933, 
mid 1870s or mid 1820s) that are found just at the border of phases A and B of  the   
K-waves (see, e.g., Grinin & Korotayev,  2010a ,  2010b ).  
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  Fig. 2.5    Dynamics of the Annual World GDP Growth Rates (%), 1945–2014.  Sources:  (World 
Bank,  2016 : NY.GDP.MKTP.PP.KD; Maddison,  2010 ; Conference Board,  2016 )       
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    Kondratieff Waves in the Pre-1945/50 World GDP Data 

 As can be seen in Fig.  2.6 , for the 1870–1945/50 period the K-wave pattern is not 
as easily visible as after 1945/50. The turbulent 2nd, 3rd and 4th  decades   of the 
twentieth century are characterized by an enormous magnitude of fl uctuations of 
world GDP growth rates (not observed either in the previous or subsequent periods). 
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  Fig. 2.6    Dynamics of the World GDP  Annual Growth Rates   (%), 1871–2007.  Source : (Korotayev 
and Tsirel,  2010 : 6)       
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  Fig. 2.7    Dynamics of the World GDP annual growth rates (%), moving 5-year averages, 1871–
2007.  Sources:  World Bank,  2016 ; Maddison,  2010 .  Note:  1873 point corresponds to the average 
annual growth rate in 1871–1875, 1874 to 1872–1876, 1875 to 1873–1877… 2005 to 2003–2007; 
2006 and 2007 points correspond to the annual growth rates in years 2006 and 2007 respectively       
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The lowest (for 1871–2007) fi gures of the world GDP annual rates of change are 
observed just in these decades (during the Great Depression, World Wars I and II as 
well as immediately after the end of those wars). On the other hand, during the mid- 
20s and mid-30s booms, the world GDP annual growth rates achieved historical 
maximums (they were only exceeded during the K-wave 4 Phase A, in the 1950s 
and 1960s, and were generally higher than during both the pre-World War I and 
recent [1990s and 2000s] upswings). This, of course, complicates the detection of 
the long-wave pattern during those decades.

   Actually, this pattern is somehow more visible in the diagrams for 5-year moving 
average s , and, especially, for simple 5-year averages (see Figs  2.7  and  2.8 ):

    The application of the LOWESS technique reveals a specifi c K-wave pattern in 
the pre-1950 series (see Fig.  2.9 ):

   In fact, the LOWESS technique reveals quite clearly the K-wave pattern prior to 
World War I (in the period corresponding to Phase B of the second Kondratieff 
wave and major part of Phase A of the third wave) (see Fig.  2.10 ).

   However, the third K- wave   (apparently strongly deformed by World War I) looks 
much less clear (see Fig.  2.11 ).

   The main problem is presented by Phase B of the third Kondratieff cycle—as the 
timing of its start remains unclear (1914, or mid-1920s?). Our analysis does not 
make it possible to choose explicitly between two options—either that the K3 Phase 
B started in 1914 and was interrupted by the mid-1920s boom; or that the K3 Phase 
A continued until the mid-1920s, having been interrupted by the WWI bust. 

 However, the LOWESS technique produces an especially neat K-wave pattern 
with the second assumption—that is that it materializes when we omit the WWI 
infl uence (see Fig.  2.12 ).

   This fi gure reveals rather  distinctly   the double peaks of the upswings. With a 
stronger smoothing (see Fig.  2.13 ) the form of the peaks becomes smoother, and as 
well the waves themselves become more distinct.
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  Fig. 2.9    World GDP annual growth rate dynamics, % per year (1870–1946): Maddison empirical 
estimates with fi tted LOWESS line.  Note:  Maddison- based   empirical estimates with fi tted 
LOWESS line. Kernel: Triweight. % of points to fi t: 40       
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  Fig. 2.10    World GDP annual growth  rate   dynamics, % per year: Maddison-based empirical esti-
mates with fi tted LOWESS line.  Phase B (Downswing) of the Second Kondratieff Wave and 
Phase A (Upswing) of the Third Wave, 1871–1913.   Note:  Maddison-based empirical estimates 
with fi tted LOWESS line. Kernel: Triweight. % of points to fi t: 50       
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  Fig. 2.11    World GDP annual  growth   rate dynamics: Maddison-based empirical estimates with 
fi tted LOWESS line.  The Third Kondratieff Wave .  Note:  Maddison-based empirical estimates 
with fi tted LOWESS line. Kernel: Triweight. % of points to fi t: 60       

  Fig. 2.12    World GDP annual growth rate dynamics, % per year,  5-year averages : Maddison- 
based empirical estimates with fi tted LOWESS line.  1870–2007, omitting World War I infl u-
ence .  Note : Maddison-based empirical estimates with  fi tted   LOWESS line. Kernel: Triweight. % 
of points to fi t: 20       
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   Hence, it looks a bit more likely that K3 Phase A lasted until the mid-1920s (hav-
ing been interrupted by WWI). Incidentally, if we take the WWI years of infl uence 
(1914–1921) out, we arrive at a quite reasonable K3 Phase A length—26 years, 
even if we take 1929 as the end of this phase: 

 1929–1895 = 34 
 34–8 = 26 
 Note that with the fi rst assumption (K3 Phase B started in 1914 and was inter-

rupted by the mid-1920s boom) we would have an excessive length of K3 Phase 
B—32 years (that would, however, become quite normal, if we take out the mid- 
1920s boom years). 

 Yet, it seems necessary to stress that we  fi nd   overall additional support for the 
Kondratieff pattern in the world GDP dynamics data for the 1870–1950 period. First 
of all, this is manifested by the fact that both Phases A of this period have relatively 
higher rates of world GDP growth, whereas both Phases B are characterized by rela-
tively lower rates. Note that this holds true without taking out either the effect of 
World War I, or the effect of the 1920s boom infl uence, and this is irrespective 

  Fig. 2.13    World GDP annual  growth   rate dynamics,  5-year moving average : Maddison-based 
empirical estimates with fi tted LOWESS line.  1870–2007, omitting World War I infl uence . 
 Note:  Maddison-based empirical estimates with fi tted LOWESS line. Kernel: Triweight. % of 
points to fi t: 20       
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   Table 2.3    Average annual World  GDP   growth rates (%) during phases A and B of Kondratieff 
waves, 1871–2007   

 Kondratieff 
wave number  Phase 

 Years 

 Average annual World GDP 
growth rates (%) during 
respective phase 

 Version 1  Version 2  Version 1  Version 2 

 II  End of Phase A  1871–1875  1871–1875  2.09  2.09 
 II  B  1876–1894  1876–1894  1.68  1.68 
 III  A  1895–1913  1895–1929  2.57  2.34 
 III  B  1914–1946  1930–1946  1.50  0.98 
 IV  A  1947–1973  1947–1973  4.84  4.84 
 IV  B  1974–1991  1974–1983  3.05  2.88 
 V  A  1992–2007  1984–2007  3.49  3.42 

  Fig. 2.14    Average annual  World   GDP growth rates (%) during phases A and B of Kondratieff 
waves, 1871–2007       

of whatever dating for the beginnings and ends of the relevant phases we choose 
(see Table  2.3  and Fig.  2.14 ).

    With different dates for the beginnings and ends of various phases we have 
understandably different shapes of long waves, but the overall Kondratieff wave 
pattern remains intact. Note that the difference between these two versions can be 
partly regarded as a  continuation   of the controversy between the following two 
approaches: (1) ‘the K-wave period is approximately constant in the last centuries’; 
(2) ‘the period of K-waves becomes shorter and shorter’). 4   

4   See, e.g., Бoбpoвникoв,  2004 ; Tausch,  2006a ; Пaнтин и Лaпкин,  2006 ; van der Zwan,  1980 . 
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    Kondratieff Waves in the Pre-1870 World GDP Dynamics 

 There are some grounds to doubt that Kondratieff waves can be traced back in the 
world GDP dynamics for the  pre-1870 period   (though for this period they appear to 
be detected for the GDP dynamics of the West). 

 Note that for the period between 1700 and 1870 Maddison provides world 
GDP estimates for one year only—for 1820. What is more, for the period before 
1870 Maddison does not provide annual (or even per decade) estimates for many 
major economies, which makes it virtually impossible the construction of the 
world GDP annual (or even per decade) growth rates during this period. However, 
it appears possible to reconstruct a world GDP estimate for 1850, as for this year 
Maddison does provide his estimates for all the major economies. Thus, it appears 
possible to estimate the world GDP average annual growth rates for 1820–1850 
(that is the period that more or less coincides with K1 Phase B) and for 1850–
1870/1875 (that is K2 Phase A), and, consequently, to make a preliminary test as 
to whether the Kondratieff wave pattern can be observed for the 1820–1870 
period  or not . 

 The results look as follows (see Table  2.4 ):
   Thus, whatever dating of the end of K2 Phase A we choose, we observe a rather 

strong deviation from the K-wave pattern. Indeed, according to this pattern one 
would expect that in the 1850–1870/5 period (corresponding to Phase A of the sec-
ond Kondratieff wave) the World GDP average annual growth rate should be higher 
than in the subsequent period (corresponding to Phase B of this K-wave). However, 

   Table 2.4    Average annual World GDP  growth   rates (%) during phases A and B of Kondratieff 
waves, 1820–1894   

 Kondra-
tieff wave 
number  Phase 

 Years 

 Average annual 
World GDP growth 
rates (%) during 
respective phase 

 Average annual 
World GDP 
growth rate 
predicted by 
Kondratieff wave 
pattern  Observed  Version 1 

 Version 
2 

 Version 
1 

 Version 
2 

 I  B  1820–
1850 

 1820–
1850 

 0.88  0.88 

 II  A  1851–
1875 

 1851–
1870 

 1.26  1.05  To be 
signifi cantly 
higher than 
during the 
subsequent phase 

 Signifi cantly 
lower than 
during the 
subsequent 
phase 

 II  B  1876–
1894 

 1871–
1894 

 1.68  1.76  To be 
signifi cantly 
lower than during 
the subsequent 
phase 

 Signifi cantly 
higher than 
during the 
subsequent 
phase 
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the actual situation turns out to be squarely the opposite—in 1870/75–1894 the 
World GDP average annual growth rate was signifi cantly higher than in 
1850–1870/75. 

 Note, however, that the K-wave pattern  still   seems to be observed for this period 
with respect to the GDP dynamics of the West 5  (see Table  2.5  and Fig.  2.15 ).

     Note:  Data are for 12 major West European countries (Austria, Belgium, 
Denmark, Finland, France, Germany, Italy, the Netherlands, Norway, Sweden, 
Switzerland, the United Kingdom) and 4 ‘Western offshoots’ (the United States, 
Canada, Australia, New Zealand). 

 We believe that the fact that K-wave pattern can be traced backward in the GDP 
dynamics of the West for the pre-1870 period and that it is not found for the world 
GDP dynamics is not coincidental, and cannot be accounted for simply on the basis 
of the unreliability of the world GDP estimates for this period. In fact, it is not sur-
prising that the Western GDP growth rates were generally higher in 1851–1875 than 
in 1876–1894, and the world growth rates were not. The  proximate   explanation is 
very simple. The world GDP growth rates in 1851–1875 were relatively low (in 
comparison with 1876–1894) mostly due to the enormous economic decline 
observed in China in 1852–1870 due to a social-demographic collapse in connec-
tion with the Taiping Rebellion and accompanying events of additional episodes of 
internal warfare, famines, epidemics, catastrophic inundations and so on (Heпoмнин, 

5   What is more, this pattern appears to be observed in the socio-economic dynamics of the 
European-centered world-system for a few centuries prior to 1820 (see, e.g., Beveridge,  1921 , 
 1922 ; Goldstein,  1988 ; Jourdon,  2008 ; Modelski,  2006 ; Modelski & Thompson,  1996 ; Пaнтин и 
Лaпкин,  2006 ; Thompson,  1988 ,  2007 ). 

   Table 2.5    Average annual World  GDP   growth rates (%) of the West during phases A and B of 
Kondratieff waves, 1820–1894   

 Kondra- 
tieff 
wave 
number  Phase  Years 

 Average annual 
World GDP 
growth rates 
(%) during 
respective 
phase 

 Average annual 
World GDP growth 
rate predicted by 
Kondratieff wave 
pattern  Observed 

 I  B  1820–
1850 

 2.04  To be signifi cantly 
lower than during the 
subsequent phase 

 Signifi cantly lower 
than during the 
subsequent phase 

 II  A  1851–
1875 

 2.45  To be signifi cantly 
higher than during 
the subsequent phase 

 Signifi cantly higher 
than during the 
subsequent phase 

 II  B  1876–
1894 

 2.16  To be signifi cantly 
lower than during the 
subsequent phase 

 Signifi cantly lower 
than during the 
subsequent phase 

 III  A  1895–
1913 

 2.94  To be signifi cantly 
higher than during 
the previous phase 

 Signifi cantly higher 
than during the 
previous phase 
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 2005 ; Лapин,  1986 ; Kuhn,  1978 ; Liu,  1978 ; Илюшeчкин,  1967 ; Perkins,  1969 : 204 
etc.) that resulted, for example, in the human death toll as high as 118 million human 
lives (Huang,  2002 : 528). Note that in the mid-nineteenth century China was still a 
major world economic player, and the Chinese decline of that time affected the 
world GDP dynamics in a rather signifi cant way. According to Maddison’s esti-
mates, in 1850 the Chinese GDP was about 247 billion international dollars (1990, 
PPP), as compared with about 63 billion in Great Britain, or 43 billion in the 
USA. By 1870, according to Maddison, it declined to less than $190 billion, which 
compensated up to a very high degree for the  acceleration   of economic growth 
observed in the same years in the West (actually, Maddison appears to underesti-
mate the magnitude of the Chinese economic decline in this period, so the actual 
infl uence of the Chinese 1852–1870 sociodemographic collapse might have been 
even more signifi cant). The effects of K2 Phase A in the Western GDP dynamics 
started to be felt on the world level only at the very end of this phase, in 1871–1875, 
after the end of the collapse period in China and the beginning of the recovery of 
growth in this country. 
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  Fig. 2.15    Average annual World  GDP   growth rates (%) of the West during phases A and B of 
Kondratieff waves, 1820–1913       
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 In more general terms, it seems possible to maintain that in the pre-1870 epoch 
the Modern World System was not suffi ciently integrated, and the World System 
core was not suffi ciently strong yet—that is why the rhythm of the Western core’s 
development was not quite realized on the world level. Only in the subsequent era 
does the World System reach such a level of integration and its core acquires such 
strength that it appears possible to trace quite securely Kondratieff waves in the 
World GDP dynamics. 6   

    Kondratieff Waves in the World Technological Innovation 
Dynamics 

 Naturally, the connection between the K-waves and  technological innovation processes   
deserves special attention. In order to re-test the Kondratieff–Schumpeter hypothesis 
about the presence of K-waves with regard to the world invention activities, we have 
used the World Intellectual Property Organization (WIPO) Statistics Database infor-
mation on the number of patents granted annually in the world per one million of the 
world population in 1900–2008 (see Korotayev, Zinkina, & Bogevolnov,  2011  for 
more details). For 1985–2008 WIPO publishes direct data on the total number of patent 
grants in the world per year (WIPO 2012a). For the period, 1900–1985, we calculated 
this fi gure by summing up the data for all the countries (that are provided by the WIPO 
in a separate dataset WIPO,  2012b ). We used as our sources of data on the world popu-
lation dynamics the databases of Maddison ( 2010 ), UN Population Division ( 2016 ), 
and U.S. Bureau of the Census ( 2016 ). 

 The results of our calculations are presented in Fig.  2.16 .
   It is easy to see that the fi gure above reveals an unusually clear K-wave pattern 

(Note that a similar pattern has been detected in the dynamics of patent applications 
by Plakitkin (Плaкиткин,  2011 ) who, however, did not appreciate that he was deal-
ing with K-wave dynamics). In general, we see rather steady increases in the num-
ber of patent grants per million during K-wave A-phases (‘upswings’), and we 
observe its rather pronounced declines during K-wave B-phases (‘downswings’). 
Thus, the fi rst period of the growth of the variable in question and revealed by 

6   The phenomenon that K-waves can be traced in Western economic dynamics earlier than at the 
world level has already been noticed by Reuveny and Thompson ( 2008 ) who provide the following 
explanation: if one takes the position that the core driver of K-waves is intermittent radical techno-
logical growth primarily originating in the system leader’s economy, one would not expect world 
GDP to mirror K-wave shapes as well as the patterned fl uctuations that are found in the lead 
economy and that world GDP might correspond more closely to the lead economy’s fl uctuations 
over time as the lead economy evolves into a more predominant central motor for the world econ-
omy. Reuveny  and Thompson also argue that to the extent that technology drives long-term eco-
nomic growth, the main problem (certainly not the only problem) in diffusing economic growth 
throughout the system is that the technology spreads unevenly. Most of it stays in the already 
affl uent North and the rest fell farther behind the technological frontier. Up until recently very little 
trickled down to the global South (Reuveny & Thompson,  2001 ,  2004 ,  2008 ,  2009 ). Our fi ndings 
also seem to match this interpretation. 
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Fig.  2.16  more or less coincided (with a rather slight, about 2–3 years, lag) with the 
A-phase of the third K-wave (1896–1929); it was only interrupted by the First 
World War when the number of patent grants per million  experienced   a precipitous 
but rather short decline—whereas after the war the value of the variable in question 
returned as quickly to the A-phase-specifi c trend line. The fi rst prolonged period of 
the decline of the number of patent grants per million corresponds rather neatly 
(except for the above mentioned 2–3 year lag) to the B-phase of this wave (1929–
1945); the second period of steady increase in the value of the variable in question 
correlates almost perfectly with the A-phase of the fourth K-wave (1945–1968/74), 
whereas the second period of decline corresponds rather well to its B-phase 
(1968/74–1984/1991); fi nally, the latest period of the growth of the number of pat-
ent grants per million correlates with the A-phase of the fi fth K-wave. 

 Note, however, that this pattern apparently goes counter to the logic suggested by 
Kondratieff, Schumpeter and their followers who expected increases in invention 
activities during B-phases and decreases during A-phases. Yet, this contradiction is 
only apparent. Indeed, as we have mentioned above, Kondratieff maintained that 
‘during the recession of the long waves, an especially large number of  important  
discoveries and inventions in the technique of production and communication are 
made, which, however, are usually applied on a large scale only at the beginning of 
 the next long upswing ’ (Kondratieff,  1935 : 111, our emphasis). 

 It has been suggested that it is necessary to distinguish between ‘breakthrough’ 
and ‘improving’ inventions (e.g., Aкaeв,  2010 ); breakthrough inventions are those 
that during a B-phase of a given K-wave create the foundations of a new technologi-
cal system corresponding to a new K-wave. As suggested by Kondratieff, they fi nd 
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  Fig. 2.16    Dynamics of number of  patent   grants per year per million of the world population, 
1900–2008       
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their large- scale   application during the A-phase of this new K-wave based on this 
new technological system, which is accompanied by a fl ood of improving innova-
tions that are essential for the diffusion of technologies produced by breakthrough 
inventions made during the B-phase of the preceding K-wave ( Ibid. ; Hirooka, 
 2006 ). Thus, it appears important to distinguish between breakthrough inventions, 
which involve a paradigm shift, and innovations which represent improvements, 
adaptations, and modifi cations of the breakthrough inventions. 

 Note that of the total number of patents a negligible proportion has been granted for 
breakthrough inventions, whereas the overwhelming majority of all the inventions for 
which patents are granted are nothing else but ‘improving’ inventions. The  exhaustion   
of the potential of a given K-wave’s technological system leads to a decrease of the 
number of inventions that actually realize the potential created by the breakthroughs 
which created the respective technological system. On the other hand, this very exhaus-
tion of the previous technological system's potential for improvement creates powerful 
stimuli for new paradigm shifting inventions. However, the increase in the number of 
breakthrough inventions in no way compensates the dramatic decrease of the number of 
innovations improving the potential of the previous technological system. Hence, on the 
basis of this logic there are theoretical grounds to expect that during the B-phases of 
K-waves the total number of inventions (and patent grants) per 1 million of population 
should decrease, whereas during A-phases we should observe a pronounced increase in 
this number (as some decrease in the number of breakthrough inventions is by far com-
pensated by a dramatic increase in the number of improving inventions). 

 As we have seen, this pattern is what has been revealed by our test.  

    World System Effects and K-Wave Dynamics 

 As has already been mentioned above, adherents of the world- system   approach con-
sider K-waves as one of the most important components of the World System 
dynamics. 

 We quite agree with Thompson ( 2007 ), who maintains that K-waves may help to 
clarify many important points in World System processes. However, one could also 
trace another kind of logic—the analysis of the World System processes can con-
tribute a lot to the clarifi cation of the nature of the Kondratieff waves themselves. 
We believe that the driving forces of the K-waves can be adequately understood 
only if we take into account the dynamics, phases, and peculiarities of World System 
development. That is why we have tried to analyze K-waves on a World System 
scale. Clearly, such an approach can integrate different points of view on the nature 
of Kondratieff waves. 

 Actually, we can consider the following fi ve points:

    1.    Kondratieff waves are most  relevant   when considered at the World System scale. 
As those waves always manifest themselves at supra-societal scales, the World 
System processes turn out to be very important for the understanding of the 
K-wave dynamics.   
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   2.    The expansion and intensifi cation of the World System economic links lead to 
the formation of the preconditions for new upswings. Note that Kondratieff him-
self notice that ‘the new long cycles usually coincides with the expansion of the 
orbit of world economic ties’ (Кoндpaтьeв,  2002 : 374). We would add that the start 
of these new cycles implies not only the expansion of those ties, but also a change 
in their character (We will discuss this in more details below).   

   3.    In general, World System processes are bound to infl uence economic processes 
(including medium period business cycles [e.g., Гpинин и Кopoтaeв,  2010 ]), 
hence, they are bound to infl uence K-wave dynamics. However, we also observe 
a reverse infl uence of those waves on World System development (which was 
actually noticed by Thompson). Kondratieff himself noticed the growth in the 
intensity of warfare and revolutionary activities during K-wave upswings 
(Кoндpaтьeв,  2002 : 373–374). On the other hand, it is quite clear that those 
processes themselves infl uenced K-wave dynamics in a very signifi cant way and 
world wars provide salient illustrations). It is quite clear that those K-wave stu-
dents who pointed to an important role of military expenses (and infl ation shocks 
produced by them) identifi ed a signifi cant (though in no way sole) cause of price 
growth (and decline) in the course of Kondratieff cycles.   

   4.    As we have already mentioned above,  breakthrough   inventions (producing new 
technological systems) tend to be made during downswings, whereas their wide 
implementation is observed during subsequent upswings. The diffusion of those 
innovations throughout the World System is bound to affect signifi cantly the 
course of K-waves, as the opening of new zones of economic development is 
capable of changing the world dynamics as a whole. Thus, in Chap.   1     of our 
monograph on periodic economic crises (Гpинин и Кopoтaeв,  2010 ), we paid a 
considerable attention to the point that the vigorous railway construction of the 
last decades of the nineteenth century produced a major vector in world eco-
nomic development (see, e.g., Лaн,  1975 ; Meндeльcoн,  1959 , vol. 2; 
Tpaxтeнбepг,  1963 ; Tугaн-Бapaнoвcкий,  2008  [1913]). Large-scale investments 
of British capital in the railway construction in the United States, Australia, 
India, etc. contributed to stagnation within the World System hegemon (and, 
fi nally, to the change of the center of this hegemony). Technological changes that 
start in one zone of the World System after their diffusion to other zones may 
produce such consequences that could  hardly   be forecasted. Thus, the develop-
ment of oceanic and railway transportation led to vigorous exportation of cereal 
crops from the USA, Russia, and Canada that caused in the 1870s, 1880s, and 
1890s the so-called world agrarian crisis (which affected signifi cantly the second 
K-wave downswing but helped several countries to escape from the Malthusian 
trap [see, e.g., Grinin, Korotayev, & Malkov,  2010 ]).   

   5.    Important events that take place within the World System may lead to an earlier 
(or later) switch from downswing to upswing (or, naturally, from upswing to 
downswing) within K-wave dynamics. As is well-known, the discovery of gold 
in California and Australia contributed in a rather signifi cant way to the world 
economic (and price) growth during the second K-wave upswing, which was 
already noticed by Kondratieff (Кoндpaтьeв,  2002 : 384–385).      
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    Change of K-Wave Phases Against the Background 
of the World System Core–Periphery Interaction 

    Core and Periphery 

 We contend that the change of K-wave upswing and downswing phases correlates 
signifi cantly with the phases of fl uctuations in the relationships between the World 
System  Core and Periphery  , as well as with World System Core changes (the growth 
or decline of its strength, emergence of competing centers, their movements, and so 
on). Below we will describe our suppositions regarding possible causes of such a 
correlation. However, it turns out to be necessary to study the following questions: 
does this correlation emerge as a result of the casual link between the two pro-
cesses? Is it caused by some other processes? Is not the causation pattern here even 
more complex? In any case this correlation appears especially important, as in the 
recent years one can observe a clear change in the interaction between the Core and 
Periphery of the World System. In particular, the World System Periphery (in con-
trast with what was observed not so long ago) tends to develop more rapidly than 
the core (see, e.g., Grinin & Korotayev,  2010b ,  2015a ; Korotayev, Zinkina et al., 
 2011a ,  2011b , 2012; Кopoтaeв и Xaлтуpинa,  2009 ; Кopoтaeв, Xaлтуpинa, 
Maлкoв et al., 2010; Maлкoв, Бoжeвoльнoв et al.,  2010 ; Гpинин, 2013б, 2013д; 
Гpинин и Кopoтaeв,  2010 ; Xaлтуpинa и Кopoтaeв,  2010 ). This has become espe-
cially salient during the current global economic crisis. 

 Thus, what is the correlation between  structural   changes of the World System 
and periodic fl uctuations within the K-wave dynamics? 

  We suggest that during the K-wave downswings the Core tended to subjugate, 
integrate, and pull up the Periphery to a greater extent than was observed during 
the K-wave upswings. It was during the K-wave downswings that the Core tended 
to expand vigorously (in various ways) into the Periphery by investing resources 
into it and by actively modernizing it. Those efforts and resource fl ows made a 
rather important contribution to the slow-down of the Core growth rates.  

  In contrast, during K-wave upswings the Core's activities were concentrated 
within the core part of the World System; in the meantime the balance of resource 
movement turned out to be in favor of the Core. Such a situation led to the accelera-
tion of the growth rates of the Core countries  (note, however, that this situation was 
not observed during the upswing of the most recent [fi fth] K-wave) .  

  The resource fl ow  from the World System Core to the Semiperiphery and 
Periphery may proceed in various forms (military expenditures, FDI, aid, emigra-
tion, and so on). Of course, usually such actions are undertaken by the Core coun-
tries in order to obtain  certain   concrete gains: to get colonies, to obtain profi ts, to get 
infl uence in certain countries, to open markets, to get access to raw materials and so 
on (though the philanthropic component tended to become more and more pro-
nounced with the passage of time). However, it takes any long-term investments a 
long time to pay for themselves (and sometimes these investments do not pay—
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especially when they are made by politicians rather than businessmen). Often such 
a resource fl ow will proceed in the form of loans many of which are never paid back. 

  The resource fl ow  to the Core could also be achieved in various forms—ranging 
from a direct plunder of colonies to importing very cheap  commodities   from them; 
it was also achieved through monopoly prices, unfair loans, and so on. The second 
K-wave upswing (the late 1840s to the 1870s) was supported to a very considerable 
extent by the fl ow of gold from such peripheral areas as California and Australia. In 
recent years one could observe certain exportation of capitals from the Periphery 
and Semiperiphery to the Core, as has been observed for China, Brazil, and Russia 
as regards the US securities; one may also note cheap Chinese exports, brain drain 
from India, etc. 

 Consider how this worked with respect to particular K-waves and their phases.   

    First Wave: The Late 1780s/Early 1790s–1844/1851 

    Phase A: The Late 1780s/Early 1790s–1810/1817 

 By this period the main colonial conquests of the pre-industrial epoch were already 
fi nished, the independence wars of the New World  colonies   had begun, and the main 
interests of the European powers were focused on internal affairs. In this period the 
resource fl ow from the Core to the Periphery was rather insignifi cant, whereas the 
one from the Periphery to the Core remained quite substantial. The Periphery and 
Semiperiphery (the USA, fi rst of all) acted as suppliers of raw materials (cotton) for 
the development of the most advanced industrial sectors (Буpcтин,  1993a , 1993б; 
Ceвocтьянoв,  1983 ; DiBacco, Mason, & Appy,  1992 ; Zinn,  1995 ).  

    Phase B (Downswing): 1810/1817–1844/1851 

 Europe (fi rst of all, Britain and France)  engaged   in a rather active expansion in the 
Periphery—China, Algeria, Egypt, Turkey, and Latin America. British loans and 
investments went to Latin America and the USA (Meндeльcoн,  1959 ; Tугaн-
Бapaнoвcкий,  2008  [1913]). There was a massive emigration from Europe (and 
especially Britain) to the West European offshoots; one could observe the active 
opening of Australia (e.g., Maлaxoвcкий,  1971 ) as well as the South and the West 
of the USA. In this period, resources moved from Britain rather than to Britain. 
This partly accounts for the relatively bad conditions of the working class in Britain 
at this time (vividly described by Engels,  2009  [1845]).   
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    Second Wave: 1844/1851–1890/1896 

    Phase A: 1844/1851–1870/1875 

 Europe again concentrated on its  internal   affairs (including the Crimean War, the 
unifi cation of Germany and Italy and so on). Both the USA and Russia were also 
tied by internal struggles and reforms. A free trade system was established (e.g., 
Held, McGrew, Goldblatt, & Perraton,  1999 ). The fl ow of Australian and Californian 
gold reached Europe; one could observe a rather active catch-up of the European 
Semiperiphery (Гpинин и Кopoтaeв,  2010 ).  

    Phase B: 1870/1875–1890/1896 

 Europe actively expanded to the  Periphery  , actually the world was mostly divided 
between the Core powers through the fi nal wave of colonial conquests (this involved 
some semiperipheral countries, fi rst of all Russia conquered most of Central Asia). 
One could observe an active opening of agricultural lands in the American West 
(Буpcтин,  1993a , 1993б; Ceвocтьянoв,  1983 ; DiBacco, Mason, & Appy,  1992 ; 
Zinn,  1995 ) and a very rapid development of Australia (e.g., Maлaxoвcкий,  1971 ), 
as well as signifi cant investments in the Periphery (especially in the railroad con-
struction). Actually, during this period resources moved rather actively from Britain 
and some other European countries to the Periphery—for example, as  loans   for 
Latin America (e.g., Meндeльcoн,  1959 ; Tugan-Baranovsky,  1954 ; Tугaн-
Бapaнoвcкий,  2008  [1913]).   

    Third Wave: 1890/1896–1945 

    Phase A: 1890/1896–1914/1928 

 During this phase Europe was  concentrated   on internal competition within itself 
(resulting fi nally in outright warfare), the USA was also concentrated on its own 
internal affairs (with the exception of a war with Spain); the preparations for the war 
and competition between Germany and Britain stimulated a technological race and 
economic growth (e.g., Grenville,  1999 ). One could observe a signifi cant fl ow of 
resources from the Periphery, as well as the start of the transition of World System 
hegemony to the USA that, however, continued to be an importer of capital for a 
long time (e.g., Лaн,  1975 ). Resources also fl owed actively to Russia, Japan and some 
other semiperipheral countries where investors could fi nd opportunities to introduce 
new technologies and receive high profi ts.  

2 Kondratieff Waves in the World System Perspective

akorotayev@gmail.com



49

    Phase B: 1914/1928–1939/1950 

 This phase saw activation of the  Periphery   and Semiperiphery, their struggle with 
the Core in various forms (India, China, Egypt, the USSR, Japan, etc.), the fi naliza-
tion of the transition of World System hegemony from Europe to the USA (see, 
e.g., Лaн,  1976 ; Modelski & Thompson,  1996 ; Гpинин и Кopoтaeв,  2010 ). The 
continuation of the Core countries’ control over their colonies required more and 
more effort and expense.   

    Fourth Wave: 1939/1950–1984/1991 

    Phase A: 1939/1950–1968/1974 

 The Core lost direct political control over the Periphery and was concentrated on its 
own internal affairs (including the West European integration); as a result of this 
concentration and the redistribution of capitals and technologies within the World 
System Core one  could   observe the Japanese, German, Italian, and Spanish eco-
nomic miracles, as well as the consolidation of the Western world under US hege-
mony (e.g., Лaн,  1978 ); one could also observe the emergence of new centers of 
development, including the Eastern Block and Japan (e.g., Пoпoв,  1978 ).  

    Phase B: 1968/1974–1984/1991 

 The Core was ‘attacked’ by the  Periphery   economically—fi rst of all through a radi-
cal increase in oil and some other raw material prices. In the meantime the West 
invested rather actively in the Periphery (especially, through loans to the developing 
countries).   

    Fifth Wave: 1984/1991–the 2020s(?) 

    Phase A: 1984/1991–2006/2008 

 This phase displays certain peculiarities in  comparison   with previous upswings, as dur-
ing this period the main economic growth was generated not by the Core, but rather by 
the Periphery whose strongest countries moved to the Semiperiphery and even became 
new centers of growth. 7  Many Core countries (especially in Europe) were concentrated 

7   This somehow resembles the situation during the third K-wave upswing, when the growth was 
generated in still semiperipheral Germany, the USA, and Russia, rather than in still hegemonic 
Britain. 
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on their internal affairs. In the meantime, one could observe a rather active exchange of 
resources between the Core and the Periphery. On the one hand, industrial production 
moved from the Core to the Periphery; on the other hand, one can observe a vigorous 
fl ow of cheap manufactured products from the Periphery to the Core, whereas the 
Western countries became fi nancial net importers (especially, through the movement of 
petrodollars). The USA actively exchanged ‘paper’ dollars for manufactured goods 
from the periphery, which contributed to the explosive growth of the US public debt 
(see, e.g., Akaev, Korotayev, & Fomin,  2012 ). One may also take  into   account the 
Periphery—Core labor migration. Thus, at the fi rst glance the balance of exchange 
looked as if being in favor of the Core. On the other hand, one should take into account 
the fact that those processes were accompanied by the acceleration of the economic 
growth in the Periphery and at the same time its slowdown in the Core—so, actually 
the Periphery was favored by those processes more than the Core. One may suppose 
that this was supported by a substantial transformation of national sovereignty that in 
turn opened borders for the fl ows of foreign capitals and technologies. 8   

    Phase B: 2006/2008–the 2020s(?) 

 By the end of this phase we are  likely   to observe the weakening of the Core and the 
activation of new Core centers; one can expect a search for a new balance of power 
and new coalitions within the World System at this time (see Grinin,  2010 ,  2011 ; 
Grinin & Korotayev,  2010b ; Grinin et al. 2016; Гpинин,  2009a  for more details). 

 Consider now some characteristics and causes of those processes.  

    Possible Causes of the Expansion 

 It is natural to suppose that particularly strong Juglar crises and depressions typical 
of K-wave downswings in the Core countries could stimulate the Core expansion 
into the Periphery. 9  Such an expansion can be considered a result (and as a part) of 
counter-crisis measures undertaken by the Core countries. In addition, one may take 
into account the competition imitation effect—that the intensifi cation of expansion 
efforts by one state would tend to provoke such an intensifi cation on the part of 
competing states. 

8   See Гринин, 2005, Grinin,  2008 ,  2009a ,  2009b ,  2010 ,  2012a ,  2012b ; Grinin & Korotayev,  2010b ; 
Гpинин,  2008a , 2008б, 2008в, 2008г; Grinin et al. 2016; Гpинин и Кopoтaeв, 2009б,  2010  on the 
processes of decrease of sovereignty prerogatives. 
9   On the other hand, the weakening of the Core makes it possible for the Periphery to undertake 
counter-expansion, as was observed in the 1970s and early 1980s as regards fuel prices. Their 
explosive growth led to the fl ow of resources from the Core to the Periphery. 
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 In what way does the expansion contribute to the additional slow-down of eco-
nomic development during the downswing?

    1.    In the course of such an  expansion   the energy of the Core will tend to become 
exhausted.   

   2.    In addition, the Core powers could be exhausted by their struggles over their 
control over the World System Periphery. In any case the growth of this control 
involved substantial expenses (and sometimes serious destruction). In the previ-
ous periods this could have additionally weakened the Periphery. On the other 
hand, results of mutually benefi cial expansion may be felt only with a substantial 
lag.   

   3.    On the other hand, the rapid development was often hindered by the insuffi cient 
congruence of the economic structures of the Core and Periphery, a huge gap in 
the levels of economic development that was observed in many cases.   

   4.    One cannot exclude that we are dealing here with a sort of positive feedback: the 
worsening of the economic situation in the Core stimulated its expansion to the 
Periphery, whereas the growing expenses to support this expansion may have 
worsened the situation in the Core.   

   5.    As a result of the active integration of the Periphery into the World System, the 
transformation of the Hinterland into Periphery, a part of the Periphery into 
Semiperiphery, and the formation of new centers in the Semiperiphery, the World 
System expanded, the number of links and contact intensity within it increased 
explosively, etc.; this, however, led to a certain slowdown of World System eco-
nomic growth.   

   6.    Downswings are also connected with the weakening of the old Hegemon. This 
weakens the structural congruence of the World  System   and supports the trend 
toward the slowdown of economic growth rates. We are likely to observe such a 
pattern in the forthcoming years. On the other hand, it appears virtually impos-
sible to replace the USA as the World System Hegemon, because the USA is a 
multifunctional Hegemon, whereas no other power will be able to play such a 
role in the forthcoming decades. That is why there are grounds to expect the 
reconfi guration of the World System as a whole (see Grinin,  2010 ; Grinin & 
Korotayev,  2010b ; Grinin et al. 2016; Гpинин,  2009a ,  2012a  for more details).     

 Slowdowns of the world economic growth are often connected with the slowdown 
of the economic growth of the Hegemon.  

    During Upswings the Resource Movement Balance Tended 
to be in Favor of the Core 

     1.    During the upswing, the World System Core tended to concentrate on its internal 
affairs (including the struggles between the Core countries), and consequently it 
tended to move less resources to the Periphery.   
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   2.    Resource accumulation,  restructuring   of relationships within the core, as well as 
the emergence of new (and especially military) technologies stimulated the 
escalation of hegemonic struggles within the Core.   

   3.    By themselves those struggles and wars contributed to the acceleration of both 
infl ation and economic growth (thus we are dealing here with a certain positive 
feedback).   

   4.    An important factor regarding the change of resource movement balance in favor 
of the Core was constituted by the fact that the previous investment started to 
produce returns; in particular, long-term investments in the infrastructure started 
to produce results; the trade-fi nancial links started to work, scarcely populated 
territories were peopled (as was observed, e.g., in Australia in the fi rst half of the 
nineteenth century), and so on.   

   5.    On the other hand, new peripheral regions were involved in global trade. Those 
regions in order to maintain their participation in global trade had to export their 
commodities with reduced prices (which often implied unequal exchange—see 
Гpинин и Кopoтaeв,  2012  for more detail). 10      

 It is also essential to take into  consideration   the fact that in the last two decades the 
balance of economic power in the world (between the Core and Periphery of the World 
System) changed dramatically under the infl uence of various factors, including the 
deindustrialization of the West (see Grinin & Korotayev,  2015a ). So the mechanisms of 
these long cycles of interaction between the World System core and periphery (as well 
as those cycles closely associated with them, i.e. Akamatsu cycles, spelled out in 
 Chap.     4     ) can change. As a result, the movement of capital and industries within the 
World System is described by such models less adequately now than before. 

 In any case it is worth mentioning that such core-periphery long cycles strongly 
infl uence processes of the Great Divergence and the Great Convergence (see Grinin 
& Korotayev,  2015a ). In particular, these processes (together with the scientifi c and 
technological progress and changing technological modes) affect the transforma-
tion of technological  paradigms   and infl uence the diffusion of technologies from the 
Core of the World System to its Periphery and Semi-periphery. They can be consid-
ered as an important reason for the shift to convergence, especially starting from the 
1980s when an active phase of the so-called deindustrialization of the West began. 
It appears appropriate to reproduce here the following passage from our earlier 
Springer monograph:

10   Note, however, that during the fourth K-wave downswing and the fi fth K-wave upswing one 
could observe the change of the World System trend toward the growing divergence between the 
Core and Periphery to the trend toward convergence. Before this switch of the global trends the gap 
between the Core and the Periphery tended to increase; now it tends to decrease (Grinin & 
Korotayev,  2015a ; Korotayev, Zinkina et al.,  2011a ; Кopoтaeв и Xaлтуpинa,  2009 ; Maлкoв, 
Бoжeвoльнoв et al.,  2010 ; Кopoтaeв, Xaлтуpинa и Бoжeвoльнoв,  2010 ; Гpинин, 2013б; 
Xaлтуpинa и Кopoтaeв,  2010 ). As a result, as has been mentioned above, we could observe the 
decrease of the gap between the Core and the Periphery already during the fi fth K-wave upswing. 
Note, that if the hypothesis that we have spelled out above is true, then we should expect the accel-
eration of the Core–Periphery convergence during the current (fi fth) K-wave. 
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  “ Deindustrialization  can be defi ned as a decline in the share of industry in the GDP of the 
countries of the West, as well as in employment in manufacturing. The process of deindus-
trialization actually started in the mid-1960s, fi rst in the USA; however, in Japan and 
Europe this process lagged behind. The share of manufacturing employment in the USA 
declined from 28 % in 1965 to 16 % in 1994. In general, in developed countries the share of 
manufacturing employment declined from 28 % in 1970 to 18 % in 1994 (Rowthorn & 
Ramaswany,  1997 ). At the same time, the share of services employment rapidly grew. 
However, this phase of deindustrialization was mainly connected not only with a transfer of 
industrial technologies to developing countries or the preferential establishment of new 
factories there, even though the process was under way (see Amsden,  2004 ) but also with 
the rapid growth of other economic sectors including information production and services. 
For this reason, many economists mistakenly believed that North–South trade had very lit-
tle to do with deindustrialization and with the growing share of low-skilled workers in the 
developing countries (Bhagwati,  1995 ; Krugman,  1996 ; Krugman & Lawrence,  1994 ; 
Lawrence & Slaughter,  1993 ). Later the researchers had to admit that in this respect the role 
of external trade with low-wage economies showed some signs of strengthening in the 
1990s and early 2000s (Debande,  2006 ). 11  On the whole, the rapid growth of the service 
sector, including complex and qualifi ed services (e.g. informational, medical, fi nancial, 
etc.) together with the extension of free trade, free capital transfer (see below), strict envi-
ronmental laws, demographic deterioration in the countries of the First World, and the 
growth of the human capital development level in the Third World made the transfer of 
production to peripheral countries more profi table. So, the initiation of the active phase of 
deindustrialization turned out to be an active phase of industrialization in many developing 
countries. Let us point out once again that TNCs played the most important, actually a 
defi ning, role in this process, as under free-trade conditions it was more profi table and even 
simply necessary for them (in order to produce competitive products) to  substitute   high- 
paid workers of their own countries with the low-paid workers from the developing coun-
tries. As a side note, this slowed down the development of robotics which was actively 
developed in the 1960s, 1970s, and 1980s. Since the productivity in services grew less 
rapidly than manufacturing productivity (Rowthorn & Ramaswany,  1997 ); this process 
contributed greatly to Convergence. First, the industrial share in the developing countries' 
GDP grew very quickly; second, working effi ciency grew faster than in developed coun-
tries. Thus, due to the shortage of demographic resources, scientifi c and technological 
 progress supported the move of production from the First World countries to the Third 
World countries, at the same time making it profi table. The economy of every country is 
known to comprise different sectors, starting with agriculture. Yet, their hierarchy changes 
together with the development of innovative spheres within the economy. The less innova-
tive sectors lose their share in economy, while the new ones expand. But  within   the global 
economy, due to the international division of labor, the situation is different, and the eco-
nomic share of less innovative sectors might even increase. The reason is that the former 
technologically leading sectors, when leaving the World System Core, move to other parts 
of the World System, not as leaders with the prefi x ‘ex-’ but as actual leaders there. 12  First, 
this occurs in underdeveloped countries via the development of their own production in the 
ex-leading sectors by means of adopted (imported) technologies. Second, this happens due 
to the actual transfer of old sectors to the less-developed countries (as has already been 
mentioned, this process has been going on during the last two or three decades within the 
process of the deindustrialization of the West). Thus, the structure of the international division 

11   For the analysis of the waves of scholarship in the studies in deindustrialization, change of vectors 
of researchers’ interests and estimations during the last 40 years see High,  2013 . 
12   The problem of the leading sector has been considered in different aspects in Kuznets,  1926 , 
 1930 ; Modelski,  1987 ; Modelski & Thompson,  1996 ; Rostow,  1975 ; Rasler & Thompson,  1994 ; 
van Duijn,  1983 ; Thompson,  1990 ; Thompson,  2000 , see also: Rennstich,  2002 . 
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of labor, which is generally the World System’s most important axis, to a certain extent 
refl ects the historical succession of leading sectors and makes it possible for a new mode of 
production to emerge in the World System core. But the new wave of technologies requires 
not only the presence of an innovation cluster but also a ‘free space’ in the leading countries 
in order to re-orient the workforce. While capital and labor are being reoriented, the old 
basic commodities should be produced elsewhere in suffi cient quantity so that the economy 
with an emerging new leading sector could have more opportunities. This means that it 
should get rid of the less-innovative commodities.  Otherwise  , in the situation of basic com-
modities shortage, it would be more diffi cult to concentrate on innovative ones which, 
despite their importance, becomes less connected with people’s basic needs (compare food, 
clothes, and even metals, on the one hand, with Internet and specifi c services, on the other). 
Such a release becomes possible due to the import of goods whose production becomes 
unprofi table. Far from everything is logical here; the process of transformation proceeds 
with diffi culty, but the logic of the process contributes to the World System’s economic 
growth and provides opportunities for innovative breakthroughs in different regions of the 
World  System  . In fact, this is a way to introduce new economies into the operating arena of 
a new production principle. Even if a number of societies do not fi t the principle yet (as at 
present many countries of the world do not really achieve the appropriate level for the sci-
entifi c and information production principle), anyway to a certain extent they are getting 
involved in it (at least in large cities where there already exist some advanced technology 
centers). Moreover, they become a part of the international division of labor which is 
formed under the infl uence of a new principle of production. Therefore, the adaptation of 
new waves of innovations should be supported by technology and capital transfer to the less 
developed parts of the World System in order to compensate for the volume and range of 
commodities not produced anymore in the core” (Grinin & Korotayev,  2015a : 131–133). 

   One of the mechanisms of such shifts within technological modes can be 
interpreted within the fl ying geese paradigm which was developed in the late 
1930s by the Japanese scientist Kaname Akamatsu (in the early 1960s his works 
appeared in English [Akamatsu,  1961 ,  1962 ]), for a detailed discussion of this 
theory see  Chap.     4      below.         
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    Chapter 3   
 Interaction between Kondratieff Waves 
and Juglar Cycles                     

              Introductory Notes 

  This chapter addresses some important correlations between medium-term eco-
nomic cycles (7–11 years) known as Juglar cycles and long-term (40–60 years) 
Kondratieff cycles. The research into the history of this issue shows that this par-
ticular aspect    has     been insuffi ciently studied. In our opinion, our research can sig-
nifi cantly clarify both the reasons for the alternation of upswing and downswing 
phases in K-waves and the reasons for the relative stability of the length of these 
waves. Further, our research can also contribute to the development of more precise 
means of long-term global forecasting.  

 ‘It appears that crises, like diseases, are one of the conditions of the existence of 
those societies where trade and industry are prevalent. One can predict them, allevi-
ate them, delay them up to a certain moment, one can facilitate the recovery of 
economic activities; but it has turned to be impossible to eliminate them notwith-
standing all the possible methods that have been applied’. Unfortunately, those well 
forgotten words of Clement Juglar ( 1862 : VII), who was one of the fi rst to demon-
strate that economic crises follow the a periodical/cyclical pattern, became very 
relevant again in 2008, that is about 150 years after they had been written about. 

 We will start this chapter with our analysis of the main features of  medium-term 
cycles   of business activity, or business cycles (7–11 years) 1  that are also known as 

1   Many economists maintain that business cycles are quite regular with the characteristic period of 
7–11 years. However, some suggest that economic cycles are irregular (see, for example, Fischer 
et al.,  1988 ). As we suppose, comparative regularity of business cycles is observed rather at the 
World System scale than in every country taken separately. This corroborates the important role of 
exogenous factors for the rise and progress of business cycles (for more details see below). 
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Juglar cycles after the prominent nineteenth-century French economist Clement 
Juglar (1819–1905), who investigated these cycles in detail (Juglar,  1862 ,  1889 ). 2  

 Juglar investigated fl uctuations of prices, discount rates, and gold reserves of 
banks in France, England, and the USA and showed their correlation with cycles of 
increasing business activity, investments (and speculations), and employment 
(Juglar,  1862 ,  1889 ). The fi rst edition of his book discussing these cycles was pub-
lished in 1862. Juglar’s most important  achievement lay i  n presenting substantial 
evidence that crises were periodic, that is in support of ‘the law of crises' periodic-
ity’. According to this law, crisis is preceded by epochs of recovery, well-being, and 
price growth, which are followed by years of price decrease and the slowing of trade 
that brings the economy into a depressed state ( Idem  1889: xv). It is specifi cally 
with Juglar’s contribution to the analysis of periodic crises that the transition of 
economics as a whole from crisis theory to business-cycle  theor  y is frequently con-
nected (Besomi,  2005 : 1). 

 Thus, crisis does not occur randomly (It is erroneous to ascribe its occurrence to 
random factors.). 3  Economic crisis is preceded by an intensive increase in business 
activities and prices, which sometimes allows one to predict a crisis in advance. 4  
According to Tugan-Baranovsky (Tугaн-Бapaнoвcкий,  2008  [1913]: 294), Juglar 
successfully coped with this task on a number of occasions. 

  A few notes on Juglar cycles  (which will also bedenoted as  J-cycles  below). Let 
us turn to a brief description by Tugan-Baranovsky of the  economic cycle scheme   
proposed by Juglar:

  “Industrial crisis never comes unexpectedly: it is always preceded by a special heated state 
of industry and trade whose symptoms are so specifi c that an industrial crisis may be fore-
casted in advance… What causes these regular changes of booms and busts? Juglar indi-
cates one main cause: periodic fl uctuations of commodity prices. The prosperous epoch that 
precedes the crisis is always characterized by the growth of prices: ‘Annual savings of civi-
lized nations (that enlarge their wealth) also lead and sustain the constant growth of prices: 
this is a natural state of the market, a prosperous period. The  crisis approaches   when the 
upward movement slows down; the crisis starts when it stops… The main cause (one may 
even say—the only cause) of the crises is the interruption of the growth of prices’ (Juglar, 
 1889 : 33). The overall mechanism of crisis development is specifi ed by Juglar in the follow-
ing way. The increase in commodity prices naturally tends to impede the sales of respective 
commodities. That is why, with the growth of prices, the foreign trade balance becomes less 
and less favorable for the respective country. The gold starts to move abroad to pay for the 
imports whose amounts start to exceed those of exports. At the beginning the amounts of 

2   As we have already mentioned above, Medium-term cycles (7–11 years) were fi r st named after 
Juglar in works by Joseph Schumpeter, who developed the typology of different-length business-
cycles (Schumpeter,  1939 ,  1954 ; see also Kwasnicki,  2008 ). 
3   Notwithstanding the belief of some infl uential modern economists in the contrary (see, e.g., 
Mankiw,  2008 : 740; Zarnowitz,  1985 : 544–568). 
4   It is worth mentioning here that, before Juglar, prevailing views were based on Adam Smith’s 
ideas of ‘invisible hand’ and on Say’s law of markets. According to such views, equilibrium 
state is considered to be the main one for the market, various shifts from it being caused by 
some external factors. Consequently, crises are also caused by  random factors . However, cur-
rently these ideas (those of external shocks) are rather popular again. We will consider this 
issue in more detail further on. 
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gold moving abroad are negligible and nobody pays attention to this. However, the higher 
the prices, the greater the amount of gold that moves abroad. Finally, the commodity prices 
reach such a high level that selling the respective goods abroad becomes highly problem-
atic. As the traders cannot cover the import expenses with the export revenues, they have to 
renew their promissory notes in banks after the payment deadline, and this accounts for the 
intensifi cation of the discounting operations of the banks in the period that directly precedes 
the crisis. Yet, the payments cannot be delayed forever; sooner or later they should be made. 
The commodity prices fall immediately, this is followed by bankruptcies of banks and traders, 
and the industrial crisis begins” (Tугaн-Бapaнoвcкий,  2008  [1913]: 294–295). 

   It can be seen that the central mechanism of cyclical  fl uctuations  , in Juglar’s 
opinion, is the fl uctuation of prices, their increase leading to recovery and upswing, 
their decrease being followed by crisis and depression. The exceptionally important 
role of price fl uctuations is indisputable; it has been noticed by economists belong-
ing to various schools (see, e.g., Haberler,  1964  [1937]). Among them one can men-
tion such contemporaries of Juglar as Karl Marx and Friedrich Engels. In 
 Tugan-Baranovsky’s opinion   (Tугaн-Бapaнoвcкий,  2008  [1913]), with which we are 
ready to agree, Juglar's theory, however, does not explain adequately enough the 
main point, namely the increase in commodity prices in the period that precedes the 
crisis. Subsequent researchers described numerous mechanisms of such an increase 
ranging from interest rate fl uctuation, credit expansion and reinvestment to the 
behavior of aggregate demand and aggregate supply curve, as well as psychological 
factors such as ungrounded optimism. Nevertheless, the issue is still subject to vig-
orous academic discussions. Tugan-Baranovsky himself suggests that crises are 
caused by lack of capital, as in the upswing period capital is spent faster than it is 
accumulated. As a result, both credit and impulse to development are exhausted, 
while structural disproportions lead to crisis phenomena (not necessarily in the form 
of an acute crisis; he was right in stating that the crisis intensity depends on the 
intensity of the upswing).    Tugan-Baranovsky emphasizes (and we would agree with 
him on this point to a certain degree) that the school of Marx and Engels suggested 
the deepest understanding of crisis for their time. According to them, crises are 
caused by over-production (which is a consequence of the main contradiction of 
capitalism). Overproduction itself is stipulated, fi rst of all, by the anarchic character 
of capitalist production; secondly, by the poverty of the masses, their exploitation, 
and the tendency of salaries to decrease. As a consequence of the constant growth of 
capital's organic structure (i.e. the decline of the proportion of salaries in total pro-
duction expenses), according to Marx, the profi t rate falls. 5  Capitalists try to over-
come the profi t rate reduction by introducing new machines, which in turn leads to 
labor productivity growth. This leads to the expansion of the commodities’ supply 
and, consequently, to their overproduction (because of the ‘anarchy’ of capitalistic 
production). Crisis is namely the explosion of capitalistic production contradic-
tions, and, consequently, the restoration of equilibrium. Some Marxist economists 
provided fundamental descriptions of the history of crises (see, e.g., Bapгa,  1937 ; 
Meндeльcoн,  1959 –1964; Tpaxтeнбepг,  1963  [1939]). However, Marx and Engels, 

5   Phenomenon marked by economists of various schools but explained differently. 
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in our view, did not manage to show the true connection between the processes of 
production and circulation (the latter was ignored as an allegedly less fundamental 
part). Thus, they were not capable of revealing the causes of crisis explosiveness 
and the dramatic change of situation at so-called turning points (i.e. from boom to 
acute crisis and from the bust to recovery and boom). 

 In the fi rst half of the twentieth century, numerous theories explaining economic 
cycles were already present. In fact, the  under-consumption theory   was one of the 
oldest, as such views appeared long ago (actually, together with the science of polit-
ical economy itself). Among its earliest followers, Lord James Lauderdale, Thomas 
Malthus and Jean Sismondi were the most prominent. In the fi rst half of the twenti-
eth century, a signifi cant contribution to scientifi c re-consideration and diffusion of 
the under-consumption theory was made by John Atkinson Hobson, William Foster, 
Waddill Catchings, and Emil Lederer. Essentially concordant with the ideas of this 
theory were some of the abovementioned approaches of the Marxist orthodox 
school, which assumed that the working class condition, according to the law of 
working class absolute impoverishment put forward by Marx, must worsen. 6  

  Monetary theories   saw causes of cyclicity mainly in the cumulative character of 
business activity expansion and contraction depending on the amounts of money in 
the economy. 7  The most vivid example is Hawtrey’s theory (see, e.g., Hawtrey, 
 1926 ,  1928 ). For him, trade-industrial crises appeared to be purely monetary phe-
nomena, as, in his opinion, monetary fl ow change suffi ces to explain the transitions 
from upswings to depressions (and vice versa). On the whole, undoubtedly, the 
monetary component of cyclicity and crises is very important. However, representa-
tives of monetary theories attributed a too dominant role to monetary factors, thus 
ignoring non-monetary causes. 

 One of the versions of the  over-accumulation theory   is based on the ideas of 
Tugan-Baranovsky. Haberler ( 1964 ) divides representatives of the theory into fol-
lowers of its monetary and non-monetary versions. The fi rst group includes those 
economists who suggest that monetary factors, acquiring great importance with 
credit expansion, cause strong disproportions between economy sectors produc-
ing consumer items and capital goods (or, more exactly, between sectors of the 
whole manufacturing chain). The followers of this version of the theory in ques-
tion have made a particularly valuable contribution to the analysis of dispropor-
tions in  production structure   caused by the credit expansion at the phase of boom 
and prosperity, as well as to the interpretation of crisis as a result of those dispro-
portions. Representatives of this direction include Friedrich von Hayek, Fritz 

6   However, such explanation has become an anachronism long ago. The given theory correlates 
very badly indeed with a long-term trend to an unprecedentedly fast (against the general historical 
background) increase in life standards (and real incomes) of ‘direct producers’ in general, and of 
the ‘working class’ in particular. This trend is rather typical for ‘capitalist’ countries and is observed 
in reality. 
7   It should be noted that, from the point of view of General Systems Theory, this point is essentially 
related to the issue of positive feedback loops, which will be considered in more detail further on. 
The action of these feedbacks can lead to phenomena perceived as ‘booms’, ‘collapses’, and 
‘breakdowns’ (see, e.g., Sornette,  2003 ). 
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Machlup, Lionel Robbins, Wilhelm Roepke, and Richard von Strigl. Numerous 
representatives of this direction belong to the so-called Austrian School, which 
started from the works by Ludwig von Mises ( 1981  [1912]; фoн Mизec, 2005). It 
sees the most important cause of crises as state interference into economic pro-
cesses, particularly in artifi cial credit expansion. Special attention is given to the 
role of central banks in crisis generation (see, e.g., Huerta de Soto,  2006 ; Rothbard, 
 1969 ; Shostak,  2002 ; Skousen,  1993 ). 8  

 The other,  non-monetary direction   of over-accumulation theory is represented by 
the authors whose theories are based on taking into account non-monetary factors: 
inventions, discoveries, creation of new markets etc., that is factors securing favor-
able conditions for new investments. This direction is represented by Gustav Cassel, 
Peter Hansen, Arthur Spiethoff, and Knut Wicksell. Works by Arthur Pigou and 
Joseph Schumpeter are essentially close to this direction as well. 

  Psychological theories   are also worth mentioning. Even though every economic 
phenomenon has its psychological aspect, some theories (not without grounds) 
when interpreting different cycle phases assign a special importance to ‘psychologi-
cal reaction’ that can considerably increase disproportions, make a new phase occur 
faster or slower, contribute to business activity increase or hinder it, etc. Among the 
representatives of psychological theory, one may mention such prominent econo-
mists as, for example, John Keynes, Frederick Lavington, Arthur Pigou, and Frank 
Taussig. In some aspects they ascribe to psychological  fact  ors (such as optimism, 
pessimism, euphoria, panic) a capacity to produce a relatively independent impact 
(for more details see Гpинин, 2009г). 

 Theories of economic  crises   can be classifi ed in a variety of ways. For exam-
ple, they can be segregated into exogenous and endogenous ones (see, e.g. ,  
Morgan,  1991 ), which is closely connected with approaches to the explanation of 
the nature of equilibrium state in economy. We take it as a basis that, though 
cyclicity has an endogenous structure being connected to occurrence of structural 
disproportions, still crises cannot occur without exogenous impacts. Essentially, 
the economy of a given country cannot be regarded in an isolated way, as the 
economic fi eld is always much broader than the one of an isolated economy. It 
serves as a part of the World System economic fi eld, so in reality external impacts 
must necessarily be observed (see for more details Гpинин и Кopoтaeв,  2010 ). 
The following important aspect must also be taken into consideration: while a 
crisis in a given country may have a primarily endogenous character, its process 
and characteristics may possess substantial peculiarities in comparison to crisis in 
countries where it is caused by exogenous factors. In particular, in modern condi-
tions many countries, for example, China, India, or Russia, had not exhausted 

8   As a separate direction, a group of economists may be specifi ed who developed the so-called 
‘acceleration principle’. According to this principle, the changes in consumer goods production 
cause, due to technological reasons, much sharper fl uctuations in production goods sector, as 
investments into main capital require much more time and expenses. This causes a general demand 
increase, which eventually turns out to be greater than required for optimal development, which 
creates prerequisites for crisis origin (see, e.g., Haberler,  1964 ). 
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their resources for development by 2008. In 2008–2009, the crisis in these coun-
tries occurred simply under the infl uence of a sharp change in external conditions. 
And, as external conditions of every country form a unique combination, crisis 
would have important peculiarities in each particular case. At the same time, in 
the USA the crisis was more due to endogenous origins, as the country's economic 
development resources had been worn out to a greater extent than those in many 
developing countries. Such a situation is generally (though, of course, not always) 
typical for the development of crises in the  World System core  , on the one hand, 
as opposed to crises in its periphery, on the other. In the center, crises have a more 
endogenous character, while in the periphery their origins are usually more exog-
enous, as they tend to be caused by economic fl uctuations in the World System 
center. Thus, every crisis always has both endogenous and exogenous causes, but 
their combination is specifi c for each particular society in every particular period, 
which makes the situation unique for any society and for any crisis. 

 We will now turn our attention to the work of Kondratieff. He divided all 
approaches fi rstly into ones regarding economic phenomena as static, i.e. consider-
ing a static equilibrium state in an economy as normal, and all deviations from such 
an  equilibrium   as disturbances (Кoндpaтьeв,  2002 : 11–14). Among the followers of 
this approach Kondratieff named William Jevons, Leon Walras, Vilfredo Pareto, 
Gregory Clark, Alfred Marshall, Knut Wicksell, etc. Secondly, in Kondratieff's 
view, the research of some other economists was oriented mostly at the study of 
economic dynamics. These economists state that the equilibrium moment is not a 
basic one; they may even consider it as random, whereas, according to them, the 
economic dynamics go through a whole range of regular developmental phases. 
Among those economists Kondratieff mentions Karl Marx, Clement Juglar, Mikhail 
Tugan-Baranovsky, Arthur Spiethoff, Jean Lescure, Albert Aftalion, and George 
Mitchell. He indicates, however, that these researchers elaborated on particular 
problems of economic dynamics, their work standing somewhat apart from the gen-
eral development of economic theory. Nevertheless, it should be added here that 
specifi cally these researchers made an especially important contribution to the 
development of the economic cycle theory. 

 As regards the above-mentioned division, it should be noted that, in the view of 
some economists, the essence of the  Keynesian revolution   is in Keynes’ ideas (1936) 
destroying the belief in the existence of perfect inner regulatory forces of the market 
mechanism (Adam Smith's ‘invisible hand’), which meant the true end of the 
laissez- faire doctrine (see, e.g., Blaug,  1985 ). Discussions between the Keynesians 
and Neoclassicists are centered mainly on the question whether the economy pos-
sesses self-regulating forces. 9  Classical theory pays particular attention to long-term 
economic growth, dwarfi ng the meaning of economic cycles. Keynesians insist that 
crisis-less economic growth is only possible in the presence of adequate monetary 

9   In classical economic theory , self-regulating forces are stated to be ones connected with the 
behavior of economic agents: entrepreneurs, workers, buyers, sellers, etc., stipulated by elasticity 
of salaries and prices, which are capable of supporting the economy in a state of full 
employment. 

3 Interaction Between Kondratieff Waves and Juglar Cycles

akorotayev@gmail.com



61

and fi scal policies playing the role of countercyclical stabilizers. In other words, 
Keynesians maintain that economic growth directly depends on  the state’s  eco-
nomic policy, without which such growth may not occur at all. As Samuelson and 
Nordhaus note (Samuelson & Nordhaus,  2009 : 486–487), in Keynesians’ opinion, 
the economy is prone to lengthy periods of recurring unemployment followed by 
speculation and growth of infl ation. While for a classical economist the economy is 
similar to a person leading a healthy way of life, for a Keynesian, the economy is a 
manic- depressive personality periodically inclined either to boundless rage and 
groundless gaiety, or to hopeless sullenness. 

 Since the 1950s, but especially in 1970–1990s, discussions concerning cyclicity 
problems were connected with choosing the parameters that economists proposed 
would infl uence economic cycles in order to diminish the negative consequences of 
uneven economic development. Expansion and development of the  Keynesian the-
ory   contributed to the advancement of the idea about the economy's immanent 
proneness to booms and busts (i.e., to cycles). However, on the other hand, the 
popularity of the idea about the possibility of infl uencing cycles through state policy 
led to economic thought focusing mainly on infl uence instruments. The problems of 
the cycles’ nature and their deep causes gradually shifted to the periphery of the 
economic science. 

 Best-known in modern economic thought are the Keynesian (more exactly, neo- 
Keynesian) and monetary schools. The fi rst post-war decades showed that the state 
policy of infl uencing economic parameters (such as aggregate demand, aggregate 
supply, discount rates, etc.) is not entirely successful. First of all, it is not always 
effective; secondly, it is not always based on long-term economic interests; thirdly, 
it has a certain lag, as necessary laws and decisions must be subject to a long proce-
dure of coordination, approval, and enforcement. This led to the growing popularity 
of the  monetarist theory  , which suggests that the state should exercise less direct 
infl uence on the economy, while its interference must be more subtle and concen-
trate mainly on regulating money supply, money circulation velocity, state debt vol-
ume, and interest rates. 10  An important contribution of this school to macroeconomic 
theory is in the development of the idea about the necessity of following stable rules 
of money circulation and not relying on voluntary fi scal and monetary policy. 

 Thus, the main difference between the views of Keynesians and monetarists lies 
in their approaches to defi ning aggregate demand. Keynesians suggest that  aggre-
gate demand changes   are infl uenced by numerous factors, while monetarists believe 
the main factor having impact on output and prices to be the change of money sup-
ply. Monetarists believe that the private sector is stable, and state interference often 
simply takes resources from it; macroeconomic fl uctuations appear mainly because 
of fl uctuations of money supply. In general, one can observe different views as 

10   It is no coincidence that dominating positions in global economic science (and practice) went 
from Keynesians to monetarists in the early 1970s at a transition period from upswing to a down-
swing phase of fourth Kondratieff cycle. On the other hand, such position transition was stipulated 
by refusal from attachment to the gold standard in dollar, which led to great changes in behaviour 
of fi nances devoid of such an anchor. 
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regards the questions of which instruments should be used to infl uence economic 
cyclicity, and what should be the role and economic policy of a state from both 
short-term and long-term perspectives. 

 However, some more radical views on direct state interference into the economy 
are also present within the neoclassical theory. One of its tenets is based on the so- 
called theory of  rational expectations   (Robert Emerson Lukas and others), which 
essentially suggests that, as people use all available information, they can fi gure out 
in advance the predictable state policy and use it for their own benefi t, as a result of 
which state policy turns out to be ineffective. Roughly speaking, ‘no government 
can outwit the taxpayers’. Neoclassicists also assume price and salary fl exibility 
(that is why the theory is called neoclassical, as, similar to the classical pre- 
Keynesian one, it is based on the idea of economic self-regulation). Like monetar-
ists, they suppose that state infl uence should concentrate mainly on indirect 
economic regulation via various monetary instruments. 

 However, it is important to understand that in the last 10–15 years the process 
of defi nite and  substantial synthesis   of old and new economic theories has been 
going on (for more details see Caмуэльcoн и Hopдxaуc,  2009 : 505–507). 11  In par-
ticular, economists have started paying more attention to expectations, as neoclas-
sical theory suggests.  

    The Phases of Medium-Term Juglar Cycles (J-Cycles) 

 Some modern economists single out only two main phases of the business cycle: 
upswing and downswing (there are some other names for those phases — e.g., ‘ expan-
sion’   and ‘ contraction’)  , whereas moments corresponding to the crisis (emerging at
the peak of the overheating) and the trough of the downswing/recession are inter-
preted as infl ection points (see, e.g., Samuelson & Nordhaus,  2009 ; Гринин, 
Коротаев, 2014а). 12  

 However, it is not rare when the cycle is subdivided into four phases 13  (and we 
prefer to do this within our model). For more details on our model of the Juglar 
cycle (see Grinin, Korotayev, & Malkov,  2010 ). 14  

11   Actual synthesis of Keynesian and monetary theories started much earlier. 
12   Yet, generally speaking, the number of phases may depend on how detailed the  respective analy-
sis  is (as well as a number of other factors). Thus (see below), we subdivide each cycle into four 
big phases (basing ourselves on Schumpeter’s approach to the distribution of cycle phases), and 
then single out eight subphases (two subphases per every phase), whereas Burns and Mitchell 
( 1946 ) only identify two big phases (expansion and contraction) subdividing each phase into three 
subphases, and consider turning points (peak and trough) as separate short phases. Thus, they get 
eight stages too (as the ninth stage belongs actually to the next cycle). 
13   On the other hand, it appears possible to single out two sub-phases in each phase. 
14   This model takes into account a number of approaches to the analysis of such cycles that are 
specifi ed in the publications by Abel and Bernanke ( 2008 a); Bapгa ( 1937 ); Haberler ( 1964  [1937]); 
Hicks ( 1946  [1939]); Hilferding ( 1981  [1910]); Juglar ( 1862 ,  1889 ); Keynes ( 1936 ); Lescure 
( 1907 ); Marx (Mapкc,  1961  [1893, 1894]); Mitchell ( 1927 ), Meндeльcoн ( 1959 –1964); Minsky 
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 Thus, in our model a J-cycle consists of four phases:

 –     recovery phase   (which we could sub-divide into a start sub-phase and an accel-
eration sub-phase);  

 –   upswing/prosperity/expansion phase (which we sub-divide into the a growth 
sub-phase and a boom/overheating sub-phase);  

 –   recession phase (within which we single out a crash/bust/acute crisis sub-phase 
and a downswing sub-phase);  

 –    depression/stagnation phase   (which we could subdivide into a stabilization sub- 
phase and the a breakthrough sub-phase) (Fig.  3.1 ).

       Recovery phase   starts after (and as a result of) the liquidation of disproportions 
(and the establishment of new proportions) that almost inevitably take place during 
the preceding phases of recession and stagnation (which often lead to a signifi cant 
restructuration). That is why a new cycle starts at a new level of equilibrium 
(Schumpeter,  1939 ). The recovery and certain growth can start because, as a result 
of the preceding downswing, excessive commodity inventories have been dissolved 
and have come into correspondence with extant demand, some unsatisfi ed demand 
for commodities has been formed, problematic fi rms have  disappe  ared, bad debts 
and fi ctive capitals have been ‘burnt out’, and businessmen have become much more 
cautious (see, e.g., Minsky,  1983 ,  1985 ,  1986 ,  2005 ), etc. 

  At the expansion phase  the  growth   accelerates, whereas the recovery 
becomes general. The phase of active expansion often needs some external fac-
tor (e.g., the emergence of some major new market). Demand for resources and 
commodities grows, and investments increase in a really substantial way. This 
tends to lead to the growth of prices. The demand for credit also grows, new 
enterprises emerge, active speculations at stock and commodity exchanges take 
place. If the growth continues and becomes very fast, the economy moves to the 

( 1983 ,  1985 ,  1986 ,  2005 ); Samuelson and Nordhaus ( 2005 : 403–552); Schumpeter ( 1939 ); Tugan-
Baranovky ( 1954 ; Tугaн-Бapaнoвcкий,  2008  [1913]); von Hayek ( 1931 ,  1933 ); von Mises ( 1981  
[1912]); Cassel (Кacceль  1925 ); Fridman (Фpидмaн  2002 ); Pigou ( 1929 ) as well as a number of 
other economists. 

  Fig. 3.1    The model of  a 
  Juglar cycle       
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boom (overheating) sub-phase, which leads to an overstrain of the fi nancial 
markets, as free liquidity is absent. As a result, prices grow very fast, ‘bubbles’ 
emerge, and speculations increase. 

  Recession phase.  Finally, some  factors   interfere (for example, a sudden drop of 
demand or prices, a bankruptcy of a large fi rm or bank, a default of some foreign 
state, additional demand for funds in the context of a worsening political situation, 
or a new law that changes ‘rules of the game’); as a result one observes bust and 
acute crisis. This is accompanied by a decline of industrial production, waves of 
bankruptcies, a decline of orders for various products, shut-downs of many enter-
prises, explosive growth of unemployment, and so on. 

  Depression phase  is a period of  stagnation   and very slow economic growth, when 
the economy moves from overheating and bust, the over-accumulated inventories are 
dissolved, prices decrease (though in modern times prices may behave in somewhat 
different way during this phase). The depression phase involves the process through 
which the market economy becomes adapted, it eliminates extremes and distortions of 
the previous infl ationary boom and restores a stable economic state. Within this per-
spective, depression turns out to be an unpleasant but necessary reaction to the distor-
tions and extremes of the preceding boom (e.g., Rothbard,  1969 ). 

  Causes of cyclical crises.  Economic crisis (bust, recession, and depression) is 
the most dramatic part of the medium-term J-cycle. The crisis is always  a   result of 
the preceding active growth, because this growth inevitably produces structural 
strains not only in the economy, but also in the society as a whole (as the current 
social institutions are ‘designed’ for a certain scale of phenomena and processes). 
However, notwithstanding all the similarities, every crisis, naturally, has certain 
unique individual features. 

 Characteristic  features   of classical J-cycles can be presented as follows: at the 
expansion phase they were characterized by very fast (sometimes even explosive) 
growth (boom) that involved a tremendous strain within the economic system, 
which was followed by an even more impressive bust. 

 The phase of  expansion   (that included the sub-phase of boom and overheating) 
was accompanied by the following phenomena:

    (a)    a very strong growth of prices of raw materials and real estate;   
   (b)    excessive demand for credit and the expansion of investment over any reason-

able limits;   
   (c)    an outbreak of speculations with commodities and bonds;   
   (d)    enormous growth of risky operations.    

  All these are salient  features   of the Juglar cycle that have been described on 
many occasions by representatives of various schools of this particular mode of 
economic thought. On the other hand, they can also be easily found in the recent 
global economic crisis of 2008–2009. 

 Our analysis has also demonstrated that during the expansion phase a special 
role is usually played by some new fi nancial technology or some new type of 
fi nancial assets. 
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  Sharp transitions   from booms to busts were connected with a spontaneous eco-
nomic development that was regulated by almost nothing except market forces, as 
state interference in the economic development was not suffi cient. Within such a 
context (and taking into consideration the presence of the gold standard) acute cri-
ses became inevitable. 15   

    On the Importance of Further Research on the Theory 
of J-Cycles 

 After the Great  Depression   the interest in Juglar cycles grew sharply, and, as it was 
said in Chap.   1    , according to Haberler (Xaбepлep,  2008 : 431), there was no other 
period in the history of economic thought when the problems of economic cycles 
were studied so intensively. However, later, in the second half of the twentieth cen-
tury (especially, during Phase A of the fourth Kondratieff Cycle), the dynamics of 
business cycles experienced a signifi cant change (fi rst of all as a result of the active 
interference of the state into the economic life), 16  recessions became less deep than 
before (whereas the crisis became less dramatic), the recovery came relatively fast, 
etc. As a result, economists began paying more attention to long waves of business 
activities (Kondratieff cycles) than to Juglar cycles, though, mostly by tradition, 
macroeconomics textbooks still tend to include a chapter on those cycles (yet, they 
are mostly denoted simply as ‘business cycles’). 17  We believe that such neglect with 
respect to the study of J-cycles is unproductive. In our opinion, the modern crisis is 
quite similar in type to a classical Juglar’s cycle crisis. 

 The cyclical dynamics of Juglar-type cycles in their most pronounced form (that 
is, not smoothed by state intervention) was determined by the following  factors  : (a) 
the presence of the gold standard in transactions within a country, as well as at the 
international level; (b) uncontrolled dynamics of prices and interest rates; (c) rela-
tively weak interference of the state during upswings and even crises and recessions 
(though gradually such interference increased). These resulted in fast (sometimes 

15   Thus, with the excessive growth of credit and swelling of  fi nancial assets , the amount of money 
substitutes (shares, bills, bonds, etc.) greatly increased. As a result, with a decrease in confi dence 
in these securities a sudden demand for gold and cash increased so much that destroyed the entire 
banking system. 
16   Even some Soviet economists had to acknowledge this, e.g., Varga, a Hungarian by origin, who 
was infl uenced originally by the Austrian Economic School (e.g., Bapгa,  1974 : 366–400). In par-
ticular, he noticed that the depression phase had contracted in a very signifi cant way. The change 
in crisis patterns in England since the late nineteenth century was fi rst noticed by Tugan-Baranovsky 
(Tугaн-Бapaнoвcкий,  2008  [1913]). Mitchell also showed that, though recession is a necessary 
part of the cycle, not every cycle should be necessarily connected with an acute crisis (Mитчeлл, 
 1930 : 391–392). For a more detailed analysis of post-war cycles see Гpинин и Кopoтaeв,  2010 . 
17   See, e.g., Mэнкью, 1994: Chap. 14; Abel & Bernanke,  2008 a: Chap. 8; Caкc и Лappeн,  1996 : 
Chap. 17, even though such chapters are present not in all textbooks of the kind. For example, in 
the textbook by Дopнбуш и Фишep ( 1997 ) such a chapter is absent. 
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even explosive) upswings (that demanded a great tension on the part of the economic 
system) and equally rapid downswings. The  upswing, boom and overheating   were 
accompanied by rapid and inadequate growth of prices of raw materials and real 
estate; an increase in intensity of speculations with commodities and stock assets; a 
dramatic expansion of credit and risky operations; and the growth of investments 
beyond any reasonable limits. All these are salient features of the J-cycles that were 
described many times in the writings of representatives of various schools of eco-
nomic thought (see, e.g., Abel & Bernanke,  2008 ; Haberler,  1964 ; Juglar,  1862 , 
 1889 ; Hicks,  1946  [1939]; Hilferding,  1981  [1910]; Keynes,  1936 ; Lescure (Лecкюp, 
 1908 ); Marx [Mapкc,  1961 /1893,  1894 ]; Samuelson & Nordhaus,  2005 , 2009; 
Tugan-Baranovsky,  1954 ). 

 Such an expansion of assets tended to lift temporarily limitations produced by 
the  metallic standard  . This is almost always that during the upswing phase we 
observe the effect of some new fi nancial technology (naturally, in addition to the old 
ones), or some new type of assets (e.g., in the nineteenth century this could be rail-
way shares), that could drive the credit and speculations, amplifying the overheating 
of the economic system. 18  The monetary component of the Juglar cycles was always 
exceptionally important (though this was the driving force of the dynamics of the 
real economy that was at the basis of cyclical upswings). 

 The above indicated factors were the main ones to engender very sharp and viv-
idly expressed cyclic features. However, gradually under the impact of the Keynesian 
recipes (in the framework of national economic development) it became possible to 
minimize these dramatic distortions of rises and falls and to put speculation under a 
certain amount of control (e.g., after the Great Depression in the USA the Glass- 
Steagall Act was passed, forbidding banks, investment fi rms and insurance compa-
nies to speculate at stock exchanges [see Cуэтин,  2009 : 41]; Лaн,  1976 ; Samuelson & 
Nordhaus,  2005 ,  2009 ). This led to smoothing of cyclical fl uctuations and to less 
explosive crises. 19  

 However, currently, the crisis has rather overgrown national borders, occurring 
namely as an international crisis, where national norms act in an obviously weak-
ened form, while international regulations have not yet been worked out. That is 
why a number of old features recur at this new stage, because regulation methods 

18   For example, by the Charter of the Bank of England (as renewed in 1833), it was permissible to 
establish deposit joint stock banks everywhere. As a result, their number started growing rapidly 
which greatly contributed to the growth of capital accumulation, speculation, and at the same time 
to the accumulation of conditions for the 1836 crisis (for more detail see Tугaн-Бapaнoвcкий, 
 2008  [1913]: 110–111). For more detail on the development of various new fi nancial technologies 
from cycle to cycle see Гpинин и Кopoтaeв,  2010 . 
19   In 1999 in the USA the law on fi nancial services modernization was passed, which annulled the 
 Glass-Steagall Act  that was in force for more than 60 years (see Cуэтин,  2009 : 41). As a basis for 
introducing the law on fi nancial services modernization, it has been claimed that American credit 
organizations are inferior to foreign rivals, especially European and Japanese ‘universal banks’ 
which were not subject to such limitations (Гpинcпeн,  2009 : 200). 
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applicable to separate countries would not work at the World System scale, and still 
more so that the rules of such regulation have not been worked out yet. 

 We suggest that the current recurrence of some features of Juglar’s cycle is 
connected namely with the following  features   of anarchy and arrhythmia of the 
non- regulated market economy:

    1.    Subjects of international law (and their economic agents) largely behave the 
same way as subjects of national law and the market previously did. As they 
use foreign currency and foreign currency rates in their dealings, this invari-
ably leads to sharp distortions in international trade, devaluations, etc.   

   2.    In the last decades capital movement between countries became free, that is .  it is 
relatively weakly regulated by national law and almost not regulated at all by 
international law. This causes huge and exceedingly fast capital movements, 
which lead to a very rapid growth in some places and then to a sharp decline and 
corresponding crisis phenomena.   

   3.    In the modern economy not only have new fi nancial technologies been devel-
oped, but the modern economy itself largely started producing values namely 
in the fi nancial sphere (fi nancial services). Thus, the fi nancial component of 
crisis has increased dramatically; this differs from previous decades, when 
the main economic growth went on in the sphere of manufacturing. (These 
processes are analyzed in greater detail in the following publications: Grinin, 
 2012a ; Grinin, Korotayev, & Malkov,  2010 ; Гpинин, 2009б, 2009в; Гpинин 
и Кopoтaeв,  2010 ; Гpинин, Maлкoв и Кopoтaeв,  2010a , 2010б).    

  We would like to  conc  lude the present section with the following important 
note.  Activities   of modern fi nancial corporations and funds lead to an uncontrol-
lable growth of fi nancial assets and anarchy in their movements; that is why it is 
criticized quite convincingly by various authors (e.g., Schäfer, 2009: 279–280), 
including ourselves (Akaev, Fomin, Tsirel, & Korotayev,  2010 ; Akaev, 
Sadovnichy, and Korotayev,  2011 , 2012; Grinin & Korotayev,  2010a ,  2010b ; 
Grinin, Korotayev, & Malkov,  2010 ; Гpинин, 2008д, 2009б, 2009г, 2012б; 
Гpинин, Maлкoв и Кopoтaeв, 2010б; Гpинин, Кopoтaeв и Maлкoв, 2010). That 
is why we are absolutely convinced in the necessity to look for ways to minimize 
the respective risks at the global scale, to regulate activities of fi nancial actors, 
and to restrict them in their most risky operations ( Ibidem ). However, it is highly 
erroneous to claim that modern fi nancial technologies are immanently destruc-
tive, that they only lead the world economy to various calamities, and that they 
are only useful to parasitic fi nancers and speculators. Contrary to this, the mod-
ern fi nancial sector performs a lot of generally useful important functions at the 
global scale. Our own analysis has demonstrated quite convincingly that the 
global fi nancial system, notwithstanding all its negative points, still performs 
certain important positive functions including the ‘insurance’ of social guaranties 
on a global scale (Гpинин,  2009a ; Grinin,  2010 , Grinin et al.,  2012 ; Grinin & 
Korotayev,  2010a ).  
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    Correlation Between K-Waves and J-Cycles 

    Preliminary Discussion 

    Introductory Notes 

 The main goal of this section is to study the interaction between K-waves and 
J-cycles. We believe that the analysis of this interaction may help to clarify signifi -
cantly  both   the causes of the alternation of upswing and downswing phases in 
K-waves and the relative stability of their characteristic period. 

 As we have already noticed previously, there are quite numerous explanations as 
regards the origins of the medium-term Juglar cycles with their characteristic period 
between 7 and 11 years 20 ; however, there is a substantial degree of  unanimity   as 
regards the main factors that are responsible for the emergence of the Juglar fl uctua-
tions (though this unanimity is absent as regards the contribution of each of those 
factors). There is much less clarity and unanimity as regards the causes of the emer-
gence and recurrence of the K-waves (long cycles), as this fi eld is still mostly domi-
nated by various hypotheses (see, e.g. ,  Korotayev & Grinin,  2012 ). 21  

 Notwithstanding substantial advances in the study of wave-like periodic fl uctua-
tions, there is no unanimity among researchers as regards many important points 
(see, e.g. ,  Goldstein,  1988  for a reviewer of earlier literature on this subject, or 
Korotayev & Grinin,  2012 ); those points include the total number of attested 
Kondratieff cycles; their periodization (this includes the issue of the presence/
absence of the K-waves before the industrial revolution of the eighteenth century 22 ); 
which parameters should be used to trace  periodic fl uctuations  ; which spheres are 
subject to those fl uctuations (whether they are observed in the economic subsystem 
only, or also in political and cultural spheres). 23  There is no unanimity either as 

20   See, e.g., Abel & Bernanke,  2008 a: 361–502; Bapгa,  1937 ; Hicks,  1946  [1939]; Haberler,  1964  
[1937]; Juglar,  1862 ,  1889 ; Lescure,  1907 ; Mapкc,  1961  [1893, 1894]; von Mises,  1981  [1912]; 
Meндeльcoн,  1959 –1964; Minsky,  1983 ,  1985 ,  1986 ,  2005 ; Mitchell,  1913 ,  1927 ; Tugan-
Baranovsky,  1954  [1913]; Pigou,  1929 ; von Hayek,  1931 ,  1933 ; Keynes, 1936; Schumpeter,  1939 ; 
Samuelson & Nordhaus,  2009 ; Tpaxтeнбepг,  1963 , etc. 
21   Some of those hypotheses even suggest climatic change as the main factor generating the 
K-waves (see, e.g. ,  Moуги,  1992 ). 
22   For the evidence supporting the existence of the preindustrial K-waves see, e.g. ,  Goldstein,  1988 ; 
Moуги,  1992 ; Modelski,  2006 ,  2008a ,  2008b ,  2012 ; Модельски и Томпсон, 1992; Modelski & 
Thompson, 1996; Modelski, Thompson, & Devezas,  2008 ; Пaнтин,  1996 ; Пaнтин и Лaпкин, 
 2006 , etc. Some scholars, while not rejecting some long-term fl uctuations in the pre-industrial 
period, consider the K-waves in this period as certain historical excesses produced by various 
exogenous factors (see, e.g., Maeвcкий 1992: 60). 
23   See an incomplete list of such problems in the following publications: Aвpaмoв,  1992 : 64–66; 
Maeвcкий,  1992 : 58–60; Pумянцeвa,  2003 : 11–12. 
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regards the issue of the main factors affecting the formation of the waves and the 
change of their phases 24  (for more details see Grinin, Devezas, & Korotayev,  2012 ). 

 Notwithstanding the abovementioned diffi culties, we may base our further 
research on the fact that K-wave dynamics were actually observed at least during 
the last two centuries; that we do observe some fairly periodic fl uctuations of some 
important  economic indicators   (technological innovations, prices, GDP, trade turn-
over, etc.—see, e.g., Berry & Dean,  2012 ; Devezas,  2012 ; Helenius,  2012 ; Husson 
& Louça,  2012 ; Korotayev & Tsirel,  2010 , Кopoтaeв и Циpeль,  2010a , 2010б; 
Korotayev, Zinkina, & Bogevolnov,  2011 ; Korotayev & Grinin,  2012 a; Modelski, 
 2012 ; Ternyik,  2012 ; Thompson,  2012 ; Гpинин, Кopoтaeв и Циpeль,  2011 ; Гринин 
и Коротаев, 2012). 

 We believe that one of the most promising directions of the K-wave research is 
constituted by the  analysis   of the connections between the K-wave and J-cycle 
dynamics. It appears a bit strange that these relations between K-waves and J-cycles 
have not been studied suffi ciently yet, which indicates that the importance of these 
relationships is still underestimated. 25  

 The relationships between K-waves and J-cycles are visible rather saliently in the 
following point: the most widely accepted dates of the Kondratieff waves and their 
phases are tightly connected with the most widely accepted dates of Juglar cycles. 
However, even this aspect of the relationship between Kondratieff and Juglar cycles 
has been studied rather superfl uously and insuffi ciently (see Aвpaмoв,  1992 : 66–68; 
Пoлeтaeв и Caвeльeвa,  1993 : 11–12); note that Kondratieff himself did not pay 
much attention to this relationship (Кoндpaтьeв,  2002 : 379–380) though Schumpeter 
( 1939 ) paid signifi cantly more attention to it. However, we believe that his view of 
this relationship was too straightforward; he thought that the structure of long cycles 
(K-waves) was similar to the structure of medium-term J-cycles (see also Pумянцeвa, 
 2003 : 19). Note that Schumpeter, when developing his theory of cycles with different 
characteristic periods, based his thinking on the principle of a single cause and mul-
tiplicity of effects of that single cause (Aвpaмoв,  1992 : 67); this does not appear to 
be quite correct despite some heuristic value of the respective principle.  Long- term 
processes   are likely to be caused by factors that are different from the ones causing 
short-term processes (see, e.g., Korotayev, Malkov, & Khaltourina,  2006a : 105–111). 
Below we will demonstrate that the factors generating K-waves are inherent within 
the expanding reproduction of the economy; however, the shorter- term impulses 
generating J-cycles produce some ordering of the K-waves. 

 We believe we need a more profound study of the relationship between these two 
 types   of cycles, and we think that the study of the interaction between J-cycles and 
K-waves is capable of shedding light on the reasons of the relative stability of the 

24   As regards the underlying causes, one can identify mono-causal and multi-causal approaches; the 
latter with more or less success can be combined into one or another paradigm synthesis. For the 
criticism of mono-causal approaches see, e.g., Pумянцeвa,  2003 : 50. 
25   Concept of long waves and the ‘normal’ business cycle theory exist and develop relatively inde-
pendently. Experts on the theory of the business cycle with minimal exceptions try to ignore the 
existence of long waves, and K-wave students make little use of the ‘conventional’ business cycle 
theory (Пoлeтaeв и Caвeльeвa,  1993 : 11–12). 
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characteristic period of the K-waves and their phases. It does not appear to be pos-
sible to explain completely this periodicity with exogenous factors—such as the 
alteration of technological or population generations. It appears necessary to look 
for such economic and social processes that are capable of supporting the 
 abovementioned rhythm. From our point of view, the only real factor that is able to 
give Kondratieff waves their respective rhythm is contributed by the Juglar cycles. 
In addition to the study of the organic links between K-waves and J-cycles, it 
appears absolutely necessary to research the links between those two types of cycles 
and certain world-system processes.  

    Some Preliminary Conclusions 

 The analysis of the K-wave manifestation and alteration demonstrates quite con-
vincingly that, notwithstanding a considerable variety of explanations of K-waves, 
proponents of all the respective theories are partly right. However, each of those 
theories has a rather limited range of application. Thus, in order to achieve a more 
adequate understanding of the nature of the K-waves and their driving forces, we 
need a profound synthesis of various theories. 26  The situation here is somehow anal-
ogous to the one attested in the theory of medium-range cycles. Essentially, propo-
nents of most approaches are right, but the general understanding may only be 
worked out through a  synthetic theory   (see, e.g., Haberler,  1964  [1937]). Note, by 
the way, that more theories have been proposed to account for the J-cycles than for 
K-waves (in particular psychological factors are hardly taken into account in the 
latter case, 27  though such factors are very important for an adequate understanding 
of the alteration of phases of K-waves). 

 We have based ourselves our thinking on the following approaches to the study 
of endogenous factors: innovation- based   and  investment-based approach  es, as well 
as on those approaches that pay most attention to such factors as capital deprecia-
tion, decline of profi t rates, and the alteration of technological paradigms. We have 
also taken into account such approaches that pay special attention to exogenous 
factors: infl uence of warfare and the expansion of an external resource base, as well 
as monetary theories. However, those theories are only used by us within certain 
limits determined by our general approaches. It also appears necessary to take into 
account the point that we only consider K-waves in their economic dimension, 
ignoring civilizational, cultural and other manifestations of K-waves, but also tak-
ing into account the full spectrum of factors of K-wave dynamics (including politi-
cal, legal, and social factors). 

26   Such a task is mentioned from time to time by the K-wave students (see, e.g. ,  Лaзуpeнкo,  1992 ; 
Meньшикoв и Климeнкo,  1989 ). 
27   For more details on those factors see, e.g. ,  Grinin, Korotayev, & Malkov,  2010 ; Haberler,  1964  
[1937]; Гpинин, 2009г. 
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 It appears necessary to emphasize again that a very important  component   of our 
theory that allows us to integrate various approaches is the reliance on the organic 
link between K-waves and J-cycles. 

 Below we will present our answers to a few questions that are important with 
regard to the analysis of K-waves.

    1.     Are there endogenous factors that generate the alteration of upswings and 
downswings?  

 The very alteration of economic  downswings and upswings   is connected with 
the need of the industrial economy to expand; this expansion, however, inevita-
bly meets serious obstacles. One may speak about the alteration of two develop-
mental trends: (1) the prevalence of qualitative innovation development (creation 
of new technologies); (2) the prevalence of quantitative development—implying 
a wide introduction/diffusion of innovations (see, e.g. ,  Korotayev, Zinkina, & 
Bogevolnov,  2011 ). Both tendencies are simultaneously present in economic 
systems; however, in some periods one of these tendencies prevails, whereas in 
the other periods the other tendency does (see, e.g. ,  Grinin,  2006 ,  2007a ,  2007b ; 
Grinin 2012a; Grinin L.E., Grinin A. L. 2016; Гpинин,  2003 ,  2006a , 2006б, 
2009д,  2010a , 2012б,  2013a ; Korotayev,  2005 ,  2006 ,  2007a ,  2007б ; Korotayev 
& Grinin,  2012  ,  Кopoтaeв и Гpинин,  2012 ; Korotayev, Malkov, & Khaltourina, 
 2006a ,  2006b ; Perez,  2002 ,  2010 , 2011a; Пepec,  2011 ; Гpинин и Кopoтaeв, 
 2010 ). Innovation (qualitative) processes are connected with periods of emer-
gence and approbation of new technologies of various types (production tech-
nologies, fi nancial technologies, and social technologies—including technologies 
of counter-crisis management). Quantitative processes are connected with such 
periods when such technologies diffuse widely—up to the exhaustion of their 
potential. For those countries that follow World System leaders the process of 
wide diffusion of technologies is virtually equivalent to the process of catch-up 
modernization. At the World System level, the analysis of processes of such a 
modernization (as we will see further) may play an important role in the explana-
tion of the length of particular A-phases. 

 Periods of predominantly qualitative development determine a potential pos-
sibility of the B-phase realization, whereas periods of predominantly  qualitati  ve 
development determine a potential possibility of the A-phase realization. 
Qualitative changes (having shown their advantages) tend to expand/diffuse. 
After new technologies become habitual, after they come to the saturation level, 
they then lose their impulse for further diffusion (see, e.g. ,  Perez,  2002 ,  2010 , 
 2011 ,  2012 ; Пepec,  2011 ; see also Aкaeв, Pумянцeвa et al.,  2011 ); for a new 
acceleration, the global economic system needs a transition from extensive 
(quantitative) development to a new period of innovative qualitative develop-
ment. As is well known, this leads to changes of technological paradigms, but 
also to changes of fi nancial styles, relationships in the framework of the world 
trade and so on (see, e.g. ,  Grinin & Korotayev,  2010b ; Пaнтин и Лaпкин,  2006 ; 
Лaзуpeнкo,  1992 ; Кoндpaтьeв,  2002 ; Korotayev, Zinkina, & Bogevolnov,  2011 ; 
Meньшикoв, Климeнкo,  1989 ; Pумянцeвa,  2003 ; Schumpeter,  1939 ; Гpинин, 
 2010a , 2012б). 
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 Thus, prolonged processes of innovation generation and diffusion, of the 
change of technological paradigms, as well as changing models of international 
relations and economic regulation provide long-term impulses toward the accel-
eration or deceleration of the growth of production, sales, prices, and so on. 
However, the above described  sche  me only implies the possibility of alteration 
of upswings and downswings, but it does not imply that such an alteration should 
be regular/periodic. The mechanism that generates a relatively regular periodic 
temporal rhythm of phase alteration is established through the alteration of 
J-cycle clusters (see below). Thus, the Kondratieff wave dynamics are generated 
by a complex set of various factors and causes that acquire a particular direction-
ality through a synthesis of long-term impulses, due to J-cycle rhythm, as well as 
various reactions of economic actors. That is why we cannot agree with Sergey 
Glaziev who believes that the basis of the K-wave dynamics is created by the life 
cycles of technological paradigms, whereas ‘at the surface of economic phenom-
ena these appear as long cycles of economic conjuncture’ (Глaзьeв,  2009 : 26). This 
appears to be an approach in spirit similar to that of a Hegel—Marx’ set of 
‘essences and their epiphenomena’ that not only strips K-waves of their specifi c-
ity—it reduces them to one causal factor only while ignoring a number of other 
such factors that are of no less importance. 

 As regards exogenous factors (for example, wars), they amplify certain (e.g. ,  
infl ationary) impulses (that may trigger process change). However, it is important to 
understand that at the World System level it does not really make sense to distinguish 
between endogenous and exogenous factors (except, of course, certain natural [from 
seismic to cosmic 28 ] ones). To their full extent both K-waves and J-cycles are traced 
at the World System level. We can hardly fi nd any single society where those waves 
and cycles are perfectly traced throughout all 200 years of industrial development. 
And if we analyze K-waves at the World System level, then we have to interpret all 
the relevant social and economic processes as endogenous. In other words, at the 
 World   System level we should rather speak about endogenous factors of various 
orders of magnitude (except, as has been already mentioned, some natural factors).   

   2.     Which factors determine the relative temporal stability of the length of 
K-waves and their A- and B-phases?  

 The K-waves’ length and relative regularity of the alteration of their phases is 
determined by J-cycle clusters. An A-cluster may  co  nsist of two to four upswing 
J-cycles (though most frequently their number is three); a B-cluster may consist 
of two or three downswing J-cycles (though most frequently their number is 
two). During the K-wave A-phase fast economic expansion leads inevitably to 
the necessity of societal change; as a result, a B-phase starts. But, the possibili-
ties of societal transformation lag behind the demands of the economy, that is 
why periods of such a restructuring correspond to periods of more diffi cult 
development, that is, to K-wave downswings. Below we will discuss this point in 
more detail. It makes sense to pay attention to the point that cyclical crises are 
attributes of  medium   term crises only (Fig.  3.2 ).

28   E.g., solar activity. 
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       3.     Why and how do the main K-wave dynamics characteristics change?  
 This is a result of the development of the  world   economy, the transition to 

new conditions, and is a result of the World System transformation. In the metal-
lic standard epoch, prices were the best K-wave indicators (they are visible there 
till now when the prices of key commodities expressed in grams of gold [e.g. ,  
Гpинин, Кopoтaeв и Циpeль,  2011 ]); later they became more visible in  some   
indicators of economic growth.   

   4.     Which endogenous mechanisms account for the alteration of long-term 
infl ation/defl ation trends?  

 Those trends are embedded in the nature of the industrial economy itself 
(whereas wars, discoveries of new rich deposits of  prec  ious metals and other 
exogenous factors of this sort may amplify additionally infl ationary trends). The 
trends toward expansion and growth tend to lead to increasing resource limita-
tions and—hence—infl ation. However, with metal money, the growth rates of 
the productivity of labor and the potential to produce goods start to outstrip the 
growth rates of the monetary funds (effective demand). Money becomes more 
expensive and profi ts tend to decrease. This leads to the search for new ways to 
increase production, and one of such ways is to reduce costs. The latter leads to 
the further growth of the volume of produced goods against the background of 
the reduction of their prices.  Thus, the tendency toward economic expansion 
generates both infl ationary and defl ationary trends.  Businessmen look actively 
for specifi c opportunities to increase profi t rates and to fi ght defl ation. Such 
opportunities are usually found (though in no way automatically) through mar-
ket expansion (export) and/or the creation/diffusion of new fi nancial technolo-
gies. To counteract defl ation effectively a rather wide diffusion of fi nancial 

  Fig. 3.2    Clusters  of   Juglar cycles       
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technologies is necessary. This increases the availability of money and—conse-
quently—effective demand (at the level of both individual societies and the 
World System as a whole). However, with the exhaustion of the potential for new 
technologies to expand, the defl ationary trend strengthens again. By the way 
since 2011 we can see such phenomenon when defl ationary trend is growing. 29    

   5.     Is it possible to speak about the decrease of the characteristic period of the 
K-waves? And, if yes, what is the mechanism of this decrease?  

 It appears appropriate to mention that in the  nineteenth   and twentieth centu-
ries the characteristic period of the J-cycles decreased from 11 to 7–9 years. This 
was accompanied by the decrease of the characteristic period of K-waves from 
60 to 45–50 years. Thus, some decrease of the K-wave period appears to be 
observed. However, this change of the length of the K-waves is rather complex 
(some explanations for this phenomenon will be suggested below). 

 There are some quite well grounded hypotheses regarding a signifi cant short-
ening of the periods of the fourth and fi fth K-waves in comparison with those 
K-waves that preceded the 2nd World War, suggesting that  the lengths of phases 
and waves depend generally on the speed of reaction of social systems.  In the 
1970s and the 1980s in the USA and Europe (especially in the UK) some new 
radical decisions were made that helped respective societies to move faster from 
the downswing trough. It appears important to note that in some respects those 
decisions contributed to the emergence and development of  new technologies 
(and — in particular — new fi nancial technologies).  

 It is important to note that states and other actors spend enormous efforts in 
order to prolong the prosperous period and to shorten the depressive period. 
Against this background it is hardly surprising that this is precisely the B-phase 
(and not the A-phase) whose length is shortening. We believe that this is a much 
simpler and more adequate  explanatio  n for the shortening of the B-phase of the 

29   It is worth to remember, that after the Second World War and especially, starting from the 1960s, 
the infl ation became the main problem which persisted even in the 1970s at the B-phase of the 
fourth K-wave when one observed a serious decline in Western economy. During the economic 
 downturn, prices usually fall or at least do not rise; meanwhile, at that period the prices grew 
against the background of economic decline, thus giving rise to a new dangerous phenomenon 
called ‘stagfl ation’. In short, the defl ation was forgotten as something remote and as a historical 
archaism. There appeared theories of secular infl ation, organically inherent in current economy 
based on paper money (not dependent on gold) and on central banks which make credits of their 
own will. In the 1980s, the fi ght against infl ation required great efforts. Against this background, 
Japan was a strange and diffi cult to explain exception, as after the crisis of the 1990s (caused by 
the burst of the housing bubble) it began to suffer from defl ation. The year of 1994 turned critical 
in this regard. After the Second World War, this was the fi rst case when a developed economy suf-
fered from the consumer defl ation. First this seemed to be a specifi c feature of the Japanese econ-
omy. However, the defl ation began to pose a serious threat for the European countries and the USA 
after the end of the fi rst phase of the  global fi nancial-economic crisis in 2010. At present the defl a-
tion trends continue to gain their strength and proliferate to some other countries. We think that this 
may be regarded as a certain return of those tendencies that were described by Kondratieff (i.e., 
infl ation tendencies at A-phases, and defl ation at B-phases of K-waves [see Grinin & Korotayev, 
 2014d  for more detail]). 
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fourth K-wave in comparison with the explanation proposed by Pantin and 
Lapkin (Пaнтин и Лaпкин,  2006 : 289–303). 30    

   6.     Is there any relationship between K-waves and warfare?  
 Before the First World War a particular background of wars was observed 

during both K-wave phases. However, during A-phases warfare frequency was 
increased due to the intensifi cation of World System modernization processes. 
The point is that accelerating modernization generates strains within states and 
between them, which tends to  lea  d to the increase in warfare frequency.     

  An explanation of the J-cycle characteristic period.  Thus, the temporal rhythm 
of changes of K-wave phases is connected with the J-cycle  characteristic period. 
But   what determines the length of the J-cycle itself? 

 There is no clear explanation as to why the characteristic period of the Juglar 
cycle is between 7 and 11 years. We suggest that the minimum and maximum 
length of the J-cycle stems from rather natural circumstances. If we take a cycle 
consisting of four phases, even with an average length of each phase around a 
year the cycle period will be about 4 years (however, it should be taken into 
account that each phase consists of at least two sub-phases). Of course, within 
K-wave A-phases the phases of recession, depression, and recovery may last 1 
year each (whereas the recession may last even <1 year), though depression and 
recovery phases may last for 2 and even more years each. On the other hand, the 
upswing phase of the J-cycle can hardly last for only 1 year, as a 1 year long 
upswing can barely generate the economic overheating. 

 In order for a downswing to transform into a boom a period of fast growth should 
continue for at least three years. The fi rst 2 years of expansion tend to go on the 
basis of the engaging of existing capacities as well as the realization of the changes 
made during the recession and depression. Two years of expansion make business-
men confi dent that the economic situation is permanently improving. They begin to 
invest more actively, credit expands, and the prices of resources start growing. 
However, in order that development might reach a limit beyond which an easy eco-
nomic growth becomes impossible, a rather signifi cant increase in GDP should be 
observed, 31  which normally needs not less than 4 years even with rather fast growth 

30   The gist of their approach is that there are two different types of upward and downward phases 
of long waves and long  waves themselves constitute half of a longer cycle, which consists of two 
Kondratieff waves and leads to a radical change in technological and institutional foundations of 
the economy and the international division of labor. According to Pantin and Lapkin, duration of 
the downswing phase of long waves with the transition from one complete evolutionary cycle to 
another is reduced by an average of 12 years, while the duration of the upswing phase of Kondratieff 
waves is kept roughly constant (about 24 years). The very same shortening of evolutionary cycles 
of world development is due, in their opinion, to the general acceleration of social development. 
Indeed, one would expect that the acceleration of the rate of development will reduce the duration 
of Kondratieff waves, but the logic of these authors is  not clear—why does the length of some 
phases decline? And why do the others remain stable (whereas the shortening should rather be 
manifested proportionally)? 
31   No less than 30–50 %, whereas in emergent markets the growth may be twofold, or even 
threefold. 
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rates. This time is necessary for the ‘bubbles’ to form, for prices to reach record 
levels, and for credit expansion to experience overloading. In any case, 4–5 years of 
expansion (+3–4 years for the other phases) yields together at least 7–9 years. 
However, in favorable conditions the expansion may continue to even 7 or 8 years. 
The empirical data on the J-cycle lengths are discussed further in  this   chapter .     

    Juglar Cycles as Structural Elements of the K-Waves 

    How Many J-Cycles Are There per a K-Wave Phase? 
An Analysis of Empirical Data 

   ‘Economists use a  broad modeling approach   based on the use of so-called stylized facts. 
This is achieved through the simplifi cation of a real situation by abstracting it from con-
crete historical fl uctuations, which allows one to identify the most signifi cant features in 
the economic dynamics of the system. Such stylized facts include the statement that the 
large cycle consists of six medium-range Juglar cycles. The duration of the industrial 
cycle of this type almost always (this is also a stylized fact) falls within the range of 7–11 
years. Accordingly, the total duration of the big cycle can range from 42 to 66 years, 
which is roughly consistent with observations from the beginning of the industrial revo-
lution in the UK, as well as with the assertion that the average length of a long wave is 
half a century. It is also argued that a long cycle consists of approximately equal halves: 
the rising and falling waves of economic conditions. Thus, every half contains three 
Juglar cycles’ (Клинов, 2008: 64). 

   In our  verbal model   of the relationship between K-waves and J-cycles (as in our 
spectral analysis [Korotayev & Tsirel,  2010 ; Гpинин, Кopoтaeв и Циpeль,  2011 : 
Ch. 2] and our mathematical model of the J-cycle [Гpинин, Maлкoв и Кopoтaeв 
2010б; Grinin, Korotayev, & Malkov,  2010 ]) we were bound to use  stylized facts   
mentioned by Vilenin Klinov. Now we will try to fi nd out how much those stylized 
facts correspond to the empirical data. We will pay a special attention to the follow-
ing ‘stylized facts’: (a) each K-wave consists of 6J-cycles; (b) the length of the 
A-phase of each K-wave is equal to the length of its B-phase; (c) each A-phase 
consists of three J-cycles, and each B-phase also consists of 3J-cycles. 

 First, consider the general picture of the  correlation   between Juglar cycles and 
Kondratieff waves (see Table  3.1  and Figs.  3.3  and  3.4 ):

     At this point it appears reasonable to return to the consideration of the general 
dynamics of the  annual world GDP growth rates   in 1945–2007 (see Fig.  3.5 ):

   This diagram indicates rather clearly an ambiguous position of the nineteenth 
J-cycle (1979/1982–1990/3). Following a number of K-wave students, we have 
included it above as part of the fi fth K-wave A-phase. However, due to the 
patently transitional character of this cycle, we do not see suffi cient grounds to 
exclude the possibility of its inclusion into the K-wave B-phase. In addition, the 
diagram suggests that the 1967–1974 period (the eighteenth J-cycle) can be con-
sidered to be a part of both  A-phase and B-phase   of the fourth K-wave. In this 
case, we get a different picture of the correlation between K-waves and J-cycles 
(see Table  3.2  and Figs.  3.6  and  3.7 ).
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     We believe that our analysis allows us to make the following preliminary conclu-
sions (Figs.  3.10  and  3.11 ).

      1.    First of all, we see that the actual lengths of K-waves, as well as their A- and 
B-phases do not  corresp  ond fully to the ‘stylized facts’; in addition, there are 
signifi cant variations both in the absolute lengths, and the number of J-cycles 
that fi t into them. In the framework of the fi rst version the same number of 
J-cycles in the A-phase and B-phase within a K-wave is observed in only one 
case out of three, and in two cases the number of J-cycles in the A-phase exceeds 
the number of J-cycles in the B-phase. Within the second version the number of 
A-phase J-cycles exceeds the number of B-phase cycles in all the three cases. At 
the same time, taking into account what has been said in the note to Table  3.1 , the 
number of A-phase J-cycles may exceed the number of B-phase cycles in all 
three cases in the fi rst version as well. Based on these conclusions, we graphi-

    Table 3.1    Correlation between  Jugl  ar cycles and Kondratieff waves (the fi rst version)   

 Serial numbers 
of K-waves 

 Long waves’ phases and 
their dates 

 Serial numbers and 
dates of J-cycles 

 Number of J-cycles 
per the respective 
K-wave phase 

  I   B (downswing): 1817–1847  J1: 1817–1825  3 
 J2: 1825–1836/7 
 J3: 1836/7–1847 

  II   A (upswing): 1847–1873  J4: 1847–1857  3 
 J5: 1857–1866 
 J6: 1866–1873 

 B (downswing): 
1873–1890/3 

 J7: 1873–1882  2 
 J8: 1882–1890/3 

  III   A(upswing): 1890–1929/33  J9: 1890/3–1900/3  4 
 J10: 1900/3–1907 
 J11: 1907–1920 
 J12: 1920–1929/33 

 B(downswing): 
1929/33–1948/9 

 J13: 1929/33–1937/8  2 
 J14: 1937/8–1948/9 

  IV   A(upswing): 
1948/9–1966/7 

 J15: 1948/9–1957/8  2 a  
 J16: 1957/8–1966/7 

 B(downswing): 
1966/7–1979/82 

 J17: 1966/7–1974/5  2 
 J18: 1974/5–1979/82 

  V   A(upswing): 
1979/82–2008/10 

 J19: 1979/82–1990/3  3 
 J20: 1990/3–2001/2 
 J21: 2001/2–2008/10 

   a However, it is possible to single out in this phase three shorter (rather than two longer) J-cycles: 
1947–1954; 1954–1961 (whose course was somehow interrupted by the 1957 crisis); 1962–1967. 
The general length of the phase—20 years—allows to speak about three short J-cycles. Such a 
vague cyclical dynamics was produced by an active Keynesian interference in the cycles, as well as 
by the difference in the course of the cycles in Europe and the USA (for more details see Grinin and 
Korotayev  2010b )  

Juglar Cycles as Structural Elements of the K-Waves

akorotayev@gmail.com



78

cally represent two versions of the relationship between the J-cycles and K- wave  s 
in Figs.  3.8  and  3.9  at the end of this chapter): one with equal numbers of J-cycles 
in the A- and B-phases (Fig.  3.8 ), whereas in Fig.  3.9  this number is unequal 
(three A-phase J-cycles versus two B-phase J-cycles).

        2.    Note that in both cases we observe the tendency that we have already discussed 
above, the tendency toward the reduction of the absolute temporal duration of 
B -phases. In this chapter we suggest a possible explanation for this phenom-
enon. With respect to the A-phase this  reduction   does not appear to be observed 
in a comparably clear way (and we will suggest our explanation for this phe-
nomenon too). Thus, as we shall see below, due to the deliberate action of 
economic agents upon the Juglar dynamics, the duration of A-phases tends to 
be longer than the duration of the B-cycles (irrespective of how we count this 
duration—in years, or in Juglars). 

 In general, for both versions for four A-phases we fi nd 12 J-cycles, whereas 
for four B-phases we only fi nd 9 J-cycles.   

   3.    Much has been written about the absolute  duration   of K-waves over the years (see 
above), so we will not dwell on this issue here. But if we use ‘Juglar’ as a unit of 
measurement of the length of K-waves, we must note that this length fl uctuates 

  Fig. 3.3     Correlation between J  uglar cycles and Kondratieff waves (the fi rst version)       
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between 4 and 6 ‘Juglars’. On average, if 21 ‘Juglars’ are divided into four waves 
(three full wave and two ‘halves’), then one has on average 5.25 ‘Juglar’ per one 
K-wave (note that with the second version of the estimate of the fourth K-wave 
A-phase duration, we will get, on average, 5.5 ‘Juglars’ per one K-wave). 

 However—and this is crucial to the theory presented in this chapter—what-
ever the duration of the phases, in any case, we see an integral number of J-cycles 
in any K-wave. This shows that the deep and tangible connection between J-cycles 
and K-waves is observed on the ‘essential’ rather than phenomenological level.   

   4.    Thus, the idea of measuring the  duration   of the K-phase waves not only in years, 
but also in ‘Juglars’ has a very specifi c meaning, as the number of ‘Juglar’ in dif-
ferent waves and phases respectively ranges from 4 to 6 and from 2 to 4 (see, 
e.g. ,  Figs.  3.6  and  3.7  above). In this case, ‘economic time begins to be measured 
not in years, but in cycles’ (Aвpaмoв,  1992 : 64). 

 Thus, depending on the chosen periodization, the number of ‘Juglars’ in the 
same K-wave and the same phase of the wave varies. For example, according to 
Version 1 the fourth K-wave includes four ‘Juglars’; according to Version 2 it 
consists of fi ve ‘Juglars’. Accordingly, the A-phase of the fi fth K-wave includes 

  Fig. 3.4    Length of K-wave A- and  B  -phases (the fi rst version)       
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  Fig. 3.5    Dynamics of  the   annual world GDP growth rates (%), 1945–2007.  Sources:  (Maddison, 
 2010 ; World Bank,  2016 )       

   Table 3.2     Correlation   between Juglar cycles and Kondratieff waves (the second version)   

 Serial numbers 
of K-waves 

 Long waves’ phases and 
their dates 

 Serial numbers and 
dates of J-cycles 

 Number of J-cycles 
per the 
respective 
K-wave phase 

  I   B (downswing): 1817–1847  J1: 1817–1825  3 
 J2: 1825–1836/7 
 J3: 1836/7–1847 

  II   A (upswing): 1847–1873  J4: 1847–1857  3 
 J5: 1857–1866 
 J6: 1866–1873 

 B (downswing): 
1873–1890/3 

 J7: 1873–1882  2 
 J8: 1882–1890/3 

  III   A(upswing): 1890–1929/33  J9: 1890/3–1900/3  4 
 J10: 1900/3–1907 
 J11: 1907–1920 
 J12: 1920–1929/33 

 B(downswing): 
1929/33–1948/9 

 J13: 1929/33–1937/8  2 
 J14: 1937/8–1948/9 

  IV   A(upswing): 1948/9–1966/7  J15: 1948/9–1957/8  3 (or 4 a ) 
 J16: 1957/8–1966/7 
 J17: 1966/7–1974/5 

 B(downswing): 
1974/5–1990/3 

 J18: 1974/5–1979/82  2 
 J19: 1979/82–1990/3 

  V   A(upswing): 
1990/3–2008/10 

 J20: 1990/3–2001/2  2 
 J21: 2001/2–2008/10 

   a See the note to the fi rst version of this table  
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either three or two ‘Juglars’. And the latter is very essential for the development 
of economic forecasts, as we shall see below. 

 When you add an electron to an atom (or take an electron from it), this atom 
undergoes a substantial change (it becomes a positively or negatively charged 
ion instead of the neutral atom). In a similar way, the elongation/contraction of 
A- or B-phase by one Juglar cycle leads to signifi cant changes in the economy 
and economic moods, the tone of economic theories, as well as to the intensifi cation 
in search of anti-crisis measures.   

   5.    Kondratieff's conclusion that ‘during the rise of the long waves, years of prosperity 
are more numerous, whereas years of  depression   predominate during the down-
swing’ (1935: 111) may be augmented with the conclusion that, generally, at the 
position of the K-wave B-phases J-cycles are longer than at the A-phases. In par-
ticular, the calculation shows that at the position of an A-phase the average dura-
tion of one J-cycle is about 9–9.1 years (and if we add an additional cycle to the 
A-phase of the fourth K-wave, this duration will be equal to about 8.3 years), while 
the average duration of one J-cycle at the B-phase is about 10.2–10.3 years. We 

  Fig. 3.6    Correlation between Juglar cycles and  Ko  ndratieff waves (the second version)       
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attribute this to the following circumstances: (a) within B-cluster J-cycles we 
observe the lengthening of recession and depression phases in comparison with 
A-clusters, and (b) in the A-cluster J-cycles one observes so powerful expansion 
phases, that sub-phases of overheating, acute crisis and recession phases progress 
very quickly, within a rather short period of time.   

   6.    The forecast of K-waves’ development in the next decades may change substan-
tially depending on what version of the periodization of the  fi fth K-wave   will be 
chosen. For example, in Chap.   2     of one of our monographs (Гpинин, Кopoтaeв 
и Циpeль,  2011 ) we offered two versions of wave dynamics forecasts for the 
forthcoming 20 years. Note that in both cases we base our reasoning on the 
assumption that the A-phase of the fi fth K-wave must be longer than its B-phase. 
In any case, the A-phase of the fourth K-wave corresponds to three J-cycles, 
whereas its B-phase is most likely to consist of two ‘Juglars’. 

 We fi nd the fi rst version to be more probable; it suggests that the A-phase of 
the fourth K-wave ended with the start of the global crisis in 2008, when the 

  Fig. 3.7    Length of A- and B- pha  ses of К-cycles (second version)       
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B-phase started. In this case—taking into account the active search throughout 
the World System for effective anti-crisis measures—the duration of the B-phase 
should not be more than two ‘Juglars’, and it is very likely that the duration of 
J-cycles within the cluster should not be very long. We should also take into 
account the tendency for the duration of B-phases to decrease. But at the same 
time, a B-phase shall not be less than two ‘Juglars’, whereas, as we have seen, 
short J-cycles are less typical for B-phases than for A-phases. Therefore, we can 
suggest a tentative forecast that the present B-phase of the fi fth K-wave will have 
a duration of 14–18 years (see also our forecast about the date of the beginning 
of the sixth K-wave, which we expect to start in the 2020s).   

   7.    The presence of more than one version of periodization and forecasts should not 
be surprising—taking into account the extreme narrowness of the apparent 
empirical basis. Indeed, one can talk reliably about Juglar cycles only starting 
from the fi rst clear Juglar cycle of 1817–1825. Therefore, to date, we can only 
talk about three full K-waves and two ‘ halves’  , in which the interaction between 
Juglar and Kondratieff dynamics has been clearly observed, which does not meet 
the minimum requirements for regular analysis of cyclic processes (Aвpaмoв, 
 1992 : 72; Гpинин и Кopoтaeв,  2013a ). In his paper published in 1992, Avramov 
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  Fig. 3.8    Correlation between  Kondratief  f waves and Juglar cycles. Version 1       
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maintained that within the relative chronology of the theories of his day, the 
stage of development of long-wave theory could be compared with the situation 
in medium-term cycles theory in the 1870s ( Ibid. ). With the passage of time, the 
theory of K-waves approached the level of development of the theory of medium- 
term cycles at the time of the fi rst edition of Tugan-Baranovsky's classical 
volume in 1894; however, Tugan-Baranovsky himself said at that time about the 
theory of  medi  um-term cycles that it was ‘the least studied subject in the eco-
nomic literature’ (Tугaн-Бapaнoвcкий,  1894 : 377).    

       Verbal Model of K-Waves 

    General Outline 

 The main ‘intrigue’ of the K-wave phenomenon is a relatively regular periodization 
of the change from K-wave upswings to K-wave downswings, and vice versa. Our 
general ideas that allow us to understand better the mechanism of changing trends 
can be spelled out as follows:
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  Fig. 3.9    Correlation between  Kondratie  ff waves and Juglar cycles. Version 2       
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    1.    Both trends ( upward and downward  ) are present in the modern economy at the 
same time (so periods when there is no qualitative or quantitative development 
at all, are extremely rare; it is that one hardly fi nds cases of overall growth with-
out any indication of stagnant sectors at all); but at every phase one of those 
trends predominates.   

   2.    The  trend's change   is largely initiated by the trend’s exhaustion, that is, the 
weakening of one trend paves the way for the strengthening of the next.   

   3.    In other words, one can observe an evident negative feedback between the 
trends, which strengthens with each new medium-term cycle (until the trend 
does not change), since the nature and results of each J-cycle is a signal for a 
particular type of action of active participants in the process (from individual 
entrepreneurs to whole states and supranational organizations). Rising prices and 
profi t  margins  , as well as high demand cumulatively lead to the expansion of 
production. The falling rate of profi t, the reduction of the growth rates, etc. lead 
to a reduction in investment and the search for new innovative solutions.   

   4.    The nature of the trend depends largely on the type of action chosen by the 
majority of participants in the process.   

   5.    The relatively regular characteristic period of the K-wave phase alteration is 
determined by the relative stable  characteristic period   of the J-cycles (7–11 years), 
whereas J-cycle clusters (that mostly include three J-cycles each) tend to last 
somewhere in the range between 20 and 30 years. We would also add that, in 
relation to the theory of generations, 10 years is not a period that is long enough 
to signifi cantly alter the generation of businessmen (and especially politicians) 
so that more proactive and less cautious entrepreneurs could appear. Two or 
three J-cycles (7–11 years each) are just suffi cient to renew the generation of 
businessmen.   

   6.    The only exception is constituted by the upswing (A-) phase of the First K-wave 
(the late 1780s—the early 1790s—1810–1817, as it was generated mostly by 
external [military] factors—more on that below. However, the First K-wave 
B-phase started with the fi rst J-cycle (approximately 1815/1818–1825) that 
ended the fi rst large-scale cyclical crisis in 1825.     

 Thus, the alteration of  upswings and downswings   is inherent in the properties of 
the industrial and post-industrial economy that seeks to expand, but is impeded by 
all sorts of obstacles, and the rather regular duration of K-wave upswing and down-
swing phases is connected with the time frames of the J-cycle length.  

    Notes on Dynamics 

 As we have already mentioned above, in modern economic systems the periods of 
predominantly qualitative (innovative) development are followed by periods of 
mainly quantitative development and vice versa. However, it is important to note 
that such a development occurs with suffi cient frequency not within a single 
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country, but only in the framework of the  World System   as a whole (but in some 
periods, it can also be observed in the core states of the World System). In addition, 
each such pulsation is associated with the expansion of the World System and with 
the changes of its confi guration. This leads to a change in the economic and political 
relations within the boundaries of the World System. The mechanism of a rather fast 
impulse propagation within the framework of the World System and relatively syn-
chronous change of development vectors are associated with the increasingly close 
interaction of economies and societies through a variety of fi nancial and other links. 

 Secondly, by themselves the alteration of  innovation and modernization trends   
may not have suffi ciently clear time limits. Modernization trends within the World 
System cannot arise from the investments and implementation of major innova-
tions in different countries, because the timing and modalities of these processes 
are very different, and investments themselves cannot be synchronized. To repeat: 
 the timing and the relative accuracy of the K-wave phase alternation are 
determined by the nature of the J-cycle clusters . During a K-wave upswing one 
can observe a rapid expansion, which inevitably requires signifi cant changes in 
society. 32  However, such changes lag far behind in time from their immediate 
objective need (due to the time required for the emergence of awareness of the 
problem, its discussion, the search and decision-making involved in fi nding a solu-
tion, implementation of solutions in practice, etc.) Such a delay is one of the 
important reasons why after the upward phase we tend to observe a period of more 
diffi cult (‘downswing’) development (B-cluster of J- cycles). During the struggle 
with crisis-depressive phenomena, economic actors are searching for ways to over-
come these diffi cult phenomena. As a result, in some society a social innovation 
emerges, which then begins to be applied not only in this society but also in many 
others. Then new upward momentum in some societies creates conditions for tran-
sition to a new A-phase upswing. But the wide (i.e. in many societies) awareness 
of the benefi ts of such a social innovation does not happen immediately, but around 
the second J-cycle of a new A-phase. 

 The emergence of a variety of  technical and social innovations   and their success-
ful testing lead to a new round of extensive World System growth.  This is a very 
important fact, which draws little attention, but it is the   expansion   of modern-
ization that enhances the momentum of the A-phase.  Expansion of moderniza-
tion (combined with technological and social innovations) leads to the expansion 
and reconfi guration of the World System, which creates the need for a change in 
relations within the World System. Results of the extended modernization become 
visible in 10–15 years. By this time, prices can reach very high values; many large 
‘bubbles’ emerge in the economy under the infl uence of excessive demand for 
resources. However, the momentum of modernization loses its original strength. 
In a situation of prolonged overheating of the economy, such a slowdown leads to 
various kinds of diffi culties and increased global competition, the bursting of bub-
bles, and Juglar crises. Finally, we see the transition to a B-cluster of J-cycles (and 
to a B-phase of the following K-wave). 

32   This was noticed already by Simon Kuznets ( 1966 ). 
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 We also note that, as a result of the  development   of each J-cycle cluster one can 
observe the change of generations of businessmen, their approach to doing busi-
ness, the attitude to the different parameters, etc. Thus, again, the idea of the, infl u-
ence of generational change on the alteration of K-wave phases may also fi nd its 
place in the synthetic theory of the K-waves.  

    The Main Principles for the Development of the K-Wave Model 

 So, to summarize, the alteration of the K-wave  upsw  ings and downswings is 
explained by the following points:

    (a)    Both trends (upward and downward) are always present, which, incidentally, 
can be clearly seen in the continuous alternation of J-cycle phases of rise and 
recession;   

   (b)    periodically some trend is amplifi ed at the expense of another at the level of 
both medium length cycles and long waves;   

   (c)    the development of every trend is initially enhanced by some sort of positive 
feedback;   

   (d)    but the strengthening of this trend eventually leads to its weakening and the 
strengthening of a countertrend;   

   (e)    in other words, the phase change mechanism is defi ned by the switching time 
associated with negative feedback, which leads to the increase in strength of the 
countertrend;   

   (f)    thus, there is a time lag that is essential for the generation of cyclical 
dynamics;   

   (g)    the nature of medium-term cycles and their phases are the most important sig-
nals to business and society, defi ning the mode of their strategy;   

   (h)    more active (in the B-phase) or less active (during the A-phase) innovative- 
reforming activities are the most important factor affecting the occurrence 
of negative feedback, and the latter  ultimate  ly leads to a change in the 
phase of K-waves.    

      Phase Alteration in the K-Wave Model 

 When the A-phase (upward trend)  be  gins, this puts into action a positive feedback 
effect in the form of investment, growth in demand (reinforcing the rise in prices 
and GDP) and other activity that warms up the economy. This positive relationship 
operates at the level of individual companies and intersocietal contacts (trade, fi nan-
cial fl ows, etc.). Further one observes a new level of positive feedback—the World 
System level—due to the fact that in the World System the modernization process 
accelerates as a whole under the infl uence of growth and success thanks to the 
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emergence at the B-phase of a system of technical, fi nancial and social innovations. 
This leads to a temporary acceleration of positive feedback and a delay of the 
appearance of negative feedback. This lag (taking into account the point that World 
System modernization is a fairly lengthy process) can be about 10–20 years. But 
when modernization is on the wane, negative feedback mechanisms start being felt 
as a reaction to excessive overheating of the preceding period: reducing demand, 
causing falling prices, falling profi t margins, and a decrease of investment activity, 
etc. As a result, the downward trend begins to dominate, and a new B-phase starts. 

 With the start of a B-phase a certain positive feedback mechanism begins work-
ing, as over some period of time one can observe the  strengthen  ing of the process by 
which within the World System more and more economic agents and even whole 
countries begin to experience diffi culties and to change their strategies (to reduce 
investments, to reduce costs, not to pay debts, etc.). In other words, there is a natural 
chain reaction of negative momentum transfer through the World System. Further, 
this positive feedback is strengthened and stretched in time due to the fact that the 
necessary changes in the societies involved were not made in due time (in phase A), 
and most importantly—due to the fact that the emergence and launch of necessary 
social (and other) innovations requires quite a long time. 

 This lag is also estimated to be about 10–20 years (taking into account the need 
to change policy, to enact laws, etc.). One should keep in mind that periodically 
occurring temporary improvements (in expansion phases of J-cycles), paradoxi-
cally, hinder the process of change in society. Finally, after the introduction of such 
social innovations (which generally add up to the overall system with other types of 
innovation: technical, fi nancial, etc.), and after they begin to show their effective-
ness, a negative feedback starts to be felt, which leads to a decrease in negative 
trends and a strengthening of the upward trend. And as these phenomena emerge at 
least within one or a few societies of the World System, the upward momentum of 
these trends becomes distributed throughout the whole world. The A-phase begins, 
which accelerates positive feedback due to the introduction of sets of  innovation  s, 
which again leads to an extension of the World System or to the growth of its 
complexity. 

 This system of relationships is graphically represented at the end of this chapter 
in Figs.  3.8  and  3.9 .   

    Relationships between К-Waves and J-Cycles 

    К-Waves and J-Cycle Clusters 

    J-Cycle Clusterization 

 As has already been mentioned,  th     e most mysterious moment in K-waves is their 
relatively stable duration (as well as the relatively stable duration of their phases—
respectively, 40–60 years and 20–30 years). None of the theories has been able to 
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explain this phenomenon satisfactorily, i.e. to show such economic or social factors 
within which such a rhythm would be present naturally enough. In our opinion, the 
only real factor that can set the pace of a certain duration of Kondratieff waves and 
their phases is the Juglar cycle. We would like to underline again that the J-cycles 
appear in the ontological sense more real than K-waves, hence these are J-cycles 
that should be considered as basic structural units, creating in the totality of their 
processes K-waves and their phases (and not vice versa). 

 In the analysis of such a relationship between J-cycles and K-waves it is neces-
sary to take into account the point that in addition to general model properties of 
J-cycles one can identify more common properties for groups of nearby J-cycles. 
These properties are derived not only from their greatest historical proximity, but 
also from the fact that they have a general trend, as well as from the fact that the 
nature of their crisis-depressive phases and phases of growth and prosperity has 
certain properties in common. 

 Thus, J-cycles can be seen not just as structural units of the same type, but as a 
more complex system that represents a single chain/cluster of two, three or more 
J-cycles possessing within the cluster additional common features. 

 It appears necessary to  emp     hasize that: (a) such clusters of J-cycles tend to have 
a duration of roughly 20–30 years (assuming that the cycle is 7–11 years, then three 
cycles in duration constitute 21–33 years), which correspond to average lengths of 
K-wave phases; (b) an organic link between the J-cycles and K-waves is particularly 
supported by the fact that the phase boundaries of Kondratieff waves (as well as 
boundaries of particular waves themselves) in many theories practically coincide 
with the boundaries of certain medium-term cycles and crises. 33  

 The character of J-cycle clusters correlates with the character of K-wave phases. 
Of course, this cannot be accidental; actually, this is accounted for by certain mech-
anisms of reaction of particular societies and of the World System to J-cycles. 34  
Incidentally, it  a     ppears necessary to note that the ratio between the extreme values 
of the duration periods of K-waves (40–60 years) and J-cycles (7–11) is very simi-
lar: 7: 11 ~ = 0.64 ~ 40: 60 = 0.66.    

33   Initially long waves were considered as combinations of a few adjacent medium-term business 
cycles (Burns & Mitchell,  1946 ; Delbeke,  1987 ; van Duijn,  1983 ; van der Zwan,  1980 ). These 
were still regarded as a sort of rather mechanical combination, whereas the idea that adjacent 
J-cycles could form a real system was expressed very rarely and was not developed in any signifi -
cant way. 
34   Some researchers speak about a tight connection between Kuznets cycles and K-waves (see, e.g., 
Aкaeв, Pумянцeвa et al.,  2011 ; Pумянцeвa,  2003 ). We do not exclude the possibility that such a 
connection does exist. However, Kuznets swings have been detected mostly in the USA (see 
Abramovitz,  1961 : 230; Hansen,  1951 ; Kuznets,  1958 ; see also Aкaeв, Pумянцeвa et al.,  2011 : 
91), whereas the J-cycles may be traced in all the main countries of the World System. In addition, 
Kuznets cycles are much less pronounced and do not have so dramatic crisis phase; that is why 
there is some sense in the prevalent tendency to denote them as ‘swings’, rather than as ‘cycles’. 
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    On the Correlation between J-Cycles and K-Wave Phases 

 As was already established by Kondratieff, within upswing phases of K-waves 
J-cycles are characterized by stronger expansions and weaker depressions, whereas 
within K-wave downswings a contrary pattern is observed. 

 Nikolay Kondratieff himself addressed the analysis by Arthur Spiethoff 
(Кoндpaтьeв,  2002 : 380). Below is  Spiethoff’s table   (Table  3.3 ). The other research-
ers’ analysis proves Kondratieff’s assertions concerning the proportions between 
the number of depressive and growth years at different phases of K-waves. In par-
ticular, William Mitchell ( 1913 ), (see also: Burns & Mitchell,  1946 : 438) concluded 
that within the long-term infl ationary trends (i.e., at the A-phase of the K-wave), the 
phases of growth and depression in Juglar cycles with respect to the USA are in the 
ratio 2.7: 1, and in the periods of prolonged defl ation (i.e., at the B-phase of the 
K-wave) the ratio is only 0.85: 1. Alvin Hansen, who used to be rather skeptical of 
the K-waves theories, nevertheless, found that for the period from 1872 to 1920 
 ( i.e., second–third K-wave) during the upward rise in prices (at the A-phase), an 
average duration of depression was two years, and at the downtrend (the B-phase) it 
was 5.3 years. And conversely, the respective rises at the A-phase were by 1.8 times 
longer than at the B-phase (Xaнceн,  1959 : 115–116). We present these calculations 
in Tables  3.3  and  3.4 .

     Modern data on characteristics of  upswings and recessions   for the 1919–1994 
period confi rm the presence of this regularity—the lengthening of expansion phases 
during K-wave upswings and the lengthening of recession phases during K-wave 
downswings (for details see Pумянцeвa,  2003 : 25). 

 Thus, we can speak of two types of chain-clusters of J-cycles characterized by 
specifi c boom- depression   patterns: (1) at upswing phases of K-waves J-cycle 
depressions are less pronounced, and J-cycle expansions are more durable; (2) at 
downswing phases of K-waves J-cycle depressions are more pronounced, and 
J-cycle expansions are less intense and prolonged. Accordingly, the fi rst type of 
J-cycle chain-clusters can be called ‘A-clusters’, whereas the second type can be 
denoted as ‘B-clusters’. 

  Table 3.4    The correlation 
between the  duration   of 
upswing and depression 
phases according to some 
economists  

 Economist  A-phase  B-phase 

 A. Spiethoff  2.5:1  0.6:1 
 W. Mitchell  2.7:1  0.85:1 
 A. Hansen  3:1  0.75:1 

    Table 3.3    The correlation between the years  of   upswing and depression at the A- and B-phases 
according to Spiethoff   

 Periods  Upswing years  Depressive years 

 The downswing of the long cycle from 1822 to 1843  9  12 
 The upswing of the long cycle from 1843 to 1874  21  10 
 The downswing of the long cycle from 1874 to 1895  6  15 
 The upswing of the long cycle from 1895 to 1912  15  4 
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 As has already been mentioned, the relationship between K-waves and J-cycles 
has not been studied suffi ciently. Recall that Kondratieff pointed out that J-cycles 
are sort of interwoven within K-waves and depend on the latter. In particular, he 
wrote, ‘The long waves belong really to the same complex dynamic process in 
which the intermediate cycles [i.e. J-cycles.— Authors. ] of the capitalistic economy 
with their principal phases of upswing and depression run their course. These inter-
mediate cycles, however, secure a certain character from the very existence of the 
long waves. Our investigation demonstrates that during the rise of the long waves, 
years of prosperity are more numerous, whereas years of depression predominate 
during the downswing’ (Kondratieff,  1935 : 111). 

 However, it seems that the relationship between K-waves and J-cycles is not 
only signifi cantly deeper and more complex, but—most importantly—the causal 
relationship between them in general looks different.  Hence, Kondratieff was not 
quite correct when he contended that the nature of J-cycles depended on the 
nature of the respective K-wave phases; the actual situation seems to be simply 
the opposite — this is the nature of the respective J-cycle clusters that largely 
determines the nature of the respective K-wave phases.  

 This view on the causal relationship between the two types of  cycles stems   from 
the fact that Juglar cycles are more observable empirically than K-waves, which, in 
the words of Maevsky (Maeвcкий,  1992 : 58), ‘appear as a kind of surreal force that 
cannot be perceived directly’. The factors that produce J-cycles are also more clear 
and better described. Moreover, the presence of these factors has been confi rmed 
“experimentally”, because more than half a century of economic regulation in many 
countries has proved that the course of Juglar cycles can be infl uenced by certain 
measures of economic policy, that this course can be modifi ed, and in some cases 
the critical phase of those cycles can even be avoided. In the meantime, any 
 successful attempts to infl uence consciously the course of Kondratieff waves do not 
appear to be known. 35   

    General Causes and Mechanisms of Economic Cycles 

 J-cycles and K-waves arise from the general  prop  erties of the industrial econ-
omy—the ability of expanded reproduction (on this feature see, e.g. ,  Abramovitz, 
 1961 ; Gellner,  1983 ; Grinin,  2006 ,  2007a ,  2007b ; Пoлeтaeв и Caвeльeвa,  1993 ; 
Kuznets,  1966 ; Гpинин,  2003 , 2009д; Гpинин и Кopoтaeв,  2010 ). Economic 
growth cannot go on constantly and continuously; therefore, slowdowns are 

35   Note that reality of medium-term cycles is recognized by many (though still not all) economists 
that is expressed in the fact that in most textbooks on macroeconomics these cycles are discussed 
in special chapters or sections (see, e.g., Mэнкью, 1994: Chap. 14; Caкc и Лappeн,  1996 : Chap. 
17; Abel & Bernanke,  2008 : Chap. 8), whereas reality of long Kondratieff cycles recognized by 
minority of economists (and—consequently—references to them in Economics textbooks are 
either absent or very scarce). 
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inevitable; and those slowdowns can only be overcome through qualitative 
changes. Thus, the constant expansion and development imply that the structure 
within whose framework this development takes place, at times should be substan-
tially modifi ed. In  particul  ar, such changes should occur as a result of technologi-
cal revolutions (see, e.g., Grinin & Grinin,  2015a ; Perez,  2002 ,  2010 ,  2011 ,  2012 ; 
Гpинин,  2003 , 2009д, 2012б). But such a change, as a rule, lags behind the more 
dynamic economic (technological) component underlying expanded economic 
growth. Therefore, this change occurs in the form of more or less severe crises that, 
in fact, generate cyclical fl uctuations. 

 There are certain important (and not random) similarities between J-cycles and 
K-waves in terms of their ‘structure’ as regards some cyclical factors and certain 
properties of cyclical processes. The understanding of those similarities must be 
able to further clarify the mechanisms of interaction between those different cycles. 
There are also important similarities both in terms of the nature and mechanisms of 
transmission of impulses (leading to the generation of J-cycles and K-waves) from 
one country to another within the framework of the World System. Both cycles 
never occur only within a particular society, they always extend beyond individual 
societies and are somehow connected  wit  h the world-system processes. This is all 
the more important that J-cycles (especially J-crises) always tend to become global, 
or at least that J-cycles take place simultaneously in a number of societies. Thus, 
through J-cycle ups and downs embedded within, the World System momentum of 
growth and decline is transmitted very quickly and fairly synchronously. But, of 
course, for the K-wave dynamics Juglar cycles within the World System leaders are 
of special importance.  

    Mechanism of Infl uence of J-Cycles on the Temporal Rhythm 
of K-Wave Alteration 

    Emergence and Resolution of Societal Structural Crisis 
within A- and B-Clusters of J-Cycles 

 How can medium-term cycles affect the dynamics of  upward   and downward phases 
of long cycles? 

 The mechanism of change in K-wave phase structure, specifi cally the relationship 
of its A-phase with respect to its dependence on J-cycles looks like this (see also the 
end of this chapter, Figs.  3.8  and  3.9 ). More severe in their manifestations of crises-
depressive phases of J-cycles at a downswing, K-wave B-phases inevitably require 
from societies deeper and more radical changes, not only in technical and techno-
logical aspects, but also in social, legal, political, ideological, and cultural aspects, as 
well as in the fi eld  of   international relations and world-system links. Otherwise, a 
society will not be able to overcome the negative effects of economic crisis and come 
out of depression. 
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 Only a profound change in many different areas of society, as well as new 
approaches to the regulation of the economy will eventually allow the society to 
make the transition and to have a signifi cant expansion. 36  Previously this has already 
been discussed. The cluster structure of two J-cycles (see Fig.  3.9 ) can be schemati-
cally represented as follows: fi rst cycle—awareness of the diffi culties and search for 
counter-depression and reformist measures, the second cycle—the introduction of 
anti-crisis measures and their fi rst results. With three cycles the following pattern 
can be identifi ed (see Fig.  3.8 ): the fi rst cycle—awareness of the diffi culties, the 
second—the search for counter-depression and reformist measures and their appli-
cation, and the third cycle—the time required to develop the result. 

 Ultimately the struggle with depressions, conducted changes, as well as intro-
duced innovative technologies will lead to the replacement of a J-cycle B-   cluster 
with an A-cluster (and, thus, to the transition from a K-wave downswing to a 
K-wave upswing). 

 As a result, there is a transition to a new system of relations, which opens the 
possibility for economies to develop in the coming decades without exhibiting such 
strong crisis manifestations. 37  However, since further development proceeds in a 
relatively soft way, the need for reforming and modernizing relations weakens. 
Accordingly, the society experiences insuffi cient changes compared with those that 
are necessary to re-start rapid growth, even though any cycle is associated with an 
increase in structural economic, social, political and other problems. And if they are 
not resolved, this will lead to the amplifi cation of negative trends, as a result of 
which rapid economic growth becomes impossible, or there are internal and inter-
national problems leading to various new crises. Within about three J-cycles the 
potential for free growth is exhausted, and problems will accumulate. Next there is 
a powerful crisis, triggering a more or less protracted depression. As a result, an 
upswing A-cluster of J-cycles is replaced  w  ith a downswing B-cluster that corre-
sponds to the K-wave B-phase. 

  Thus, it is through the medium-term economic cycles in the downward 
phase of the K-wave that conditions are being prepared for the transition to the 
K-wave upswing.  The stronger the crises, the weaker the expansions, and the more 
intense the structural changes. And in turn, less painful crisis-depressive phases of 
J-cycles at K-wave upswings causes them to turn into downswing phases. That’s 
why the most severe crises occur at the turning points from the K-wave upswings to 
the K-wave downswings (in particular, the crisis of 1847, 1873, 1929, 1973, as well 
as the current global crisis that started in 2008). 

 So, in the upswing phase, when there is a more intensive growth, cyclical crises 
resemble a kind of ‘stumbling when scooting’, when excessive speed leads to inevita-
ble stops and kickbacks. However, within A-clusters J-cycles are less related to each 
other; they are rather more similar to isolated events. These are crisis of growth, during 

36   Recall that Americans and Europeans had to carry out very deep reforms during and especially 
after the Great Depression of the late 1920s and 1930s. 
37   Menshikov and Klimenko (Meньшикoв и Климeнкo,  1989 ) use the following metaphor—they 
say that ‘society changes its skin’ while going through a Kondratieff wave. 
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which structural problems within societies (and in general within the World System) 
accumulate. At the downward phases of the K-wave, crises are very different. They are 
much more closely related to each other, either directly, so that the next crisis is a sort 
of continuation of the fi rst (e.g. ,  the crisis of 1937 was a sort of continuation of the 
previous crisis that started in 1929), or they go against a common negative background 
(e.g., the cycles of the 1875–1895 period went against the background of a protracted 
agrarian crisis, and the J-cycle crises of 1971–1982 period went against the background 
of currency, commodity and energy crises). This is explained by the fact that such cri-
ses are structural in nature, as they resolve complex structural problems that were accu-
mulated in the previous upswing period. Moreover, military, political or revolutionary 
crises (as well as world wars) fi t rather well in those downward phases, as those crises 
act as components of a general world-system crisis that make  pe  ople change the rela-
tionship structure within the World System. In short,  these are structural crises that 
lead to structural changes  (Figs.  3.10  and  3.11 ).   

    Table 3.5    Number of days of sessions of  the   US Congress corresponding to different K-waves 
and their phases   

 K-wave 
serial 
number 

 K-wave 
phase 

 K-wave 
phase 
datings a  

 Corresponding 
periods of Congress 
sessions b  

 Overall 
number of 
session 
days 

 Average 
number of 
session days 
per year 

  I   A: upswing  1789–
1817 

 1794–1822 (29 
years) 

 4263  147 

 B: 
downswing 

 1818–
1847 

 1823–1852 (30 
years) 

 4931  164,4 

  II   A: upswing  1848–
1873 

 1853–1878 (26 
years) 

 4820  185,4 

 B: 
downswing 

 1874–
1893 

 1879–1898 (20 
years) 

 3904  195,2 

  III   A: upswing  1894–
1929 

 1899–1934 (36 
years) 

 7242  201,2 

 B: 
downswing 

 1930–
1948 

 1935–1953 (19 
years) 

 5475  288 

  IV   A: upswing  1949–
1968 

 1954–1973 (20 
years) 

 5737  287 

 B: 
downswing 

 1969–
1982 

 1974–1987 (14 
years) 

 4495  321 

  V   A: upswing  1983–
2006 c  

 1988–2006 d  (19 
years) 

 6077  320 e  

 B: 
downswing 

 ? 

   Source:  Sessions of Congress, 1st–110th Congresses, 1789–2007. URL:   http://www.llsdc.org/
attachments/wysiwyg/544/Sess-Congress.pdf     
  a The dates in this column do not take into account versions of the starts and ends of various phases 
mentioned in Table  3.5  
  b Taking the 5-year lag into account (see above) 
  c In this phase we took the period preceding the 2007–2010 crisis 
  d Within this phase we have taken the period preceding the start of the crisis 
  e Which is less than in the B-phase of the fourth K-wave. We can forecast that during the B-phase 
of the fi fth K-wave the average number of the US Congress sessions per year will be higher  
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  Fig. 3.10    Correlation between K-wave  pha  ses and average number of the US Congress session 
days per year (taking the 5-year lag into account, version 1).  Note.  The point that the average 
number of session days per year at B-phases is higher than at A-phases is more visible as regards 
the third and fourth K-waves (rather than the fi rst and the second). It appears necessary to note the 
following in this respect: (1) The situation refl ects the fact that since the late nineteenth century 
governments started paying much more attention to economic problems than earlier. (2) As 
regards the second wave, one should take into account that its B-phase was rather peaceful, 
whereas its A-phase includes the periods of the Civil War and Reconstruction of the South when 
the Congress had to work more intensively. If we only consider the peaceful part of the K-wave 
A-phase, the distribution of the US Congress session time looks as follows:  1853–1861 —1480 
days of the US Congress sessions in 9 years (on average 164.4 days per year);  1870–1878 —1600 
days of the US Congress sessions in 9 years (on average 177.8 days per year. Thus, altogether for 
all the peaceful years of the second K-wave A-phase—on average 171.1 days per year, which is 
substantially less than 195.2 days per year attested for the second K-wave B-phase;  1862–1869  
(war-and-reconstruction period)—1740 days of the US Congress sessions in 8 years (on average 
217.5 days per year). As we see a higher level of average annual US Congress sessions at the 
second K-wave A-phase is connected with this diffi cult period of the USA history. As regards the 
third K-wave, war periods are found there at both A- and B-phases. A graphic picture of this pat-
tern is presented in Fig.  3.11        
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  Fig. 3.11    Average annual  numb  er of days of the US Congress sessions in their relationship with 
K-waves and their phases (taking the 5-year lag into account, version 2: taking into consideration the 
2nd K-wave A-phase).  Note.  Figure displays the relationship between the number of the US Congress 
sessions at the A-phases and B-phases of K-waves with the elimination of the war-and- reconstruction 
years (1862–1869). Here it is especially visible that within all the documented K-waves the respective 
society paid more attention to necessary changes during the downswing B-phases       

    Additional Notes 

    An Example of More Active Social Activities During K-Wave 
B-Phases in Comparison with K-Wave A-Phases 

 To illustrate the idea that in the economically prosperous K-wave A-phase periods 
societies tend to change less than in the period of crisis in depressive phases, we 
analyze the average annual number of days of meetings of the  U.S. Congress   since 
1790 to the present (see Table  3.5  and Figs.  3.10  and  3.11 ). At the same time we 
have moved the origin period for meetings’ calculations for each phase by 5 years 
as this can be estimated as the average minimum time required for an adequate 
understanding of the situation (i.e., datings for column 4 lag behind the respective 
datings for column 3 by 5 years).  
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    Social Innovations as a Factor of K-Wave Interphase 
Transitions at the Level of Individual Societies, the Level 
of Intersocietal Interactions, and the World System Level 

 It appears rather important to emphasize that, though the change of K-wave phases 
is connected with the exhaustion of the potential of  respective technological 
paradigms  , 38  its immediate factors include fi rst of all behavior of particular eco-
nomic agents (including the state institutions), which is very tightly connected with 
psychological sets of businessmen and political elites. When development acceler-
ates at the A-phase, this stimulates additional investment activities. In contrast, dur-
ing depressions society is actively seeking opportunities to minimize losses, and to 
re-introduce an accelerating growth trend. During the past two centuries more and 
more forces joined the agents of economic development in their attempts to re-start 
upswings; and these included government, state and interstate agencies, education 
institutions, ideology, science, etc. These are the activities of all those forces that 
lead to the eventual end of the downswing and the start of a new upswing. 39  

 It appears possible here to expand Schumpeter's idea (Schumpeter,  1939 ; 
Шумпeтep, 1982) regarding innovators as well as the notion of creative destruction; 
many economists like this idea, but they do not appear to apply it always in a 
suffi cient way. In fact, in the  downswing phase innovators   associated with all kinds 
of social activities have more chances to implement their innovations: politicians 
who promise to solve economic problems, reformers, legislators, scientists, etc. also 
have more chances to implement their innovations. The ideas that begin to be dis-
cussed and implemented could be expressed over a signifi cant period of time and 
limited experiments could be carried out much earlier (or in other countries), but it 
is during these times of diffi culties when clusters of reform and change appear. And 
the solution for these diffi culties can be found—ceteris paribus—in those societies 
where depressive manifestations of crisis are stronger. Ultimately innovative 
changes begin to work, to spread and to have effect, in particular they contribute to 
the diffusion of fi nancial and technological innovations (in other words, a  new 
innovative synthesis  emerges).  Thus, we should talk about innovations and inno-
vators of all kinds, including social innovators and innovations . In this respect, 
effective counter-crisis methods will begin to spread, and, like technological inno-
vations, they may be borrowed by modernizing societies but with a signifi cant 
delay, but also in a completely fi nished form. The more widespread this reforming 
is, the more opportunities for there to be economic growth and the longer can be 
the upswing. In particular, this explains economic successes in several post-World 

38   In the widest possible sense of this notion, i.e. the one that includes fi nancial, social, cultural, and 
political technologies. 
39   It appears necessary to note that social innovations are not always found, or they may turn out 
not to be quite effective, or  blind-alley innovations  emerge (e.g., in Nazi Germany); in these cases 
crises could be especially destructive—and not only economically (as these was, for example, 
observed in the case of World War II). 
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War II European countries and Japan (economic ‘miracles’) in the 1950s and 1960s, 
as well as some of the modern achievements of China actively using a whole arsenal 
of counter-cyclical measures developed in Western countries. At the same time, 
taking into account the point that the Chinese leadership has more opportunities to 
effectively pursue such policies than the governments of the countries with full 
market economies status, the results of counter-cyclical policies in China are very 
impressive indeed. 

  Time lags. Intensifi cation of    modernization processes     within the World 
System.  But the emergence of a major social innovation (effective in combating 
new manifestations of depression) may not be a quick thing. Therefore, although a 
collision with diffi culties initially often causes active, signifi cant anti-crisis actions, 
even so they do not lead to profound changes. That is, a considerable time must 
elapse before a new innovative system starts working. This may take up to ten years 
or even more. In the meantime, on the one hand, during the B-phase social innova-
tions lag behind, because they are only beginning to be implemented sometime after 
the fi rst third of the B-phase (or even later), and can be completely implemented 
only during the second third of it (or later). And on the other hand—in fact, social 
innovations produce their real effect toward the end of the B-phase. However, early 
in the A-phase social innovations get implemented fully. As a result, when the 
upswing is already underway, the inertia of social change further accelerates the 
A-phase. Conversely, at the beginning of a downward phase we deal with yet 
another sort of inertia when society is not ready to change, which, accordingly, fur-
ther aggravates the B-phase. 

 Within the B-cluster of three J-cycles one can observe the emergence of a set of 
technological, fi nancial, and social innovations, which leads to an accelerated mod-
ernization of the semi-periphery, that in itself is due to faster growth and increased 
demand (including state demand), which accelerates the A-phase upswing. 40  
Gradually these innovations add up into a system, which is picked up by ‘catching 
up’ societies. This further explains the inertia of the upswing: in the fi rst J-cycle of 
the A-phase one can see belated reforms that would have to be carried out in the 
B-phase, while during the second J-cycle imitation reforms may be carried out. 

 Thus, the successful implementation of  anti-crisis social innovations   in advanced 
countries during the B-phase and the transition to the following A-phase is a signal 
for many ‘catching up’/ modernizing countries. This is amplifi ed by a certain excess 
of capitals in the core countries of the World System, as in a B-phase context those 
capitals are not in enough demand. Modernizing countries are beginning to 
 implement not only technical and economic but also social technologies. This leads 
to both a more powerful process of modernization in the World System in the 
A-phase than in the B-phase, and to a more rapid growth of economically active 
parts of the World System, but also to a more rapid spread of impulses throughout 

40   It appears appropriate to note that many social innovations/counter-crisis technologies emerge 
not in the central societies of the World System but in those societies that aspire to become 
central. 
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the World System. All together this creates a new situation in the World System, 
which is very sensitive to the exhaustion of the potency to develop. Therefore, the 
crisis, which eventually captures the World System center, has an impact to some 
extent on every aspect of the World System at once. 

  Additional note on the diffusion of technologies.  During the A-phase a more 
active modernization of peripheral countries is usually connected with the adop-
tion of such technologies that can hardly be characterized as the most advanced. 
Rather, these are technologies of the previous wave. Thus, the most advanced 
technologies remain in the leading countries. But the core technologies of the 
previous generation are moved from advanced countries (as this was observed, 
e.g., in the 1990s). Such  outsourcing   has disadvantages (structural unemploy-
ment, etc.), but it also has some pluses, since it clears the advanced countries 
physically from the old technologies (this is also a kind of innovation at the level 
of the World System). If such technologies remain and are artifi cially supported 
by the state, the leaders start losing their leading positions (as this happened to 
Britain with her textile and coal industries).   

    What Limits the Length of the K-Wave A-Phases? 

 Economists have long pondered over  t  he question,  why prosperity does not last 
indefi nitely ? (Mitchell,  1913 : 452; see also Hansen,  1951 ). And in the early twenti-
eth century they suggested that prosperity and decline should be explained by the 
processes occurring regularly within the economy itself (Mitchell,  1913 : 452–468). 
We also maintain that growth, although it is an essential feature of the industrial and 
post-industrial economy, does not occur automatically, but requires sustained 
efforts. 41  The faster the economic growth, the more effort is required, and thus at 
some point the system confronts the law of diminishing returns, that is, for each new 
point of growth more effort is required. Ultimately because of this effect of dimin-
ishing returns the increase in economic growth cannot be infi nite. 

 However, the question arises, why is the upswing momentum limited to a certain 
period? Above we have explained the reasons for such time constraints. This section 
will discuss aspects of these new restrictions, and additionally shows some aspects 
of the relationship between K-waves and J-cycles. 

 The reasons that the A-phase does not last, as a rule, more than three or four 
J-cycles are connected to the following points:

•    to the  exhaustion   of resources or growth factors (that are necessary to ensure 
upswing dynamics);  

41   Internal impulse to the growth is created by the desire of businessmen to increase their profi ts, as 
well as by the desire of population to increase the standard of living and consumption. 
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•   to the infl ated optimism about the prospects for business growth, which is also 
refl ected in the excessive increase in the value of assets;  

•   to the emergence of long depression pauses in those J-cycles that are situated at 
the border of upswing and downswing phases of K-waves, which leads to 
changes of business development strategies.    

 In this case the fi rst two points in K-waves and J-cycles are substantially similar, 
and the last point is specifi c only for long-term processes, that is, for K-waves. The 
latter point is part of what can be called the  factor of duration of recessive-depres-
sive phases of J-cycles .  In   our opinion, it is very important for understanding the 
causes of the shifts from K-wave upswings to downswings. The fact is that if crisis 
pauses are brief, they generally do not dramatically change business strategy vec-
tors in the direction of growth and investment. However, during prolonged crisis-
depressive phases of J-cycles business strategies can be truly reversed. 

 Let us now consider these reasons in detail.  

    Exhaustion of Growth Factors 

 The weakening of upswing phases is due to the exhaustion of available resources 
(factors promoting growth) in the broadest sense of  the   word. We believe that during 
an A-phase a much more rapid consumption of resources for growth (outstripping 
their creation) takes place. As a result, after some time, the resources are exhausted, 
and the upward movement of the economy inevitably slows down and stops (as, in 
the conditions of a certain level of technology, resources are always limited). 
Accordingly, during B-phases the accumulation of potential resources runs ahead of 
their consumption. 

 Note that here we speak about ‘resources’ in the widest possible sense of this 
word—that is about technological, fi nancial, innovational, social, demographic 
(and so on) resources both at the societal level and at the level of the World 
System. 

 In particular, important resources are needed to continue the recovery; they 
include new business technologies (including fi nancial technologies),  e  xpansion 
of markets, removal of obstacles for exchange, trade, export, and easy movement 
of capital; free capitals themselves; unsatisfi ed effective demand for some impor-
tant goods and services; a number of important unimplemented innovations, etc. 
Finally, this is the willingness of states to invest and support business processes. 
Within the framework of the World System these are societies that are ready to 
modernize, etc. 

 During A-phases resource consumption rates tend to be higher than resource 
accumulation rates due to a rather simple reason: the main focus of business is 
attracted by the expansion of production, investment and so on, which, by  defi nition, 
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implies a rather high rate of resource consumption (note that these also include 
credit resources). 42  

 For the emergence of additional powerful impulses qualitative changes are 
required. For these kinds of qualitative changes society needs major restructuring 
and the involvement of new resources that will not happen automatically, but will 
require considerable time. 

 Thus, A-phase (upswing) gives place to B-phase (downswing); during B-phase 
one can observe not only the systemic restructuring, but also the accumulation of 
many resources, including both innovations (e.g., Schumpeter,  1934 ,  1939 ) and 
such conventional resources as uninvested capitals. 43  

  It is important to understand that after a long period of weak growth, interrupted 
by crises and depressions ( i.e. , after the B-phase), the momentum to accelerate  a 
 new K- wave can take place only in the presence of large amounts of resources and 
growth factors.  Synchronism in the rise of a new K-wave is achieved, because a 
certain set of  resources   is required for it, and because one innovation in one area 
may lead to innovations in other areas; on the other hand, free capital contributes to 
the acceleration of modernization, whereas the development of modernization con-
stantly requires new capitals, and so on. 

 The immediate impetus to the growth of a K-wave is given, as already men-
tioned, at the recovery stage of one of the J-cycles, and the mechanism for the 
transition from depression to recovery has been already described many times 
(see, e.g., Hansen,  1951 ; Mitchell,  1927 ). Thus, the mechanism has a great simi-
larity to the transition from growth to slow down and new growth within J-cycles 
and K-waves. This mechanism is associated with the rapid depletion of resources 
in the period of growth and boom, leading to a rapid increase in their prices, and 
then the accumulation of resources during the recession, until fi nally the abun-
dance of resources will not push the economy to a new upsurge. However, the 
acceleration of the K-wave A-phase (in contrast to the  transiti  on from a depression 
phase to a phase of recovery within the J-cycle) requires qualitatively different 
resources: technological and social innovations, new modernizing societies, new 
technologies, etc.  

42   It reminds accelerated mining operations during the boom without intensive investment in 
exploration. Accordingly, the amount of proven reserves decreases. 
43   For example, Tugan-Baranovsky (Tугaн-Бapaнoвcкий,  2008  [1913]) connected economic 
upswing impulses precisely with this factor. 
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    Excessive Business Optimism about the Prospects for Growth 
and the Revaluation of Assets 

 Many projects and  inves  tments, which are carried out in the growth phases of 
J-cycle, are designed to be carried out during rather long periods of time. As has 
been already stated, if the recessive depressive phases are short, the processes of 
investment and growth do not lose momentum, no—that is very important—psy-
chological confi dence. As a result, with a short recessive pause various projects get 
suspended much less frequently. 

 As we have seen, short recessions are typical for K-wave upswing phases when 
growth factors (resources) have not been exhausted yet. 

 However, after the fi rst (and even more so after the second) relatively favorable 
J-cycle (with short phases of recession and depression) one can observe in business 
and society the growth of optimism (the desire and courage to invest profi tably), 
which is in opposition with the diminishing growth resources. 

 In the A-phase, the revaluation of assets (stocks, real estate, commodities, etc.) is 
also associated with a lengthy economic growth and bullish price trend, which leads 
to excessive demand for some resources, large scale speculation and the emergence 
of ‘bubbles’. Dramatic overestimation of the value of assets is connected with the 
increasing demand for  r  esources and the growth of unjustifi ed assumptions that 
asset prices will rise further. In fact, the situation is evolving in a pyramid-like way 
(whereas the ‘pyramid’ is becoming more and more unstable every month). Below 
we will see that it is at the moment of the greatest depletion of resources (and at the 
same time the greatest weakening of growth potential—with both occurring by the 
end of the last J-cycle of the A-phase) that unreasonable optimism among the 
businessmen about the future growth in asset prices is peaking. 44  

 It is clear that, as a  result   of the collapse, asset revaluation occurs with a minus 
sign (which is especially noticeable during the acute phase of the crisis).  

    The Long Depression Pause Emerging within Border J-Cycles 
and the Change of Development Strategy 

 As we have seen, the duration of  a   recessive-depressive phases of J-cycles is 
important for understanding the dynamics of K-wave phase changes. Meanwhile, 
after two (sometimes three) J-cycles in which these phases have been short, in 
the third (sometimes fourth) A-phase J-cycle the duration of the recessive-depressive 

44   For example, Hansen ( 1951 ) demonstrates in a rather convincing way that during the Great 
Depression it became perfectly clear how completely resources of new construction had been used, 
which was one of the drivers of the rise in the 1920s. But the peak of the construction was achieved 
long before 1929, about 1925–1926. High demand for the construction of real estate at this time is 
explained by the fact that during the First World War, civil construction was almost entirely 
frozen. 
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period qualitatively increases. Thus, the respective J-cycle becomes a landmark 
between the A- and B-phases of the respective K-wave. 

 An increase in the recessive-depressive phases is due to the coincidence of 
extreme values of divergent trends. On the one hand, the value of assets and the level 
of revaluation reach their peaks, and the optimism of businessmen and society as  a 
  whole is at an apogee; on the other hand—the amount of resources available for 
growth (growth factors) reaches a minimum value. 

 Simultaneously, in society and in the economy there are too many unresolved 
issues. As a result, the recession acquires a very large scale, and attempts to over-
come the crisis and continue to grow do not work out. And as there are not enough 
resources to resume the upward movement, there is an insuffi cient momentum to 
continue the A-phase upswing. 

 Prolongation of the recession and  de  pression phases leads inevitably to 
changes in business and social strategies. 45  Of course, there is a signifi cant dif-
ference between a crisis that continues for a few months, and a depression that 
continues for several years. It is necessary for society to adapt to the new situa-
tion, and hence to reduce costs and volumes, while starting to rebuild business 
and seeking new ways for its development. Projects are suspended, investment 
declines, demand falls, prices (at least on revalued assets) are also falling, capi-
tals are not invested, etc. Thus, there is a feedback loop: the longer the recessive 
period, the less investment, and vice versa—the less investment, the longer the 
recession will not end. Then a new rise may start, but it will be of a different type 
(which is characteristic of J-cycles in the downward phase). To maintain an 
upward trend after a fairly prolonged period of stagnation and depression a society 
needs an appropriate big enough momentum that cannot appear from nowhere 
(especially without the presence of effective anti-crisis social innovations). 

  Thus, the question about the reasons for a particular duration of the K-wave 
A-phase is largely related to the question of the causes of sudden lengthening of 
crisis-depressive phases of J-cycles (at the end of the A-cluster of those cycles). And 
this is undoubtedly further demonstrates the close connection between the K-waves 
and J-cycles.  

 It is also clear why during the B-phase the economy cannot gain earlier 
momentum. Firstly, it takes time to develop counter-crisis measures. Secondly, 
it is necessary to accumulate a suffi cient amount of growth factors, including 
breakthrough technological innovations. Thirdly, you need a push to change the 
business strategy. Thus, a feedback loop gets established: weak expansions—
inactive strategy—lack of investment—no impulses for a strong recovery—
weak expansions, and so  o  n. And this feedback loop may operate for a quite 
long period of time.  

45   On the society’s strategy and its search for counter-crisis social innovations see above. 
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    The World System Dimension 

    Modernization and World-System Socioeconomic Crises 

  Tensions of intensive modernization; relationship of the K-wave A-phases to semi- 
peripheral economic and social crises, as well as wars of certain types.  

 During K-wave upswings peripheral  an  d semi-peripheral economic and political 
crises occur more frequently. Recall that already Kondratieff ( 1935 : 111) noted that 
‘it is during the period of the rise of the long waves, i.e., during the period of high 
tension in the expansion of economic forces, that, as a rule, the most disastrous and 
extensive wars and revolutions occur’. 

 This point requires  further   explanation. The fact that (a) semi-peripheral mod-
ernizing countries tend to borrow social innovations rather quickly; (b) but often 
they do not have a suffi cient basis for the ‘digestion’ of such innovations (and social 
innovation can be for them altogether alien). The result is what can be called a ‘cri-
ses of modernization’, which is expressed not only in economic crises, but also in 
the revolutions and even wars. 46  The Asian crisis of 1997 was largely such a mod-
ernization crisis. Revolutions of the early twentieth century can also be considered 
as such crises. 

 As for the wars, of course,  n  ot all, but some of them may well be attributed to a 
reaction to the rapid modernization, as well as to manifestations of the restructuring 
of the World System. In particular, major wars were connected with the formation 
of large nation-states in Europe in the 1850s–1870s (Italy, Germany). The war 
factor will be discussed in more detail below.  

    World-System Crises and Obstacles for the Emergence 
of the World-System Innovations. World-System Innovations 
and Their Delays 

 The increase in World  System   modernization (combined with technological and 
social innovations) leads to the expansion and reconfi guration of the World System, 
that after some time creates the need for a change in relations within the World 
System. If the latter is delayed, then crises emerge, and those crises cannot be over-
come within individual countries and through individual social innovations. In this 
case, the World System confronts a series of deep crises (as was observed in the 
period between 1914 and 1945). 

46   They become even more dangerous if coincide with rapid population growth that is so character-
istic of the period of the escape from the Malthusian trap (for more details on the modernization 
crises see Grinin,  2012c ; Korotayev, Zinkina, Kobzeva et al.,  2011 ; Кopoтaeв, Xaлтуpинa, 
Maлкoв et al.,  2010 ; Кopoтaeв, Xaлтуpинa, Кoбзeвa et al.,  2011 ; Korotayev, Malkov, & Grinin, 
 2014 ; Гpинин,  2011 ; Гpинин et al.,  2009 ). 
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 Thus, the development of the World System  and   modifi cation of K-waves are 
closely interdependent. Accordingly, some phases of K-waves appear as special, 
with regard to exiting from a crisis at some stage of a given K-wave, since world- 
system solutions are necessary, and consequently such innovations may be delayed. 
In particular, during the third wave (1890–1940s) one could observe a profound 
transformation of the World System, so its downswing phase crises acquired a 
military- political form and generally were the most pronounced. 

 Already in the early twentieth century the World System encompassed, in fact, 
the entire Globe. Innovations at the level of individual countries were not suffi cient 
(partly because of very strong protectionism, military and colonial rivalries). There 
were also very different political regimes. Hence, the further development required 
new world-systemic innovations in relations between the countries. However, at the 
world-system level the traditional ways of solving confl icts and problems were still 
operating and new ones had a hard time gaining prominence. As a result, the restruc-
turing of the  Wo  rld System was brought about by traditional military and revolu-
tionary methods. 

 Only after the First World War did it become apparent that it is necessary to look 
for new innovative solutions at the World System level. But this was not reached 
immediately, since there was no generally accepted model or supranational bodies, 
and there were large differences between metropolises and colonies. As a result, 
some countries tried to counteract the crisis phenomena that are characteristic for 
the World System as its whole in their own ways. At some stage there was a major 
contradiction: on the one hand, the interactions became very dense and more inter-
dependent, and on the other—clashes between participants became sharper, some 
development models and social innovations (that were used by some states) were 
dangerous to others. As a result, crises became more and more acute. Ultimately, the 
world-system contradictions escalated into the huge Second World War. Only in this 
way did the world community fi nally manage to establish the leading model of 
development and common patterns of behavior in world markets at least in the main 
part of the World System, and in some major countries—in order to conduct the 
necessary social changes that are important for economic development around 
the world. In this way, war gradually ceased to be the leading form of restructuring 
the World System. 

 Today the situation is rather similar to the one that was observed in the early 
twentieth century. A serious reconfi guration of the World System is forthcoming, 
which implies a number of signifi cant world-system innovations in the near future. 
However, the  nature   of those innovations is not yet clear. This may lead to the pro-
longation of depressive processes and to the aggravation of crisis phenomena (need-
less to mention that the military forms of searching for such innovations should be 
excluded nowadays).  
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    How Does the K-Wave Synchronicity in the World System 
Emerge? 

 To some extent, it reminds one of growth- generatin  g mechanisms in national econo-
mies, where growth points emerge, and those growth points—if they are power-
ful—pull the whole economy with them. On the other hand, we observe here the 
emergence of such states that act as locomotives creating momentum for all. To a 
certain extent this is refl ected in the theory of leading sectors and leading economies 
as applied to the World System (Modelski,  1987 ; Modelski and Thompson,  1996 ; 
Rasler and Thompson,  1994 ; Rennstich,  2002 ; Thompson,  1990 ,  2000 ). A leading 
sector leads a respective national economy, whereas the respective leading economy 
leads the world economy. It is important, however, that new counter-crisis technolo-
gies emerge, which are also gradually adopted; fi nally, states develop some com-
mon solutions that may evolve into the World System solutions. Downswing signals 
are transmitted in a similar way. 

 The mechanism of relatively rapid momentum transfer from certain World System 
zones to its other areas is determined by the mechanisms associated with World 
System economic relations; these are rising/falling world trade (including the effect of 
changes in import/export duties); movement of global capital (and the formation of its 
new centers); currency (gold) fl uctuations; export/import of technology (patents); 
international agreements; fl uctuations in the prices of raw materials, fuel, food and 
other commodities. Regardless of whether this transfer was due to growth in certain 
countries, these mechanisms may well be changing the trends in development in the 
World System periphery or semi-periphery, if they have been already changed in the 
World System core. 

 If we take the transmission of impulses from the leading countries to the less 
developed or less actively developing ones throughout the extent of a given K-wave, 
the connection with J-cycles becomes more visible. During the period of one J-cycle 
(7–11 years), the advantages of new technologies, organizational arrangements, and 
other achievements (that have appeared in the leading country or countries) become 
more obvious. The second cycle starts the process of  moderniz  ation with great 
intensity in a large number of countries. The third cycle extends the process of 
modernization, but at this level there are already diffi culties associated with the com-
plexity of sharing as well as a fall in the rate of profi t, and—very importantly—espe-
cially in the transformation of institutions and relationships both within individual 
countries and across the World System.   
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    General Characteristics of K-Wave Evolution, Factors, 
Mechanisms, and Indicators 

    How and Why Do the Main K-Wave Dynamics Indicators 
Change? 

    General Direction of Changes 

 We have examined how K-waves and J-cycles interact. Let us now see how and why 
the main K-wave dynamics indicators  change   during this process. 

 As has already been mentioned above, Kondratieff himself and many researchers 
after him believed that the main indicators of the  ups  wing/downswing dynamics 
within the K-waves are associated with directions of price trends. But in recent 
decades this role is actually played by the relative GDP growth rate dynamics 
(Mandel,  1975 ,  1980 , see also: Bieshaar & Kleinknecht,  1984 ; Kuczynski,  1980 ; 
Пoлeтaeв и Caвeльeвa,  1993 ; Kleinknecht,  1987 ). Some researchers use other indi-
cators up to the class struggle indices. 

 This inconsistency adds complexity to the measurement of K-wave amplitude 
and periodicity: how can we talk about the long process of K- wave   alteration, if the 
fi gures are different, and sometimes these fi gures are in opposition? K-waves in 
price dynamics have the most recognized empirical support (see, e.g. Berry,  1991 ; 
Cleary & Hobbs,  1983 ; Gordon,  1978 : 24; Van Ewijk,  1982 , etc.). But the logic of 
K-waves in price dynamics disappeared after the Second World War, as in this 
period, prices tend to rise even during downswing phases. 47  

 At the moment, attempts to detect K-wave dynamics in the global GDP (and 
similar indicators) have yielded rather confl icting results. In  par  ticular, empirical 
tests of some researchers did not confi rm the presence of K-waves in world indus-
trial dynamics (see, e.g.: Chase-Dunn & Grimes,  1995 : 407–409; Van der Zwan, 
 1980 : 192–197). One of the main reasons is, of course, insuffi cient data on the pace 
of economic growth in earlier periods, but more importantly, that the data that do 
exist, cannot demonstrate the existence of global long-wave oscillations until the 
middle of the nineteenth century (see, e.g., Пoлeтaeв и Caвeльeвa,  1993 : 221; 
Korotayev & Tsirel,  2010 ). We can assume that this is not accidental, as rising 
prices and GDP growth in certain  per  iods can occur not quite in phase (see below 
our analysis of the causes of price trends and changing trends in the increases/
decreases of profi t rates). Similarly, there are some doubts that K-waves can be 
traced in the dynamics of the global GDP in the period up to 1870, though in this 
period K-waves appear to have been present in the economic macrodynamics of the 
West (Grinin & Korotayev,  2010b : 240; Korotayev & Tsirel,  2010 ; Кopoтaeв и 
Циpeль,  2010a , 2010б). 

 Nevertheless, our analysis of the dynamics of K-waves for over two hundred 
years suggests that within this apparent incompatibility one may still trace some 

47   However, it is possible that it will remain, if we measure the current prices in the prices of gold. 
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organic link, if we assume that the factors that define  K-wave phases c  hange 
(at least, according to their importance) in a natural way. K-waves change their 
manifestations in connection with the development of industrial production, as 
well as with the expansion of the World System and the interconnectedness of 
World System links. In addition, the role of the state grows. It is worth noting that 
J. J. van Duijn puts forward a very plausible hypothesis that long waves in eco-
nomic growth emerged in the second half of nineteenth century replacing long 
waves in price movements (van Duijn,  1983 : 91). 

 If we accept the idea of natural changes in the K-wave factors, it allows us to 
move to an organic synthesis of all the major theories explaining K-   waves through 
monetary, technological, investment, external and military factors. Note that dur-
ing the A-phase of the fi rst K-wave the upward trend in prices was produced pri-
marily by the war (in fact, it lasted for more than 20 years—from 1792 to 1815) 
and the continental blockade policy. But then from that point we observe a grad-
ual transition from exogenous factors generating long waves to endogenous trends 
related to innovation, large investments and the alteration of technological 
paradigms. 

 This also accounts for contradictions of the upswing and downswing phases of 
the fi rst K-wave connected with the transition from one type of  re  ason that deter-
mine price fl uctuations, to another—namely the replacement of purely external 
factors with a symbiosis of internal factors associated with the growth of labor 
productivity and external factors. This may explain the meaning of a rather strange 
assertion that the phase associated with endless Napoleonic wars is declared 
upward, and the next phase (associated with the industrial revolution, the most 
powerful economic restructuring and a huge increase in productivity) is declared 
to be downward. 

 But of course, that such a change of the driving forces of long-term trends could 
not be either rapid or complete. During the downward phase of the fi rst K-wave, 
changes were really strong in only one country (Britain), and this could not com-
pletely change the trend toward lower prices in Europe, which was also caused by 
a very rapid increase in labor productivity that reduced the production costs of 
manufactured products. But already the next K-wave was caused not only by external 
factors (wars and expansion of gold production), but also by a change in the global 
trading system (the transition to the principles of free trade). This eliminated the 
narrowness of foreign markets and led to  pow  erful investments in many different 
countries. We also note the emergence of a more complex system of industry 
(heavy and light) and the creation of new transport and information and communi-
cation technologies (railroads and telegraph). 

 On the one hand, the transition to the second K-wave A-phase precisely in the 
early 1850s was to a certain extent a contingency, since it coincided with the discov-
ery of gold deposits in California and Australia, which gave a powerful upward 
momentum to the A-   phase of that K-wave. If we take the period between 1814 and 
1847, then we would not have been surprised if this phase had started, say, in 1842 
and a long upswing had begun at that time. This upswing actually started and, in 
particular, due to the expectations of demand on the part of the Chinese market, so 
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that there was even an acute shortage of workers (see, e.g., Tугaн-Бapaнoвcкий, 
 2008  [1913]: 122), but the famine of 1845–1846 suspended it. 48  And during this 
time, opportunities for new growth had improved. 

  Note that the rise has large enough reserves to become really long depending on 
the conditions that it is accompanied by the expansion of the World System's core 
(and, hence, semi-periphery's catch-up).  

 It seems that the price changes as the main K-wave indicator started to be 
replaced by fl uctuations in economic growth  rates   sometime in the early twentieth 
century. This, in particular, is refl ected in the competition between Britain and 
Germany. Finally, this all became clear after the First World War and the postwar 
crisis of 1920, and it is no accident that in the period preceding the Great Depression 
prices barely rose (see Гринин и Коротаев,  2010 : 123–125; Xaбepлep,  2008 : 9–10, 
28 for more detail), which even was a cause of some forecast errors. Such a radical 
change in oscillation factors coincided (but not coincidentally): (a) with an almost 
complete expansion of the World System, (b) with the change of its leader, (c) with 
the weakening of the gold  st  andard, and (d) with the fact that the industry, including 
heavy industry, began to play a decisive role in the pace and direction of economic 
growth.  

    Change of the Role of the State 

 During the nineteenth century the  role of the state   changed signifi cantly: it stopped 
being neutral, as states became more and more interested in high economic growth 
rates (some states showed interest in the development of trade and industry quite 
long ago, in particular, parliamentary commissions in England analyzed reasons 
for the decline of industry during the 1825 crisis, see e.g., Tугaн-Бapaнoвcкий, 
 2008  [1913]). Prior to this, states at best cared for maintaining the stability of the 
currency and government securities and also partly for the construction of 
communications. We should also note the state's role in the development of mili-
tary technology and military orders. Starting from the Great Depression economic 
growth became one of the main concerns of the state.         

48   This is evidenced, e.g. ,  by the following fact: in 1845–1847 the share of food in the British 
import grew from 3 to 50 % (Tpaxтeнбepг,  1963 : 155). 

General Characteristics of K-Wave Evolution, Factors, Mechanisms, and Indicators

akorotayev@gmail.com



111© Springer International Publishing Switzerland 2016 
L. Grinin et al., Economic Cycles, Crises, and the Global Periphery, 
International Perspectives on Social Policy, Administration, and Practice, 
DOI 10.1007/978-3-319-41262-7_4

    Chapter 4   
 From Kondratieff Cycles to Akamatsu Waves? 
A New Center-Periphery Perspective on Long 
Cycles                     

              Preliminary Remarks 

 In this chapter we would like to continue discussing the fact that Kondratieff long 
cycles should be considered in the framework of the  center-periphery structure   of 
the global economy (see  Chap.     2      above) already in respect of manifestation at the 
country’s level. It is obvious that on this level such long waves in every country and 
epoch would be rather diverse as regards the length of waves as well as their strength 
and apparency. 

 Already the Japanese economist Kaname Akamatsu, who was a great admirer of 
Kondratieff, hinted at the connection between “national” and international center- 
periphery structure cycles (for some biographic detail on Akamatsu see  Appendix     A     ). 
His most well-known tribute to Kondratieff (Akamatsu,  1961 ) specifi cally links the 
rise and decline of the global peripheries to the larger Kondratieff cycle. His contri-
bution, which is hardly ever mentioned nowadays in the framework of K-cycle 
research, is the starting point of our analysis in this chapter. 

 Analyzing the data on convergence and divergence of real incomes of the coun-
tries of the world in the international system, it appears that mostly they do not 
exhibit linear upward movements of the poorer nations to catch up with the richer 
countries, but rather that there are strong cyclical upward and downward swings, 
which we call henceforth “Akamatsu cycles”. 1  

  Akamatsu cycles may be defi ned as cycles (with a period ranging from 20 to 60 
years) connected with convergence and divergence of core and periphery of the World 
System and explaining cyclical upward and downward swings (at global and national 
levels) in the movements of the periphery countries to catch up with the richer ones . 

1   A special analysis turns out to be necessary to detect the trends of Great Convergence (in the 
recent decades) and Great Divergence (in the preceding period) pushing there way through these 
complex oscillations (see Grinin & Korotayev,  2015a ). 
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 In fact, these “ Akamatsu cycles  ”, analyzed here on the basis of the well-known 
Maddison data series are even stronger and seem to be more devastating than the 
national, 50–60 years Kondratieff waves. This leads us to the discovery of what 
might be termed a “double-Tsunami wave structure” of economic cycles. 

 It is important to use the most relevant and accurate data for such a research 
question. Our  Maddison data   are for the following countries: Argentina; Australia; 
Austria; Belgium; Brazil; Canada; Chile; Colombia; Denmark; Finland; France; 
Germany; Greece; India; Indonesia; Italy; Japan; Netherlands; New Zealand; 
Norway; Peru; Portugal; Russia; Spain; Sri Lanka; Sweden; Switzerland; UK; 
Uruguay; USA; and Venezuela (available at   http://www.ggdc.net/maddison/
maddison- project/data.htm    ). They present a fairly comprehensive picture of the 
world in terms of continents (with the salient exception of Africa), cultures, global 
trade and global production over the last 130 years, and currently make up approxi-
mately 40.8 % of global population and 57.8 % of global purchasing power. 

 In the framework of our re-analysis, to be theoretically founded in the present 
chapter and  Appendix     B     , we will fi nd new empirical evidence on the existence of 
such Akamatsu cycles of around 20 years length or less in Australia; Chile; 
Denmark; Germany; Norway; Spain; Sweden; Switzerland; and Uruguay. 
Akamatsu cycles of around 30–40 years length were found in Belgium; Brazil; 
Canada; Denmark; Finland; France; Germany; Greece; India; Indonesia; Japan; 
Netherlands; New Zealand; Norway; Peru; Portugal; Sri Lanka; Sweden; 
Switzerland; and the UK. Akamatsu cycles of around 60 years length were found 
in Colombia and Russia. 

 Our  re-analysis   of standard world industrial production growth data since 1741 
as well as standard global confl ict data since 1495, all presented in  Appendix     B     , cau-
tiously support the earlier contentions of world-system research with evidence 
tested by spectral analysis and auto-correlation analysis. 

 In the present chapter, we will concentrate on what this “dual” or even “triple” 
structure of cycles—global ups and downs, national ups and downs, and ups and 
downs in the relative position of countries in the global economy—mean for the 
future of the analysis of international economic relations. 

 Our re-analysis of these entire sets of questions in the present chapter also sheds 
some light on the question why cycles (Kondratieff or Akamatsu) in some countries 
are shorter or longer than in other countries. We also try to show why in some coun-
tries Akamatsu cycles seem to have priority, while in the other countries the 
Kondratieff cycle seems to have priority. 

 Our analyses show one single, overriding, and strong tendency: richer and 
more resilient countries of the center with well-established social safety net, and 
appropriate efforts to develop mechanisms of what Amin so aptly called “ auto 
centered development  ” (Amin,  1994 ) tend to have shorter cycles, while the 
peripheries with long-run tendencies to suffer from a lack of sustainable devel-
opment are characterized by longer cycles (though since the late 1980s this pat-
tern has been altered substantially by the mounting Great Diveregence processes 
[Grinin & Korotayev,  2015a ]). 
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 Richer, more resilient countries also tend to be characterized by the priority of 
the Akamatsu wave over the Kondratieff wave. The United States, Germany, France, 
and the Netherlands are the four nations, singled out in this work, to show our case. 

 Our analytical research program, to be presented in this chapter and  Appendix     B     , 
also aims to be a fairly comprehensive test of the hypotheses about Kondratieff and 
Kuznets cycles (Devezas,  2006 ; Solomou,  2008a ,  2008b ) as well as to link the issue 
of long cycles with the issue of economic convergence and divergence. The matter 
is that the startling discovery which one makes upon closer inspection of the trajec-
tories of  economic convergence   in the 31 countries with the newly available 
Maddison data set since the nineteenth century (Bolt & van Zanden,  2013 ) is that 
there are very strong cyclical ups and downs of the relative convergence of these 
countries in relationship to the real GDP per capita at the world level and in the capi-
talist system’s leading economies, such as the United Kingdom and the United 
States of America, and not just in their own “national” growth rates and national 
economic cycles. 

 There is also a long-run trend with a turning point for many countries taking 
place in the recent decades. We think that the most important message for future 
 world-systems research   from the present chapter and  Appendix     B      is the realization 
that convergence processes in many nations of the world are discontinuous and have 
a salient cyclical component. Several semi-peripheries in Asia, Africa and Latin 
America are ascending nowadays at the expense of the sharp downward trend in the 
European Southern periphery. But the rightward indented S-curve of income con-
vergence and divergence now also affects the European center.  

    Background 

 The recent crisis of the semi-peripheries in Europe’s South and in Ireland, recently 
referred to in the economics profession as the “ PIIGS countries  ” ( P ortugal,  I reland, 
 I taly,  G reece,  S pain, see, for differing perspectives on this issue Baglioni & 
Cherubini,  2010 ; De Grauwe and Ji,  2012 ; Erber,  2013 ; Hadjimichalis,  2011 ; Noren, 
 2011 ; Richardson,  2011 ; Wind,  2011 ) makes an analysis of the convergence or 
divergence of periphery and semi-periphery countries all the more relevant. 

 The background to the present chapter and  Appendix     B      is thus the recent severe 
recession on the European continent and in several other regions of the world 
economy. 

 Our freely available documentation, made available at   https://www.academia.
edu/3742045/Korotayev_Grinin_Tausch_Economic_Cycles_Crises_and_the_
Global_Periphery_Springer_2016_-_Supporting_online_materials     further under-
lines this case, with similar materials for all the 31 countries, covered by the 
Maddison data set.  
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    From Kondratieff Waves to Akamatsu “Flying Geese” Model 

 So, in this chapter, we try to establish the relationship between the economic cycle 
and the cycle of  income convergence   in the World System: indeed, this way an 
unexpected Kondratieff revival might be happening again, via the important link 
between the theory of global income convergence, best captured by the works of the 
late Italian American world-system researcher Giovanni Arrighi and the Japanese 
economist Kaname Akamatsu. 

 Since Akamatsu’s contributions appeared much earlier than Arrighi’s, let us pri-
marily mention Akamatsu, and we will deal later on with Arrighi’s contribution. 

 In Akamatsu’s theory, there are important links between his  “fl ying geese” 
(Gankō Keitairon)  model and Kondratieff’s ideas. This  “fl ying geese”  model was 
fi rst proposed in a far-reaching and long tribute to  Kondratieff’s theory   published 
internationally in 1961, but it was originally published in imperial Japan already in 
1937 (shortly before the onset of the Second World War). It specifi cally links the 
rise and decline of the global peripheries to the larger Kondratieff cycle. The very 
essence of the  “fl ying geese”  and the K-cycle is that the two processes are intracta-
bly linked together, and that one cannot separate the two. 

 Now let us briefl y relate the basic connection between  Akamatsu’s theory   and 
the contribution by Kondratieff. 

 The clearest link to his own theory is then the following quotation, which also 
refers to an article written by Akamatsu in Japanese in 1937, where he already 
established the statistical pattern of “fl ying geese” in Japanese import substitution:

   “In the foregoing pages, I have discussed how innovations in advanced industrial nations 
bring about differentiation of the world economy and cause expansion and liberalization of 
international trade; how these innovations are at length diffused to other industrial nations, 
resulting in uniformization of the world economy and leading to stagnation of international 
trade and protective policies; and how new innovations arise from this stage. I have shown 
how the international economy has grown by describing structural waves. Nevertheless, in 
the process by which underdeveloped countries which have not yet reached the level of 
industrial nations grow, a somewhat different pattern is found. I call this the ‘wild-geese- 
fl ying pattern’ of economic growth, which is a literal translation of a term coined in 
Japanese […] Wild-geese are said to come to Japan in autumn from Siberia and again back 
to north before spring, fl ying in inverse V shapes, each of which overlaps to some extent 
[…]” (Akamatsu, 1937/  1961  : 205–206).  

   Figure  4.1  describes the original scheme, as it was presented by Akamatsu in his 
publications, all referring to the sequence of  development stages   along Kondratieff 
cycles. We have adapted the graph for the purpose of the present chapter:

   Akamatsu’s new input into the Kondratieff cycle debate is that he puts the 
“differentiation” of the world economy into the center of his theoretical develop-
ments (Akamatsu,  1961 ,  1962 ). The differentiation of the world economy leads to 
the rapid diffusion of new techniques to rising industrial nations, which starts with 
the import of new  commodities   by these nations. In time, techniques and capital 
goods are imported as well, and homogenous industries are being established. 
According to Akamatsu, the uniformization of both industry and agriculture gave 
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rise to the fi erce and confl ictive competition between Europe, the United States and 
Japan in the last quarter of the nineteenth century. When an innovation occurs in 
some industry in an advanced nation, investment is concentrated there, causing a 
rise in the trade cycle. Innovation leads to an increase in exports, and the nation’s 
prosperity creates and increases the import of raw materials and foodstuffs. 
Akamatsu sees a counter-movement in other parts of the world, centered on the ris-
ing production of gold, which, according to him, leads to an increase in effective 
demand and further stimulates exports of the innovating nation. In that way, world 
production and trade expand, prices increase and a world-wide rise in the long-term 
trade cycle results (see Arrighi, Silver, & Brewer,  2003 ; Kasahara,  2004 ; 
Krasilshchikov,  2014 ; Ozawa,  2004 ,  2013 ; Schroeppel & Nakajima,  2002 ). 

 Quite similarly to Kondratieff ( 1935 : 111), for Akamatsu, innovations occur 
mainly at the end of an old and waning economic cycle, and are put into practice 
during the new emerging economic cycle. Akamatsu notes that innovation 
 o  ccurs fi rst in an industry of an advanced industrial nation, investment is con-
centrated there, causing a rise in the trade cycle. Innovations increase exports. 
Increased prosperity, due to rising exports of the advanced nation, causes an 
increase in the import of raw materials and foodstuffs. Increased gold exports 
from other regions increase effective demand and further stimulate exports of 
the innovating nation. 

 However, innovations spread from the innovating nations to other nations, lead-
ing to the development of industries in those countries,    with the result of a confl ic-
tive relationship with the industries of the innovating nation. Exports of the 
innovating nation become stagnant, and on the world level, there is a tendency 
towards overproduction, prices turn downwards, and the rates of growth of produc-
tion and trade fall. That what later K-cycle research tended to call the upswing 
A-phase of the cycle will be according to Akamatsu a period of differentiation in 
the world economic structure, while the “falling period” (or B-phase of the cycle) 
will, Akamatsu argues, coincide with a process of uniformization in world eco-
nomic structure. Figure  4.2     supports the contention by Akamatsu that the A-phases 

  Fig. 4.1    The Akamatsu model of  fl ying   geese. ( Source : our own adaption from Akamatsu,  1961 : 206)       
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of long upswings in the  w  orld economy widen international inequalities, 2  while the 
B-phases of long decline reduce constant real international GDP per capita 
purchasing power differences:

   In the nineteenth century, Akamatsu sees the following major  tendencies   at work:

•    The innovations of the fi rst wave of the Industrial Revolution and the respective 
differentiation in the world economy.  

•   The B-phase after the Napoleonic Wars brought about a re-uniformization.  
•   Uniformization especially of European agriculture, innovation in iron industry 

after 1850; England’s position as a prime exporter of railroad materials and textiles. 
The discovery of gold in California and Australia increases global demand.  

•   The beginning of the decline around the time of the Franco-Prussian War 1870, 
rising mercantilism and imperialism.    

 For Akamatsu, imperialism with its  tend  encies to develop “complementary” eco-
nomic structures instead of homogenization, together with its fi nancial expenditures 
led towards the third expansion wave. New industries, such as the electric industry, 
and the automobile industry were born, and the center of the world economy shifted 
towards the United States of America. The third long-term wave began from the 
1900s onwards, and again the spread of industrial innovations to other regions 

2   Note, however, that this does not appear relevant for the A-phase of the most recent, fi fth, 
Kondratieff cycle (see, e.g., Grinin & Korotayev,  2014a ,  2014b ,  2015a ; Korotayev, Zinkina, 
Bogevolnov, & Malkov,  2011a ,  2011b , 2012; Korotayev & de Munck,  2013 ,  2014 ; Maлкoв, 
Бoжeвoльнoв и дp.,  2010 ; Maлкoв, Кopoтaeв, и Бoжeвoльнoв,  2010 ; Кopoтaeв, Xaлтуpинa и 
дp.,  2010 ; Гpинин,  2013a ). 
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  Fig. 4.2    The coeffi cient of variation of constant real world GDP per capita incomes in purchasing 
power parity rate according  to   Maddison’s database (for 31 countries), 1885–2010.  Note : our own 
compilations, based on Maddison’s dataset (as documented in Bolt and van Zanden,  2013 ). 
Calculated from the original data with Microsoft EXCEL 2010       
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and the accompanying uniformization of the world economy play a major role in 
the path towards a depression, which culminated in the 1930s. The depression of the 
1930s was caused, Akamatsu argues, not only by uniformization, but also by the 
reduction of arms expenditures after World War I, the gold standard and the policies 
of defl ation in force in the 1920s and early 1930s. Gold production showed a marked 
decrease during this era. High tariff policies, the world-wide race to depreciate the 
exchange rate after England’s suspension of the gold standard in September 1931 
additionally deepened the recession, giving rise in turn to control measures such as 
exchange control and quantitative restrictions on trade. 

 According to Akamatsu’s analysis in 1961, the fourth wave started in 1933, with 
the aircraft industry and the synthetics  industry   as the leading new sectors. Going 
off gold, carrying out devaluations of currencies, i.e., raising the world price of 
gold, were additional elements in the new upswing. Military expenditures in addi-
tion increased effective demand. In contrast to the 1920s, Akamatsu thinks that 
successful policies were continued by the United States after 1945, now with atomic 
power, electronics, and innovations in consumer durables in the lead (Akamatsu, 
 1961 ). Development aid by America, and the strengthening of labor unions, the 
increase in military expenditures after the Korean War and the policies of full 
employment and social security all contributed towards the stability of the Post-War 
economic expansion. At the end of Akamatsu’s lengthy analysis of the Kondratieff 
cycle in 1961, he expresses the hope that national and international economic poli-
cies will prevent the recurrence of a world depression like that of the 1930s. 

 For Akamatsu,  the   characteristic structure of the Center—Periphery relationship, 
which he more deeply analyzes also in his publication (Akamatsu,  1962 ), is character-
ized by the fact that the underdeveloped nation will export primary products and will 
import industrial goods for consumption (see Arrighi, Silver, & Brewer,  2003 ; Grinin 
& Korotayev,  2015a ; Kasahara,  2004 ; Krasilshchikov,  2014 ; Ozawa,  2004,   2013 ; 
Schroeppel & Nakajima,  2002 ). However, the role of foreign capital received little 
attention in Akamatsu’s theory, as he worked out his theory proceeding from the obser-
vations  of   the textile industry development in Japan (then still a developing rather than 
developed country) during the period of 40–50 years starting from the late nineteenth 
century. Later on, an underdeveloped nation will attempt to produce goods which were 
hitherto imported, fi rst in the fi eld of consumer goods, and later on in the area of capital 
goods. As the fourth stage of the process, the underdeveloped nation will attempt to 
export capital goods. There will be a tendency of “advanced” differentiation in the 
world economy, however, because the capital goods industries in advanced nations 
will still advance further, giving rise to “extreme differences of comparative costs”. 
The wild-geese fl ying pattern includes three sub-patterns: the fi rst is the sequence of 
imports—domestic production—exports. The  sec  ond is the sequence from consumer 
goods to capital goods and from crude and simple articles to complex and refi ned 
articles. The third is the alignment from the advanced nations to backward nations 
according to their stages of growth (see Arrighi, Silver, & Brewer,  2003 ; Kasahara, 
 2004 ; Krasilshchikov,  2014 ; Ozawa,  2004 ,  2013 ; Schroeppel & Nakajima,  2002 ). 

 However, there is a darker and more somber nature of these cycles as well—the 
condition of discrepancy will be met, Akamatsu argues, by means of imports, 
leading to discrepancies in the balance of payments, and the pressure to increase 
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exports of  pr  imary products to improve the balance. Discrepancies will also lead to 
a shift of production away from domestic industries in the underdeveloped country 
towards the export sector; leading, in the end, also to problems of excessive supply 
capacities in the underdeveloped country  et cetera  (see Arrighi, Silver, & Brewer, 
 2003 ; Kasahara,  2004 ; Krasilshchikov,  2014 ; Ozawa,  2004 ,  2013 ; Schroeppel & 
Nakajima,  2002 ). 

 At the end of the day, Akamatsu believes in a Hegelian dialectic between the 
three basic discrepancies, characterizing the process of  development  : the discrep-
ancy of development, the cyclical discrepancy between the rich and the poor coun-
tries, and the structural discrepancy. At this stage however, Akamatsu does not 
formalize his arguments any further. 3  

 Until now we concentrated on global level of working of Akamatsu cycles. 
Below we will move to analisys of their examples of national ups and downs—and 
ups and downs in the global relative position of countries. 

 In this chapter (as well as in  Appendix     B     ), we also test the crucial relationship of 
the Akamatsu cycles of convergence and the cross-correlation relationship between 
the Akamatsu cycle and the Kondratieff cycle. In Argentina, Austria, Italy, and 
Venezuela there are either clear linear overall convergences (Austria) or divergences 
(Argentina), and in Italy and in Venezuela, as well as in Russia, convergence had the 
shape of an inverted “U”. Akamatsu cyclical oscillations are shortest in Spain, and 
longest in Russia. Cross correlation analysis also reveals that in Spain; Denmark; 
Finland; Australia; Greece; Netherlands; and Argentina there is a clear priority of 
the cyclical Akamatsu movements over the economic growth rates, while in the 
other countries of the 30 nations with available data the Kondratieff cycle deter-
mines the Akamatsu cycle. Only further research can clarify whether these differ-
ences are to be explained by the structure of exports, the role of raw material exports 
in the economic processes  et cetera.  

 Our research also sheds some light on the question why cycles (Kondratieff or 
Akamatsu) in some countries are shorter or longer than in the other countries, and 
why in some countries, Akamatsu cycles seem to have priority, while in the other 
countries, the Kondratieff cycle seems to have priority. 

 The hypothesis, why there are such differences in cycle length between the various 
countries of the world, has to be found: a simple  center  —periphery or machinery 
exporter versus raw material exporter dychotomy does not apply, and also other fac-
tors, such as GDP per capita, or education also would not explain the difference alone. 
An interesting hypothesis could be the application of Bornschier’s dependency theory, 
centered around penetration by transnational capital in the different economies of the 

3   The development of Japan between the 1950s and the 1980s, then new industrialized countries 
(Korea, Taiwan, etc.) and later China, Thailand, and Malaysia, in which the role of foreign capital 
and export sector had already become fundamentally different, allowed many Japanese and foreign 
scientists to expand and modernize Akamatsu’s paradigm. They included the factors of FDI and 
TNC in their analyses and demonstrated in what way the technological and fi nancial transfers 
promote economic progress in developing countries (Kojima,  2000 ; Ozawa,  1992 ,  2001 ,  2005 , 
 2009 ,  2010 ; Shinohara,  1982 ; see also Ginzburg & Simonazzi,  2005 ; Ito,  2001 ; Korhonen,  1998 ; 
Kwan,  1994 ; Yamazawa,  1990 ). 
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world and the weakness or  strength of   “national capital”  (Bornschier & Chase-Dunn, 
 1985 ; Tausch,  2010 ). By and large, the role of transnational capital in the countries 
with longer Kondratieff cycles seems to be historically more pronounced than in the 
countries with shorter cycles, and the strength or weakness of the national bourgeoisie 
seems to determine the shortness or length of cycles. Typical cases, supporting such an 
interpretation would be the short cycles in France, Germany, Japan, the Netherlands, 
and Switzerland versus the long cycles in Argentina, Canada, Chile, Greece, India, 
New Zealand, Spain and Russia. 

 Our following tables (Tables  4.1 – 4.3 ) and  the   supporting online maps (Map 16, Map 17, 
Map 18a, Map 18b) show to us the  differentia specifi ca  of the countries with longer 
Kondratieff cycles, Akamatsu cycles, the priority of the Akamatsu cycle over the 
Kondratieff cycle, and the long-term determination of the trend of the Akamatsu cycle 
by polynomial expressions of higher order (as shown in Electronic Appendix 5). For 
lack of comparative cross-national data since the 1880s, we used a freely available stan-
dard cross-national development studies dataset based on international standard interna-
tional statistics. To make a long story short, all these analyses show one single, overriding, 
strong and un-directional tendency: richer and more resilient countries of the center with 
well-established social safety nets, and appropriate efforts to develop mechanisms of 
what Samir Amin so aptly called  “autocentered development”  tend to have  shorter 
cycles,  while the  peripheries  with long-run tendencies to suffer from a lack of sustain-

   Table 4.1    Correlates of the  maximum   length of Kondratieff cycles   

 Pearson corr. maximum 
length Kondratieff cycle 

 Slope maximum length 
Kondratieff cycle 

 Military expenditures per GDP  0.430  0.070 
 Carbon emissions per million US 
dollars GDP 

 0.373  5.516 

 Carbon emissions per capita  0.296  0.119 
 Tertiary enrollment  0.243  0.004 
 MNC PEN—stock of Inward FDI per 
GDP 

 0.228  0.184 

 Quintile share income difference 
between richest and poorest 20 % 

 0.219  0.101 

 Net exports of ecological footprint gha. 
per person 

 0.214  0.049 

 Civil and political liberties violations  0.209  0.019 
 Avoiding net trade of ecological 
footprint gha. per person 

 –0.200  –0.243 

 Life expectancy (years)  –0.211  –0.078 
 Comparative price levels (US = 1.00)  –0.216  –0.006 
 Population density  –0.218  –1.974 
 Social security expenditure per GDP 
average 1990s (ILO) 

 –0.239  –0.162 

 FPZ (free production zones) 
employment as % of total population 

 –0.303  –0.014 
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able development are characterized by  longer cycles . Richer, more resilient countries 
tend to be characterized by the priority of the Akamatsu wave over the Kondratieff 
wave. With the plausible outlyers of two countries, where insurgents controlled a large 
part of the national territory for parts of the twentieth century, only countries of the cen-
ter in addition could escape the high degree of statistical determination in their conver-
gence trends over time since 1885. The United States, Germany, France, and the 
Netherlands are the four nations, singled out in our Electronic Appendix Map 18b. The 
two exceptions to this rule are quickly explained. One country is Greece, whose 
Maddison per capita income data might be not too reliable at any rate, and which suf-
fered severe historical upheavals in the aftermath of the First World War right through to 
the end of the Greek Civil War in 1949. The other country is Colombia, which also suf-
fered from large scale political violence to make historical income data hardly reliable 
( “la violencia”,  1948–58; Colombian guerrilla wars, 1964 to the present). It is still true 
that typical center countries exhibit a large  R  2  in their convergence trends, analyzed in 
 Appendix     B      and summarized in Electronic Appendix Map 18b. The United Kingdom, 

  Table 4.2    Correlates of the  maximum   length of Akamatsu cycles   

 Pearson corr. 
maximum length 
Akamatsu cycle 

 Slope maximum 
length Akamatsu 
cycle 

 Civil and political liberties violations  0.704  0.083 
 Combined failed states index  0.558  1.406 
 Carbon emissions per million US dollars GDP  0.509  10.136 
 Total unemployment rate of immigrants (both 
sexes) 

 0.489  0.134 

 Military expenditures per GDP  0.422  0.094 
 ln (number of people per mill inhabitants 1980–
2000 killed by natural disasters per year + 1) 

 0.335  0.020 

 Comparative price levels (US = 1.00)  –0.320  –0.013 
 Social security expenditure per GDP average 1990s 
(ILO) 

 –0.352  –0.329 

 Economic growth in real terms pc. per annum, 
1990–2005 

 –0.360  –0.037 

 Closing political gender gap  –0.360  –0.005 
 Human development index (HDI) value 2004  –0.379  –0.004 
 2000 Economic freedom score  –0.401  –0.328 
 Democracy measure  –0.437  –0.112 
 Overall 35 development index  –0.454  –0.004 
 Overall 35 development index, based on 7 
dimensions 

 –0.455  –0.004 

 Female survival probability of surviving to age 65 
female 

 –0.470  –0.345 

 Life expectancy (years)  –0.530  –0.277 
 Rule of law  –0.532  –0.054 
 Corruption avoidance measure  –0.538  –0.061 
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Japan and Sweden (the latter two were still semi-peripheries by 1885) are such cases. 
But by and large, the tendency holds that only the United States, Germany, France, and 
the Netherlands present convergence trends which seem to be not too strongly affected 
by the time factor. In a sense, only their historical development exhibited a stronger 
“ degree of freedom  ” from the tidal waves of the Akamatsu cycles.

     All the other countries were characterized in their historical development by 
some variants of Akamatsu cycles.  

    Arrighi’s Center-Periphery Model 

 Arrighi, Silver, and Brewer ( 2003 ) further developed these arguments, put forward 
by Akamatsu, and consciously linked their theoretical advances also with the mod-
els implied in the works of Raymond Vernon ( 1966 ,  1971 ), which specifi es the life 
cycle of a product as defi ned by introduction, growth, maturity, saturation, and 
decline.  Profi t-oriented innovations   (and their impact on competitive pressures) 
cluster in time, generating swings in the economy as a whole from long phases of 
predominating “prosperity” to long phases of predominating “depression”. Arrighi 
already foresaw that they not only cluster in time, but that they also cluster in space. 

   Table 4.3    Correlates of the priority  of   the Akamatsu cycles over the Kondratieff cycles   

 Pearson corr. 

 Life Satisfaction (0–10)  0.353 
 UNDP education index  0.342 
 Happy life years  0.339 
 Global tolerance index  0.338 
 Gender empowerment index value  0.328 
 Tertiary enrollment  0.307 
 Human development index (HDI) value 2004  0.298 
 Years of membership in EMU, 2010  0.279 
 Female survival probability of surviving to age 65 female  0.252 
 Overall 35 development index  0.245 
 Democracy measure  0.238 
 Closing of global gender gap overall score 2009  0.237 
 Closing political gender gap  0.234 
 Life expectancy (years)  0.233 
 Absolute latitude  0.225 
 Social security expenditure per GDP average 1990s (ILO)  0.224 
 Infant mortality 2005  –0.233 
 ln (number of people per mill inhabitants 1980–2000 killed by natural disasters 
per year + 1) 

 –0.240 

 Total unemployment rate of immigrants (both sexes)  –0.243 
 Combined Failed States Index  –0.275 
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There will be a spatial polarization of zones of predominating “prosperity” and 
zones of predominating “depression”. Arrighi draws a specifi c parallel with 
Schumpeter's theory of innovations, Akamatsu’s “fl ying geese” model (1961), and 
Raymond Vernon's “product cycle” model (1966). For Arrighi, Silver, and Brewer 
( 2003 ), both models portray the diffusion of  industrial innovations   as a spatially 
structured process originating in the more “developed” (that is, wealthier) countries 
and gradually involving poorer, less “developed” countries. But, according to 
Arrighi, Silver, and Brewer ( 2003 ), the innovation process will be highly unequal, 
for it tends to begin in the wealthier countries. The residents of the countries where 
the innovation process starts have the best chances to win from this. 

 According to these authors, the process tends to begin in the wealthier countries 
because high incomes create a favorable environment for  product innovations  ; high 
costs create a favorable environment for innovations in techniques; and cheap and 
abundant credit creates a favorable environment for fi nancing these and all other 
kinds of innovations. Moreover, as innovators in wealthy countries reap abnormally 
high rewards relative to effort, over time the environment for innovations in these 
countries improves further, thereby generating a self-reinforcing “virtuous circle” 
of high incomes and innovations. The obverse side of this virtuous circle is a second 
tendency—the tendency, that is, for the poorer countries at the receiving end of the 
process to reap few, if any, of the benefi ts of the innovations. For Arrighi, Silver, and 
Brewer ( 2003 ), by the time the “new” products and techniques are adopted by the 
poorer countries, they tend to be subject to intense competition and no longer bring 
the high returns they did in the wealthier countries. 

 Equally, there is for Arrighi, Silver, and Brewer ( 2003 ) the destructive aspect of 
innovations in the tradition of Schumpeter at work. For them, poor countries are 
not necessarily more exposed than wealthy countries to the destructiveness of 
major innovations. Nevertheless, the greater mass and variety of resources that 
wealthy countries command nationally and globally will endow their residents 
with a far greater capacity to adjust socially and economically to disruptive strains 
and to move promptly from the activities that innovations make less rewarding to 
those they make more rewarding. As a result, even when they do not initiate the 
innovations, wealthy countries tend to be in an incomparably better position than 
poor and middle-income countries to reap their benefi ts and shift their costs and 
disruptions onto others. In short, opportunities for economic advance, as they 
present themselves successively to one country after another, do not constitute 
equivalent opportunities for all countries (Arrighi, Silver, & Brewer,  2003 ). 4  

 Recent contributions in international social science have begun to approach 
these issues of the evolution of international convergence on the basis of the 
 Maddison data   since the 1870s, without, however, mentioning Akamatsu’s eco-

4   Note, however, that since the late 1980s this pattern has been modifi ed in a dramatic way by the 
processes of the Great Convergence (see, e.g., Aкaeв,  2015 ; Amsden,  2004 ; Derviş,  2012 ; Grinin & 
Korotayev,  2014a ,  2014b ,  2015a ; Korotayev, Zinkina, Bogevolnov, & Malkov,  2011a ,  2011b , 2012; 
Korotayev & de Munck,  2013 ,  2014 ; Korotayev & Zinkina,  2014 ; Korotayev, Goldstone, & 
Zinkina,  2015 ; Meльянцeв,  2009 ; Гpинин,  2013a ; Sala-i-Martin,  2006 ; Spence,  2011 ). 
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nomic framework, and without employing econometric time series analysis tech-
niques (Rasler & Thompson,  2009 ; Reuveny & Thompson,  2008 ). Giovanni Arrighi 
also seems to have been very conscious about this problem as well, which is now 
hitting with the devastating force of a social tsunami his country of birth, Italy, and 
his world- system theory clearly distinguished between the centers, the semi-periph-
eries and the peripheries, and highlights the fact that some semi-peripheries rise 
while others stumble on their development paths (Arrighi,  1995 ; Arrighi, Silver, & 
Brewer,  2003 ). 

 Figure  4.3  symbolizes our own vision of the consequences of the Akamatsu 
cycle perspective for the analysis of  global income convergence   or divergence in the 
World System.

   Starting with the usual IMF World Economic Outlook data, we immediately see 
that the share of the Western “ triade  ” in global purchasing power has been reduced 
dramatically. Even in their wildest anti-Western dreams, opponents of the West 
would not have been able to imagine what has come true today—the tremendous 
reduction of Western economic power within only three decades (see Grinin & 
Korotayev,  2015a  and Fig.  4.4  below):

  Fig. 4.3    Flying geese nations: stylized tendencies of GDP per capita as a % of average world GDP 
per capita (cyclical sine and cosine movements).   So    urce : our own analytical perspectives on the 
statistical tendencies on the basis of the Maddison data, analyzed in this chapter (In the single quan-
titative long-wave study that did appear in the fl agship journal of the Wallersteinean world- systems 
approach, the  Journal of World Systems Research,  Li, Xiao, and Zhu ( 2007 ), which is based on a 
global aggregate data analysis about movements of the Marxist concept of the rate of profi t in the 
world economy, the authors came to the conclusion that between the mid-nineteenth century and 
2005, in the UK and in the United States there were four long waves, and in Japan, since 1905, there 
were three such waves. The Euro-zone profi t rate has, according to Li et al. ( 2007 ) tended to fall 
over the past four decades since 1963, and nearly halved between the early 1960s and the early 
2000s .  That would suggest a profi t-rate related cycle of around 30–40 years duration.)       
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   As Table  4.4  shows to us, the strong decline of real incomes in many countries in 
the periods 1929–1933 and 2007–2011 has not been universal,    and the data rather 
suggest that crises are also times of major shifts in the relative position of countries in 
the global economy. 5  Table  4.4  underlines how dramatically different the experience 
of the European periphery is in comparison to the BRICS countries. And no one can 
say that social sciences did not voice warnings about these tendencies already three 
decades ago, as the very necessary re-reading of Seers, Schaffer, & Kiljunen ( 1979 ) as 
well as Seers, Vaitsos & Kiljunen ( 1980 ,  1982 ) will clearly suggest.  

 The severity of the  Great Depression   in the 1930s, which so deeply struck at 
North America, Poland, Austria and several but not all nations of Latin America, 
was not felt universally. Notably enough, several countries, starting from 
Scandinavia, the UK, several Latin American countries, Portugal, Turkey, Russia, 
China, India, Japan  et cetera  did relatively well and dived out from the depression 
in an often remarkable way. The three countries most seriously affected by the 
1930s depression were Chile; Canada; and the United States; followed by Uruguay; 
Poland; Austria; Guatemala; Peru; Venezuela; Nicaragua; Czechoslovakia; 
Yugoslavia; Honduras; Mexico; Malaysia; Sri Lanka; Singapore; Indonesia; New 
Zealand; Netherlands; Germany; El Salvador; France; and Spain, where the real 

5   The freely available color maps (Online Electronic Appendix Maps 1–3) in our online electronic 
documentation accompanying this chapter (see  https://www.academia.edu/3742045/Korotayev_
Grinin_Tausch_Economic_Cycles_Crises_and_the_Global_Periphery_Springer_2016_-_
Supporting_online_materials ) visualize the information, contained in Table  4.4 . 
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         Table 4.4    Comparing the  real GDP per capita declines   in the two crashes, 1929–1933 and 2007–2011 
in the countries of the World System with complete data   

 Crash 
1929–
1933 in % 

 Crash 
2007–
2011 in % 

 Trend value linear 
regression crash 
1929= > crash 2007 

 Residual (=how 
well a country 
survived the 2007 
crisis judged by 
the crash in 1929) 

 China  3.02  41.60  3.23  38.37 
 India  –3.85  25.27  3.88  21.39 
 Uruguay  –28.52  24.67  6.20  18.46 
 Sri Lanka  –13.92  23.17  4.83  18,34 
 Peru  –18.34  23.25  5.24  18.00 
 Indonesia  –13.71  20.29  4.81  15.49 
 Ecuador  –3.03  13.47  3.80  9.68 
 Poland  –24.89  14.59  5.86  8.72 
 South Korea  11.54  10.39  2.42  7.97 
 Brazil  –5.36  11.76  4.02  7.74 
 Colombia  4.78  9.58  3.06  6.52 
 Philippines  –3.18  10.12  3.81  6.31 
 Turkey  10.63  7.85  2.51  5.34 
 Chile  –35.28  11.11  6.84  4.26 
 Malaysia  –14.39  8.97  4.87  4.10 
 Bulgaria  6.19  6.82  2.93  3.89 
 Singapore  –13.88  7.31  4.82  2.48 
 Russian Federation/
USSR 

 7.72  4.98  2.78  2.20 

 Costa Rica  4.93  4.48  3.05  1.44 
 Serbia/Yugoslavia  –15.92  4.89  5.02  –0.12 
 South Africa  –4.94  3.27  3.98  –0.71 
 Romania  2.78  2.37  3.25  –0.88 
 Nicaragua  –16.80  4.15  5.10  –0.95 
 Australia  –8.00  3.27  4.27  –1.00 
 Germany  –12.22  3.50  4.67  –1.16 
 Sweden  –0.74  1.16  3.58  –2.43 
 Switzerland  –6.70  0.41  4.15  –3.74 
 Czech Republic/
Czechoslovakia 

 –16.11  1.22  5.03  –3.81 

 Honduras  –15.81  0.29  5.01  –4.71 
 Austria  –23.41  0.79  5.72  –4.93 
 Guatemala  –21.05  0.46  5.50  –5.04 
 Belgium  –7.38  –1.32  4.21  –5.53 
 Portugal  7.58  –2.73  2.80  –5.53 
 Mexico  –14.57  –0.71  4.89  –5.60 
 El Salvador  –11.43  –1.15  4.59  –5.74 
 Netherlands  –12.88  –1.22  4.73  –5.95 

(continued)
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purchasing power contraction in each case was 10 % or more. In Australia; Italy; 
Belgium; Switzerland; Brazil; South Africa; Hungary; United Kingdom; India; 
Philippines; Ecuador; Ireland; Sweden; and Finland the purchasing power contrac-
tion was less than 10 %. 

 The  Great Depression   resulted even in a slight or greater increase of real pur-
chasing power per capita from 1929 to 1934 in the following countries of our sam-
ple: South Korea; Turkey; USSR; Portugal; Bulgaria; Costa Rica; Colombia; Japan; 
Norway; Denmark; China; Romania; and Greece. The results of these comparisons 
are to be seen from Table  4.4  and from Electronic Appendix Map 1. 6  

 For China; India; Uruguay; Peru; Sri Lanka; Indonesia; Poland; Ecuador; Brazil; 
Chile; South Korea; Philippines; Colombia; Malaysia; Turkey; Singapore; Bulgaria; 
Russian Federation/USSR; Serbia/Yugoslavia; Costa Rica; Nicaragua; Germany; 

6   https://www.academia.edu/3742045/Korotayev_Grinin_Tausch_Economic_Cycles_Crises_and_
the_Global_Periphery_Springer_2016_-_Supporting_online_materials . 

Table 4.4 (continued)

 Crash 
1929–
1933 in % 

 Crash 
2007–
2011 in % 

 Trend value linear 
regression crash 
1929= > crash 2007 

 Residual (=how 
well a country 
survived the 2007 
crisis judged by 
the crash in 1929) 

 Japan  4.74  –3.08  3.06  –6.15 
 Hungary  –4.12  –2.36  3.90  –6.26 
 France  –10.00  –2.12  4.46  –6.58 
 Venezuela  –17.37  –1.83  5.15  –6.98 
 Norway  4.34  –4.48  3.10  –7.58 
 Canada  –33.46  –1.14  6.67  –7.81 
 Finland  –0.55  –4.42  3.56  –7.99 
 Denmark  4.26  –5.76  3.11  –8.87 
 United States  –30.76  –2.63  6.42  –9.05 
 United Kingdom  –4.11  –5.19  3.90  –9.09 
 New Zealand  –13.04  –4.85  4.74  –9.59 
 Spain  –9.24  –5.52  4.38  –9.90 
 Italy  –7.67  –6.60  4.24  –10.84 
 Ireland  –0.85  –13.85  3.59  –17.44 
 Greece  2.26  –15.46  3.30  –18.76 

   Note:  PPP GDP is gross domestic product converted to international dollars using purchasing 
power parity rates. An international dollar has the same purchasing power over GDP as the U.S. 
dollar has in the United States. GDP at purchaser’s prices is the sum of gross value added by all 
resident producers in the economy plus any product taxes and minus any subsidies not included in 
the value of the products. It is calculated without making deductions for depreciation of fabricated 
assets or for depletion and degradation of natural resources. Data are in constant 2005 international 
dollars  
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South Africa; Australia; Romania; Czech Republic/Czechoslovakia; Sweden; 
Austria; Guatemala; Switzerland; and Honduras, the 2008/2011 crisis did not result 
in a real longer-term contraction of purchasing power per capita, while the tsunami 
of the depression swept most severely over the economic landscapes of Greece; 
Ireland; Italy; Denmark; Spain; United Kingdom; New Zealand; Norway; Finland; 
Japan; Portugal; United States; Hungary; France; Venezuela; Belgium; Netherlands; 
El Salvador; Canada; and Mexico. The results of these comparisons are to be seen 
from Table  4.4  and from Electronic Appendix Map 2. 7  

 Now one might speculate on the “ resilience  ” of certain types of economies and 
societies in times of crisis. Table  4.4  establishes a straightforward simple linear 
OLS regression relationship between the crisis performance in 1929 and in 2008. 
China; India; Uruguay; Sri Lanka; Peru; Indonesia; Ecuador; Poland; South Korea; 
Brazil; Colombia; Philippines; Turkey; Chile; Malaysia; Bulgaria; Singapore; 
Russian Federation/USSR; and Costa Rica did better—or sometimes far better—
than what was to be expected from the effects of the crisis in 1929. 

 In 2008, Greece; Ireland; Italy; Spain; New Zealand; United Kingdom; United 
States; Denmark; Finland; Canada; Norway; Venezuela; France; Hungary; Japan; 
Netherlands; El Salvador; Mexico; Portugal; Belgium; Guatemala; Austria; 
Honduras; Czech Republic/Czechoslovakia; Switzerland; Sweden; Germany; 
Australia; Nicaragua; Romania; South Africa; and Serbia/Yugoslavia did suffer 
more than what would have been to be expected by the crisis performance in 1929. 
This indicates that the North Atlantic arena has become the focal point of the earth-
quake of economic transformations which currently affect the world economy. 

 The results of these comparisons are to be seen from Table  4.4  and from 
Electronic Appendix Map 3. 8  

 Equally astonishing is the contemporary rise of the importance of the two  BRICS 
countries  , China and India, in the international system evidenced by their share in 
the world purchasing power today (Electronic Appendix Graph 4 9 see also (Gosh, 
Havlik, Ribero, & Urban,  2009 ; Havlik, Pindyuk, & Stoellinger,  2009 ). 

 Also, equally breathtaking is the decline of the Euro-area, which in the 1990s 
and early 2000s still hoped to become the world’s leading economy by around 2010 
(Electronic Appendix Graph 5 10 ). 

 Today, not economic ascent, but rising unemployment is the hallmark of the 
Eurozone (Electronic Appendix Graph 6 11 ).  

7   Ibidem. 
8   See  https://www.academia.edu/3742045/Korotayev_Grinin_Tausch_Economic_Cycles_Crises_
and_the_Global_Periphery_Springer_2016_-_Supporting_online_materials . 
9   Ibidem. 
10   Ibidem. 
11   Ibidem. 
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    The Analysis of Economic Disasters and the Analysis 
of Economic Convergence 

 There is now some new light  in      international research on the hotly contested issue 
of economic convergence, so well-known from neo-classical contemporary eco-
nomics (Barro & Ursúa,  2008 ; Jaeger & Springler,  2012 ; Mankiw, Romer, & Weil, 
 1992 ). In their truly remarkable article on all economic crashes and downturns since 
the mid-nineteenth century, based on their own version of the Maddison dataset, the 
neo-classical economists Barro and Ursúa ( 2008 ) open the way for a new long-term, 
structural research approach to the question of K-cycles in the international system. 
According to the “law of convergence,” mentioned by Barro,  inter alia,  in Barro 
( 2012 ), under certain conditions countries tend to eliminate gaps in levels of real per 
capita GDP at a rate around 2 % per year. Convergence at a 2 % rate implies that it 
takes 35 years for half of an initial gap to vanish and 115 years for 90 % of the gap 
to disappear (see also: Berthold & Kullas,  2009 ; Gennaioli, La Porta, Lopez-de- 
Silanes, & Shleifer,  2014 ). But as we will show in this chapter, the countries of the 
world experience—more often than not—dramatic implosions of their once so suc-
cessful development path, as shown in Electronic Appendix Graph 7a to Electronic 
Appendix Graph 7f. 12  In this sense, a good part of the experience of the countries of 
the world rather looks like the contrary of Electronic Appendix Graph 7a, which 
shows the optimistic assumption of contemporary neoclassical economics. 

 Without mentioning the legacy  of      Kondratieff, Barro and Ursúa ( 2008 ) reach the 
conclusion that for their country samples starting at 1870, a peak-to-trough method 
to isolate economic crises, defi ned as cumulative declines in consumption or GDP 
of at least 10 %, yielded 95 crises for consumption and 152 for GDP in the World 
System, implying disaster probabilities of 3 % a year, with a mean size of 21–22 % 
declines and an average cycle durations of 32 years. This entirely mainstream, neo-
classical approach thus opens up the way for a new approach to the whole question 
of Kondratieff cycles. 

 Latest advances in mainstream economic theory in the traditions of research, 
initiated by Barro and associates, like Gourio ( 2012 ), also seem to be well aware of 
the kind of causal processes, which for a long time have been at the center of the 
debates about K-cycles, although Gourio ( 2012 ) does not even mention the name of 
Kondratieff. For Gourio ( 2012 ), a disaster is a combination of permanent and transi-
tory shocks to productivity, and a depreciation shock to capital, and shows that this 
simple approach allows replicating  accur     ately the response of consumption to a 
disaster. An increase in the disaster probability affects the economy by lowering 
expectations, and by increasing risk. Because investors are risk averse, this higher 
risk leads, according to Gourio ( 2012 ), to higher risk premia, and has signifi cant 
implications  b     oth for business cycles and for asset prices: stock prices fall, employ-
ment and output contract, and investment declines.  

12   Ibidem. 
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    New Evidence on Economic Cycles in 31 Countries 
of the World System, the Discovery of the Akamatsu Cycle 
and the Relationship of the Akamatsu Perspective with Long- 
Run Tendencies of Inequality 

 In this section we will present the results of the analysis of the Maddison data and 
the cyclical fl uctuations of the Akamatsu type whose methodology will be described 
in detail in  Appendix     B     . 

 To present the original growth data or  convergence data  , the diagrams with the 
periodogram, the spectral density graphs, the autocorrelation plots and the rolling 
correlation plots would require for each of the 31 nations in the world 5 graphs for 
each country, that is to say 155 graphs for the Maddison economic growth data and 
155 graphs for the Maddison convergence data, i.e. 310 graphs. We will concen-
trate in the following on the interpretation of the main results, and leave it to our 
readers to look at the supporting online materials 13  with further, more detailed 
graphs on the subject 

 Tables  4.5 – 4.7  now present the main results of our analysis of  Maddison’s data-
set  . Kondratieff cycles of around 60 years duration are most clearly visible in the 
periodograms for Argentina, Canada, and Russia. These periodograms and other 
econometric time series tests are available from  Appendix     B      and as supporting 
online materials. 14 

     We have also found evidence on the existence of longer cycles of more than 35 
years in the following countries: Belgium, Chile, Greece, Netherlands, India, New 
Zealand, Spain, and USA—while for the other countries, the spectral density analy-
sis results reported in Diebolt and Doliger ( 2006 ) could not be falsifi ed. 

 In  Appendix     B     , we will highlight some of the more general tendencies of the 
possible determinants of Kondratieff cycle and Akamatsu cycle length. At this 
stage of presentation, we only would like to present the simple “facts” of “ proven 
cycle length  ”, and it should suffi ce to say that maps in  Appendix     B      highlight the 
most important geographical facts of cycle length, while Tables  4.7  and  4.8  show 
some of the  cross-national characteristics   of nations which could be tentatively 
regarded as drivers of Kondratieff and Akamatsu cycle length. Table  4.5  is now the 
“clinical” evidence about the simple fact of “proven” national Kondratieff cycle 
length in the 31 countries, for which such calculations were possible.

   For the 31 nations trajectories, see our supporting online materials. 15  
 In Table  4.6  we test the crucial relationships of the Akamatsu cycles and the cross-

correlation relationship between the Akamatsu cycle and the Kondratieff cycle. 
 In Argentina, Austria, Italy, and Venezuela there are either clear linear overall 

convergences (Austria) or divergences (Argentina), and in Italy and in Venezuela, 

13   Ibidem. 
14   Ibidem. 
15   Ibidem. Online Appendices 4 and 5 as well as the numerous other background data, presented 
there highlight the Akamatsu cycles in 31 countries of the world economy since 1885. 
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as well as in Russia, convergence had the shape of an inverted “U”. Akamatsu cyclical 
oscillations are shortest in Spain, and longest in Russia, and the ascending order of 
implied Akamatsu cycle length is given by the following list of countries: Spain, 
Uruguay, Denmark, Norway, Sweden, Chile, Canada, Finland, Japan, New Zealand, 
Portugal, Australia, Germany, Switzerland, India, Indonesia, Belgium, Brazil, UK, 
France, Greece, Netherlands, Peru, Sri Lanka, Colombia, Russia. 

 Cross  correlation analysis   also reveals that in Spain, Denmark, Finland, Australia, 
Greece, Netherlands, and Argentina there is a clear priority of the cyclical Akamatsu 
movements over the economic growth rates, while in the other countries the 
Kondratieff cycle determines the Akamatsu cycle. Below we highlight some of the 

    Table 4.5    The Kondratieff cycles in the countries of  the   World System   

 Cycle length (years) K-cycles, as suggested by 
the periodograms 

 Argentina  20 and 60 
 Australia  20 and 30 
 Austria  20 
 Belgium  20 and 38 
 Brazil  20 and 30 
 Canada  18 and 58 
 Chile  15 and 38 
 Colombia  20 and 30 
 Denmark  15 and 30 
 UK  15 and 30 
 Russia  18 and 22 and 58 
 Finland  25 
 France  18 
 Germany  14 and 22 
 Greece  15 and 25 and 40 
 Netherlands  20 and 40 
 India  25 and 40 
 Indonesia  20 
 Italy  18 
 Japan  15 
 New Zealand  20 and 40 
 Norway  18 and 30 
 Peru  20 
 Portugal  30 
 Spain  40 
 Sri Lanka  15 
 Sweden  16 
 Switzerland  16 
 Uruguay  20 
 USA  20 and 40 
 Venezuela  20 

4 From Kondratieff Cycles to Akamatsu Waves? A New Center-Periphery Perspective…

akorotayev@gmail.com



131

possible theoretical dimensions which explain why in some countries there seems 
to be a priority of the Kondratieff cycle, and why in other countries, there seems to 
be a priority of the Akamatsu cycle.  Appendix     B      and supporting online Maps 17, 18a 
and Map 18b 16  further highlight these tendencies. Only further research can clarify 
whether these differences are to be explained by the structure of exports, the role of 
raw material exports in the economic processes and so on. 

16   See  https://www.academia.edu/3742045/Korotayev_Grinin_Tausch_Economic_Cycles_Crises_
and_the_Global_Periphery_Springer_2016_-_Supporting_online_materials . 

    Table 4.6    The length of  the   Akamatsu cycles and the relationship between the K-cycles and the 
Akamatsu cycles in 30 countries of the world   

 Cycle length (years) of Akamatsu cycles, as 
suggested by the periodograms based on the 
original convergence data with the US 

 Time series cross-correlation 
analysis suggests the 
following causality 

 Argentina  No signifi cant result  A->K 
 Australia  20 and 40  A->K 
 Austria  No signifi cant result  K->A 
 Belgium  40  K->A 
 Brazil  40  K->A 
 Canada  30  K->A 
 Chile  25  K->A 
 Colombia  60  K->A 
 Denmark  20 and 30  A->K 
 UK  40  K->A 
 Russia  60  K->A 
 Finland  30  A->K 
 France  40  K->A 
 Germany  20 and 40  K->A 
 Greece  40  A->K 
 Netherlands  40  A->K 
 India  30 and 40  K->A 
 Indonesia  30 and 40  K->A 
 Italy  No signifi cant result  K->A 
 Japan  30  K->A 
 New Zealand  30  K->A 
 Norway  20 and 30  K->A 
 Peru  40  K->A 
 Portugal  30  K->A 
 Spain  18  A->K 
 Sri Lanka  40  K->A 
 Sweden  20 and 30  K->A 
 Switzerland  25 and 40  K->A 
 Uruguay  20  K->A 
 Venezuela  No signifi cant result  K->A 
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 In Austria, Belgium, Brazil, Canada, Chile, Colombia, France, Germany, India, 
Indonesia, Italy, Japan, New Zealand, Norway, Peru, Portugal, Russia, Sri Lanka, 
Sweden, Switzerland, UK, Uruguay, Venezuela there was a clear priority role of the 
Kondratieff cycle over the Akamatsu cycle. The following synopsis further high-
lights the length of the Akamatsu cycles. 

 Akamatsu cycles of around  20 years length or less  are found in the following 
countries: Australia, Chile, Denmark, Germany, Norway, Spain, Sweden, 
Switzerland, Uruguay. 

        Table 4.7    The Akamatsu cycle  and   convergence trends in the Kondratieff cycles, 1885–2010   

 Cycle 
1885–
1913 

 Cycle 
1914–
1932 

 Cycle 
1933–
1953 

 Cycle 
1954–
1973 

 Cycle 
1974–
1992 

 Cycle 
1993–2010 

 Argentina  0.267  –0.031  –0.860  –0.784  –0.460  0.878 
 Australia  –0.618  –0.859  –0.462  –0.888  0.714  0.549 
 Austria  0.499  0.316  0.418  0.972  0.791  0.602 
 Belgium  –0.853  0.340  –0.913  0.955  0.554  –0.579 
 Brazil  –0.878  0.145  0.813  0.858  –0.885  0.827 
 Canada  0.938  –0.674  0.822  0.713  –0.656  –0.886 
 Chile  0.482  –0.635  –0.523  –0.863  0.948  0.995 
 Colombia  –0.909  0.923  –0.847  0.122  –0.086  0.973 
 Denmark  0.926  0.451  –0.663  –0.875  0.267  –0.968 
 Finland  0.696  0.706  0.830  0.853  –0.256  0.333 
 France  0.169  0.591  –0.200  0.954  –0.703  –0.993 
 Germany  0.672  0.236  –0.257  0.523  –0.840  –0.823 
 Greece  –0.582  0.733  –0.815  0.951  –0.798  0.485 
 India  –0.742  –0.846  –0.968  –0.913  0.974  0.978 
 Indonesia  –0.908  –0.526  –0.950  0.778  0.789  0.948 
 Italy  –0.789  –0.243  0.545  0.973  0.244  –0.995 
 Japan  0.302  –0.091  –0.363  0.936  0.429  –0.943 
 Netherlands  –0.948  0.725  –0.665  0.355  0.910  –0.641 
 New Zealand  0.486  –0.903  0.308  –0.953  –0.798  –0.610 
 Norway  –0.121  0.412  0.842  0.804  0.884  –0.839 
 Peru  0.842  0.702  –0.460  –0.947  –0.780  0.963 
 Portugal  –0.819  0.316  –0.098  0.939  0.898  –0.965 
 Russia  0.298  0.103  0.908  –0.505  –0.951  0.977 
 Spain  –0.806  0.084  –0.496  0.956  0.953  –0.934 
 Sri Lanka  –0.214  –0.846  –0.981  –0.746  0.931  0.975 
 Sweden  0.939  0.559  0.883  –0.895  –0.769  0.716 
 Switzerland  0.838  0.045  –0.710  –0.947  –0.956  –0.462 
 UK  –0.662  –0.785  –0.928  –0.945  0.892  –0.622 
 Uruguay  –0.428  0.535  –0.117  –0.702  0.729  0.887 
 USA  0.730  –0.401  0.725  –0.783  0.791  –0.924 
 Venezuela  –0.866  0.930  0.918  –0.977  –0.921  0.682 
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 Akamatsu cycles of around  30–40 years  length are found in the following coun-
tries: Belgium, Brazil, Canada, Denmark, UK, Finland, France, Germany, Greece, 
Netherlands, India, Indonesia, Japan, New Zealand, Norway, Peru, Portugal, Sri 
Lanka, Sweden, Switzerland. 

 Akamatsu cycles of  around 60 years  length are found in Colombia and Russia. 
  No proof of an Akamatsu cycle  with the methods used in this chapter (see 

 Appendix     B     ) are found with respect to Argentina, Austria, Italy, and Venezuela. 
 Table  4.6  further summarizes our  evidence   at this stage. 

    Table 4.8    Effects of  the   Great Depression, 1929–1939 on the relative position of country per 
capita purchasing power per capita in relationship to the “world average”   

 Correlation, convergence over time 
1929–1939  Slope 

 Russia  0.971  2.064 
 Germany  0.898  2.704 
 Finland  0.884  1.875 
 Norway  0.847  1.620 
 New Zealand  0.839  3.238 
 Sweden  0.827  1.491 
 Japan  0.805  1.313 
 Colombia  0.756  0.662 
 Australia  0.721  1.768 
 Venezuela  0.698  1.983 
 Brazil  0.642  0.302 
 UK  0.640  1.170 
 Greece  0.435  0.516 
 Peru  0.329  0.320 
 Chile  0.129  0.386 
 Denmark  0.033  0.077 
 Portugal  –0.199  –0.240 
 USA  –0.330  –1.228 
 Austria  –0.335  –0.831 
 Italy  –0.410  –0.401 
 Canada  –0.464  –1.450 
 Uruguay  –0.634  –1.849 
 Belgium  –0.744  –1.512 
 India  –0.772  –0.418 
 France  –0.802  –1.260 
 Switzerland  –0.819  –4.496 
 Spain  –0.837  –3.529 
 Indonesia  –0.855  –0.368 
 Sri Lanka  –0.856  –0.605 
 Argentina  –0.871  –1.093 
 Netherlands  –0.892  –2.206 
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 For the 31 nations trajectories, see our supporting online materials. 17  
 Table  4.7  highlights another important consequence of our research for the study 

of the world-system dynamics. In that table, we highlight the “convergence paths” 
of the countries of the World System with available data in terms of their GDP per 
capita distance to the “world average”. 18  Table  4.7  highlights the dramatic singular-
ity of Keynesian postwar European reconstruction, and it also shows that since the 
1990s, other mechanisms have set in, which clearly are to the detriment of countries 
of the European Union, and which benefi t, among others, some countries of  neolib-
eralism  . It is even feasible that each period has its own “correct” economic theory, 
with Keynesian strategies being most successful in the postwar period. 

 Table  4.7  and Electronic Appendix Electronic Appendix Map 4 to Electronic 
Appendix Map 9 19  provide the more in  depth-analysis   of these strategically impor-
tant questions. The following synopsis highlights the most successful nations (from 
our sample of 31 countries):

    Post 1885 — top 5:  Sweden, Canada, Denmark, Peru, Switzerland.  
   Post 1914 — top 5:  Venezuela, Colombia, Greece, Netherlands, Finland.  
   Post 1933 — top 5:  Venezuela, Russia, Sweden, Norway, Finland.  
   Post 1954 — top 5:  Italy, Austria, Spain, Belgium, France.  
   Post 1974 — top 5:  India, Spain, Chile, Sri Lanka, Netherlands.  
   Post 1993 — top 5 : Chile, India, Russia, Sri Lanka, Colombia.    

 The  information   contained in Table  4.7  is also visible in a geographical fashion 
in Electronic Appendix Map 4 to Electronic Appendix Map 9, 20  which are intended 
to be geographical guiding posts in the changing landscapes of emerging and sub-
merging nations along the Kondratieff cycles’ A- and B-phases. 

 For the 31 nations trajectories see ibidem. Our interpretation, however, is char-
acterized by the same general perspective of Kondratieff cycles and world-system 
analysis, but with Akamatsu it contends that the  divergence process   is stronger in 
the A-phase of the Kondratiev cycle than in the B-phase. 21  More important still, it 
can be shown that the World System is characterized over the last 130 years by the 
evolution and the ups and downs of two axes of power and its corresponding periph-
eries. The fi rst Axis are the dominant English speaking powers, the United Kingdom 
(until the Great Depression 1929) and since then the United States of America. The 
relative wealth of this power center in comparison to the average of world society 

17   Ibidem. 
18   To be exact this is the average for those 31 countries that we study. In fact, this “world average” 
is considerably higher than the real world average, as our sample consists of almost exclusively 
high and middle income countries, and hardly includes any countries with the lowest per capita 
incomes. Indeed, the overwhelming majority of countries with the lowest per capita incomes are 
found now in tropical Africa, whereas our sample does not include any African countries at all. 
19   Ibidem. 
20   Ibidem. 
21   Note, however, that this does not appear relevant for the A-phase of the most recent, fi fth, 
Kondratieff cycle because since the late 1980s this pattern has been modifi ed in a dramatic way by 
the processes of the Great Convergence (see above). 
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can be best described in the shape of an “U”; also the main peripheries of this system 
in Latin America (the Southern Cone of Latin America) and in East and Southeast 
Asia (China, India, Sri Lanka) correspond to such a pattern. The second Axis is 
constituted by Germany and Japan, the main hegemonic contenders of the United 
States and the United Kingdom in the Second World War. The economic fate of this 
axis and Germany’s main peripheries in Southern Europe, like Greece, Italy, 
Portugal and Spain, as well as the economic fate of its main trading partners in 
Europe, like Austria, Belgium, France, and the Netherlands, correspond somewhat 
to an “S” which is heavily indented towards the right. Europe had its chance, but its 
chance is waning. 

 True, there are countries which do not fi t into that general pattern, like the slowly 
upward pointing but very fl uctuating development path of Brazil, or the very clear 
convergence path of the Scandinavian nations Denmark, Finland, Norway, and 
Sweden, which also do not really fi t unto this more general pattern of countries, 
whose convergence paths can be studied on the basis of available long-term real 
GDP in purchasing power parities time series. Also it should be emphasized that the 
four heavily raw material export dependent semi-peripheries, Colombia, Peru, 
Russia, and Venezuela, different as they may be, all correspond to an inverted “ U” 
shaped   ascent and decline in world society since the mid-1880s. Or should we rather 
say, upon inspecting the data that their development path in relation to the average 
of world society remotely resembles a small “m” followed by an inverted “U”, to be 
followed again by a small “m”? 

 At this point, and confronted with the  archaic and tectonic structure   of the devel-
opment of the World System since 1885 which inexorably shifts the dynamics away 
from the Eastern part of the Atlantic towards the countries of the Pacifi c and the 
Indian Ocean (see also the dramatic implications of our Maps 4–9, which attempt to 
illustrate this drama affecting Europe) one should also cautiously mention the 
debates started by the French economist Thomas Piketty (Piketty & Goldhammer, 
 2014 ) and his emphasis on inequality. Although we share Piketty’s conviction that 
growing inequality is becoming a long-term development constraint of its own in 
many developed nations around the globe, most notably in Europe, we have decided 
to use the  University of Texas Inequality Project (UTIP)   annual data on GINI coef-
fi cients of household income inequality 22  instead of documenting maps of growing 
global inequality trends. In  Piketty’s data  , 23  there are only a limited number of coun-
tries, apart from the intricate questions of the reliability and comparability of his 
long- term data. 24  Even if we attempt to standardize the sometimes changing mea-
surement concepts within the Piketty country time series over time, the fact remains 
that the Piketty data—valuable as they may be for the question of income concen-
tration at the very top of the social and economic pyramid—naturally are defi cient 
in terms of country coverage. Our Maps 10–12, which highlight the global dramatic 
trend towards inequality-driven economic and political regimes from the mid-1970s 

22   http://utip.gov.utexas.edu/data.html . 
23   http://piketty.pse.ens.fr/fr/capitalisback . 
24   http://www.ft.com/cms/s/0/1e8c6814-e3fb-11e3-a73a-00144feabdc0.html . 
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onwards would be largely an empty space of countries without data if we were to 
attempt to work with the Piketty database and not the UTIP database instead. 

 Our methodology to arrive at the  trend diagnosis   is based on time series correla-
tion analysis with the time axis for each of the countries of the World System for all 
the separate time periods 1963–1973; 1974–1992; and 1993–2008 (the time point 
where the data series ends) on the x-axis and the UTIP within country inequality 
GINI indices on the respective y-axis. The “Keynesian” postwar order showed only 
some patches of “blue” neoliberal rising inequality in the period 1963–1973, while 
most of the countries of the world still were characterized by the “red” consensus of 
declining inequality. Looking at our online maps, you will discover however that 
what was the exception in 1963–1973 in the United Kingdom, in Colombia, in 
Mexico, in the Netherlands, in India, Pakistan and in some African and other devel-
oping countries, became the global neoliberal “blue” rule of the game of rising 
inequality over time 1974–1992. Notable exceptions during this period are practi-
cally only Cuba (which had a prior communist revolution in 1959), Denmark, India 
(withdrawal of the emergency rule 1975–1977 on 21 March 1977), and Iran (Islamic 
Revolution in 1979). The University of Texas Inequality Project data for 1993–2008 
also suggest that the “blue” neoliberal consensus of rising inequality governed large 
sections of our globe right through to the onset of the global economic crisis in 
2007/2008. 

 In order not to overburden the presentations of our materials in the body of the 
text of this chapter, we have decided to present the competing and scarcely available 
 Piketty data   and their tendencies in Maps 19–24 of the Electronic Appendix 25  only, 
and not here in the text. Again, we have calculated linear time series correlations of 
the inequality indices, presented by Piketty on the y-axis, and the time axis for each 
nation of the World System with available data on the respective x-axis. In the 
online Appendix 13, we also show the 5 year moving averages and the polynomial 
trend of unweighted global averages of the share of the top income earners since the 
nineteenth century. 26  These fi gures point into the direction of a “wave” of rising 
inequality before the world depression of the 1930s and in the contemporary period 
since the mid-1970s. However, the pre-1945 data, on a country to country basis, 
raise several questions, like the one on obviously rising inequality in the United 
Kingdom, but falling inequality in Germany immediately before 1932. But the post-
war period seems to confi rm the rather robust hypothesis about the “red to blue 
shift” in global economic policy from egalitarian Keynesianism to  inegalitarian 
neoliberalism   since the middle of the 1970s. Also the World Bank data on 5 year 
moving averages and polynomial trend of unweighted global averages of GINI 
household inequality coeffi cients in the countries of the World System since 1963 
to be seen in Appendix 13 emphasize this point, which is also clearly visible in our 
respective Piketty data Maps 23 and 24. 27  

25   See  https://www.academia.edu/3742045/Korotayev_Grinin_Tausch_Economic_Cycles_Crises_
and_the_Global_Periphery_Springer_2016_-_Supporting_online_materials . 
26   Ibidem. 
27   Ibidem. 
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 However, Electronic Appendix Map 19 and Electronic Appendix Map 22, as well 
as Electronic Appendix Map 11 and Electronic Appendix Map 12 28  raise an impor-
tant question: several of the ascending nations, like Germany before 1914, Germany 
and Japan after 1954, as well as many ascending nations after 1974 and/or 1993 
were or are characterized by rising inequality and not falling inequality, raising 
doubts about the direction of causality in the inequality ↔ stagnation nexus. A fi nal 
answer to this interesting question cannot as yet be presented here, since we would 
have to present massive econometric time series evidence of the type. 29   

    The Global Maps of Convergence During World Depressions 

 A very prominent  consensus   among “critical” development researchers infl uenced 
by dependency theories (Bernal,  1988 ; Cardoso & Faletto,  1971 ; Frank,  1967 ; 
Krasilshchikov,  2014 ) maintains that the industrialization of the Latin American 
semi-periphery in the phase of import substitution from the 1930s onwards coin-
cided with what dependency theory calls “the weakness of the center” at the time of 
the Great Depression. Especially Andre Gunder Frank is prominent among the 
global social scientists to have developed a “metropolis/satellite” concept based on 
his original historical studies on Brazil, Chile and Mexico and the effects which the 
Great Depression had on the Latin American countries, published in his work 
(Frank,  1967 ), which in many ways revolutionized the debate on development and 
underdevelopment. 

 But as plausible as this reading of the history of Latin American industrialization in 
the 1930s and the political changes it was connected with may sound, it is important to 
look at the Maddison data in a more detailed way to draw some real conclusions. 

 And these conclusions rather support a reading of events, compatible with the 
theories of Kaname Akamatsu and Karl Polanyi, and less so with the “metropolis/
satellite” concept of a world economy, based on an apparent zero-sum-game 
between the capitalist centers and the Latin American periphery at the time of the 
1930s. Frank suggests throughout his seminal work (Frank,  1967 ) that the strength 
of the center caused the weakness of the periphery throughout much of history, and 
that the weakness of the center in the 1930s enabled the strengthening of the periph-
ery and its industrialization. Looking at our comparative graph for Argentina, Brazil, 
Chile, France, the UK and the USA during the period 1918–1940 and 1995–2010 30  
we could be at fi rst sight rather inclined to say that the Frank hypothesis may be 

28   Ibidem. 
29   It presented in online Appendix 8 of this work (Cross Correlation Functions time series analysis 
for each country since the nineteenth century on the respective relationships between inequality 
and subsequent economic ascent or decline and on inequality and subsequent economic growth or 
stagnation). 
30   See  https://www.academia.edu/3742045/Korotayev_Grinin_Tausch_Economic_Cycles_Crises_
and_the_Global_Periphery_Springer_2016_-_Supporting_online_materials . 
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perhaps more valid for today than for the time period for which  it   was  originally 
developed, i.e. the explanation of Latin American industrialization during the Great 
Depression (see Electronic Appendix Graph 25). 

 Tables  4.8  and  4.9  now show the time series correlations 1929–1939 and 2000–
2010. In descending order we are presented with the following facts based on time 
series correlations of the relative position of a country in the global hierarchy of per 
capita purchasing power:

     Positive trend 1929–1939 : Russia, Germany, Finland, Norway, New Zealand, 
Sweden, Japan, Colombia, Australia, Venezuela,    Brazil, UK, Greece, Peru, 
Chile, and Denmark.  

   Table 4.9    Effects of  the   Great Depression, 2008 (time series: 2000–2010) on the relative position 
of country per capita purchasing power per capita in relationship to the “world average”   

 Correlation, convergence over time 2000–2010  Slope 

 Chile  0.993  1.319 
 Russia  0.983  1.678 
 India  0.975  0.696 
 Colombia  0.958  0.577 
 Sri Lanka  0.949  0.767 
 Indonesia  0.949  0.560 
 Peru  0.943  0.901 
 Sweden  0.789  0.690 
 Brazil  0.771  0.344 
 Uruguay  0.754  1.442 
 Argentina  0.653  0.814 
 Greece  0.644  0.723 
 Australia  0.642  0.494 
 Venezuela  0.572  0.829 
 Austria  0.549  0.148 
 Finland  0.483  0.450 
 New Zealand  –0.328  –0.231 
 UK  –0.330  –0.286 
 Switzerland  –0.618  –0.392 
 Belgium  –0.669  –0.195 
 Netherlands  –0.735  –0.480 
 Norway  –0.779  –0.422 
 Canada  –0.838  –0.637 
 Spain  –0.847  –0.714 
 Germany  –0.865  –0.815 
 USA  –0.921  –1.444 
 Japan  –0.952  –1.062 
 Portugal  –0.968  –1.131 
 Denmark  –0.970  –1.510 
 Italy  –0.983  –1.910 
 France  –0.984  –1.200 
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   Positive trend 2000–2010 : Chile, Russia, India, Colombia, Sri Lanka, Indonesia, 
Peru, Sweden, Brazil, Uruguay, Argentina, Greece, Australia, Venezuela, Austria, 
and Finland.  

   Negative trend 1929–1939 : Netherlands, Argentina, Sri Lanka, Indonesia, Spain, 
Switzerland, France, India, Belgium, Uruguay, Canada, Italy, Austria, USA, 
Portugal.  

   Negative trend 2000–2010 : France, Italy, Denmark, Portugal, Japan, USA, Germany, 
Spain, Canada, Norway, Netherlands, Belgium, Switzerland, UK, and New 
Zealand.    

 The center—periphery, or if you wish, metropolis—satellite concept would 
explain to us very well that Russia, Colombia, Venezuela, Brazil, Greece, Peru, and 
Chile could increase their relative positions in the world economy during the Great 
Depression, while the center countries Netherlands, Switzerland, France, Belgium, 
Canada, Austria, and the  USA   weakened in their respective positions. 

 But the metropolis—satellite concept cannot explain to us why the center coun-
tries Germany, Finland, Norway, New Zealand, Sweden, Japan, Australia, UK, and 
Denmark in fact strengthened, and not—as predicted by that theory—weakened in 
their position, while at the same time, some peripheries and semi-peripheries 
(Argentina, Sri Lanka, Indonesia, Spain, India, Uruguay, Italy, and Portugal) further 
lost in their position as evidenced by the negative time series correlational trend in 
their relative income over time during the Great Depression. 

 So the metropolis—satellite concept explains the convergence behavior during 
the Great Depression in 14 countries, i.e. 45 % of the 31 countries under scrutiny, 31  
while for the other 17 countries (55 %) 32  it fails to do so. Rather, we are inclined to 
say that future research on the subject of the comparative effects of economic 
depressions, which cannot be treated here exhaustively, would do well to concen-
trate on Polanyian “New Deal” models in the successful center countries or 
Akamatsu-type “fl ying geese” industrializations in the successful semi-periphery 
and periphery models as an  expl  anation. We also should emphasize that the trajec-
tory of the 31 countries for the time period 2000–2010 only includes three crisis 
years, and that with currently emerging international data in the post 2008 period we 
will know much more about these processes in the not too distant future.  

    Conclusions 

 In this chapter we highlight the fact that Kondratieff long cycles are to be seen in the 
framework of the center—periphery structure of the global economy. We also highlight 
the long-run trends of international convergence and divergence, with a turning point 

31   Russia, Colombia, Venezuela, Brazil, Greece, Peru, Chile, Netherlands, Switzerland, France, 
Belgium, Canada, Austria, USA. 
32   Germany, Finland, Norway, New Zealand, Sweden, Japan, Australia, UK, Denmark, Argentina, 
Sri Lanka, Indonesia, Spain, India, Uruguay, Italy, Portugal. 
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for many countries taking place in the present decade. We discuss this subject in a 
prism of three models (Akamatsu “fl ying geese” model, Arrighi centre—periphery 
model, and Barro economic disasters and economic convergence theory). Our analisys 
supports our general idea that the gap between core and periphery of the World System 
is growing shorter. However this trend is far from linear upward movements of the 
poorer nations to catch up with the richer countries (as would have been to be expected 
by neo-classical economics), but rather that there are strong cycliclal upward and 
downward swings which are sometimes very dramatic. 

 In this respect it is worth also to mention such country as Russia. Measuring by 
Russian/USSR constant GDP per capita in real purchasing power parity as a per-
centage of global average constant GDP per capita in real purchasing power parity 
just shows how dramatic these long-term “Tsunami waves” of global convergence/
divergence can be. Thus Russia fell two times within the time-span of 100 years 
from the comfortable position of the world’s income middle class to the level of the 
world’s lower class (Fig.  4.5 ):

   In the present chapter, we have studied the question what this “dual” or even 
“triple” structure of cycles—global ups and downs, national ups and downs, and 
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  Fig. 4.5    Former USSR/Russian constant GDP per capita in real purchasing power parity as a % 
of “global average” constant GDP per capita in real purchasing power parity. Time series from 
1885 to 2008.  Source : our own compilations, based on the Maddison data sets, as documented in 
Bolt and van Zanden,  2013 . Calculated from the original data with Microsoft EXCEL 2010. The 
time series of real GDP per capita is expressed in constant 1990 dollars for the following countries 
since 1885 (1942–1948 were omitted): Argentina; Australia; Austria; Belgium; Brazil; Canada; 
Chile; Colombia; Denmark; England/GB/UK; Former USSR/Russia; Finland; France; Germany; 
Greece; Holland/Netherlands; India; Indonesia (Java before 1880); Italy; Japan; New Zealand; 
Norway; Peru; Portugal; Spain; Sri Lanka; Sweden; Switzerland; Uruguay; USA; Venezuela. 
Source:   http://www.ggdc.net/maddison/maddison-project/home.htm           
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ups and downs in the relative position of countries in the global economy—mean 
for the future of the analysis of international economic relations. We have also shed 
some light on the question why cycles (Kondratieff or Akamatsu) in some countries 
are shorter or longer than in other countries. We will provide additional explana-
tions on some issues of this chapter in  Appendix     B     .       

Conclusions

akorotayev@gmail.com

http://dx.doi.org/10.1007/978-3-319-41262-7_BM1


143© Springer International Publishing Switzerland 2016 
L. Grinin et al., Economic Cycles, Crises, and the Global Periphery, 
International Perspectives on Social Policy, Administration, and Practice, 
DOI 10.1007/978-3-319-41262-7_5

    Chapter 5   
 Kondratieff Waves and Technological 
Revolutions                     

            In the present chapter, on the basis of the theory of production principles and 
production revolutions, we reveal the interrelation between K-waves and major 
technological breakthroughs in history and make forecasts about features of the 
sixth Kondratieff wave in the light of the theory of Cybernetic Revolution that, 
from our point of view, started in the 1950s. 

    Production Principles, Production Revolutions and K-Waves 

 According to our theory (Grinin,  2007a ,  2007b ,  2012b ; Grinin & Grinin,  2013 , 
 2014 ,  2015a ,  2015b ; Гpинин A. и Гpинин Л.,  2013 ), the whole historical pro-
cess can be most adequately divided into four large periods, on the basis of the 
change of major developmental stages of the world productive forces, which we 
call production principles.  The production principle is a concept which designates 
very large qualitative stages of development of the world productive forces in the 
historical process, whereas every new production principle surpasses the previous 
one in a fundamental way (in opportunities, scales, productivity, effi ciency,      product 
nomenclature,  etc. ).  

 We single out four  production principles :

    1.    Hunter-Gatherer.   
   2.    Craft-Agrarian.   
   3.    Trade-Industrial.   
   4.    Scientifi c-Cybernetic.    

 This chapter has been prepared in cooperation with Anton Grinin. The research has been supported 
by the Russian Science Foundation (Project No. 15-18-30063). 
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  Among all various  technolog  ical and production changes that took place in 
 history the following three production revolutions had the most comprehensive and 
far-reaching consequences for society:

    1.     Agrarian  or Neolithic Revolution. Its result is the transition to systematic pro-
duction of food and, on this base, to the complex social division of labor. This 
revolution is also connected with the use of new power sources (animal power) 
and materials.   

   2.     Industrial  Revolution, which resulted in the main production being concen-
trated in industry and production being carried out by means of machines and 
division of labor mechanisms. Not only was manual labor replaced by machines, 
but also biological energy was replaced by water and steam power.   

   3.     Cybernetic  Revolution which has already led to the emergence of powerful 
information technologies, and in the future will stimulate transition to the wide 
use of self-regulating systems.    

  Each production revolution means the transition to a fundamentally new produc-
tion system; the beginning of each production revolution marks the borders between 
corresponding production principles. 

    Structural Model of Production Revolutions 

 Within the proposed theory we suggest a fundamentally new idea that each  produc-
tion revolution   has an internal cycle of the same type and, in our opinion, includes 
three phases: two  innovative  (initial and fi nal) and one  modernization  phase 
(Grinin,  2006 ,  2007a ,  2012a ; Grinin L.E. & Grinin A.L.,  2013 , 2016; Grinin A.L. 
& Grinin L.E.,  2015a ,  2015b ; Гpинин Л.E. и Гpинин A.Л.,  2013 , 2015б; see 
Fig. 2). In the initial  innovative  phase, new advanced technologies emerge which 
eventually spread to other societies and territories. As a result of the fi nal  innova-
tive  phase of a production revolution the new production principle reaches its peak. 

Production Revolutions

Agrarian 

(12,000–10,000–
5,500–3,000 BP)

Industrial 

(the last third of the 15thcent.-
the first third of the 19thcent.

Cybernetic 

(1950–2060/
2070s)

  Fig. 5.1    Production  r  evolutions in history       
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 Between these phases there is the  modernization  phase—a long and very impor-
tant period of distribution, enrichment, diversifi cation of the production principle's 
new technologies (which appeared in the initial innovative phase) when conditions 
for a fi nal innovative breakthrough are created. 1  

 Thus, the cycle of each production revolution looks as follows:  the initial 
innovative phase  (emergence of a new revolutionizing production sector)— the 
modernization phase  (diffusion, synthesis and improvement of new 
technologies)— the fi nal innovative phase  (when new technologies acquire their 
mature characteristics). 

  The Agrarian Revolution was a great breakthrough from hunter-gatherer 
production principle to farming  (about its phases see Table  5.1 ).

1   For example, in the modernization phase of the Agrarian Revolution local varieties of plants and 
breeds of animals (borrowed from other places) were created. 

    Table 5.1    Phases of  agrarian      revolution   

 Phases  Type  Name  Dates  Changes 

 Initial  Innovative  Manual 
agriculture 

 12,000–9000 BP  Transition to primitive 
manual (hoe) agriculture 
and cattle-breeding 

 Intermediate  Modernization  Diffusion of 
agriculture 

 9000–5500 BP  Emergence of new 
domesticated plants and 
animals, development of 
complex agriculture, 
emergence of a 
complete set of 
agricultural instruments 

 Final  Innovative  Irrigated and 
plow 
agriculture 

 5500–3500 BP  Transition to irrigated 
agriculture or plow 
agriculture without 
irrigation 

  Fig. 5.2    Phases of production  r  evolutions       
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    The Industrial    Revolutio       n was a great    breakth    rough from craft-agrarian 
 production principle to machine industry, marked by intentional search for and 
use of scientifi c and technological innovations in the production process  2  (about 
its phases see Table  5.2 ).

     The    Cybernetic Revolution     is a great breakthrough from industrial production to 
the production and services based on the operation of self-regulating systems.  

 Its  initial  phase dates back to the 1950–1990s. The breakthroughs occurred in 
the spheres of automation, energy production, synthetic materials production, space 
technologies, exploration of space and sea, agriculture, and especially in the devel-
opment of electronic control facilities, communication and information. We assume 
that the  fi nal  phase will begin in the nearest decades, that is in the 2030s or a bit 
later, and will last until the 2070s. 

 We denote the initial phase of the  Cybernetic Revolution   as  a scientifi c- 
information  one, and the fi nal—as  a phase of self-regulating systems . So now we 
are in its modernization phase which will probably last until the 2030s. This inter-
mediate phase is a period of rapid distribution and improvement of the innovations 
made at the previous phase (e.g.,  compute  rs, Internet, cell phones, etc.). The tech-
nological and social conditions are also prepared for the future breakthrough.  We 
suppose that the fi nal phase of the Cybernetic Revolution will lead to the emergence 
of many various self-regulating systems.  3  

2   For a detailed application of Production Revolution Theory to the analysis of the Industrial 
Revolution see our previous monograph in the present Springer series (Grinin & Korotayev,  2015a : 
17–84). 
3   For more detail see Grinin,  2007a ,  2007b ,  2012a ; Grinin L.E. & Grinin A.L.,  2013 ,  2014 , 
2016; Grinin A.L. & Grinin L.E.,  2015a ,  2015b ,  2015c ; Гpинин,  2006a ,  2013a ; Гpинин A. и 
Гpинин Л., 2013, 2015; Гpинин Л. и Гpинин A., 2015a, 2015б, 2015в. 

   Table 5.2    Phases of  industrial revolution     

 Phases  Type  Name of the phase  Dates  Changes 

 Initial  Innovative  Manufacturing  15th–16th 
centuries 

 Development of shipping, 
technology and 
mechanization on the 
basis of water engine, 
development of 
manufacture based on 
the division of labor 
and mechanization 

 Intermediate  Modernization  Diffusion of 
industrial 
enterprises 

 17th–early 
18th 
centuries 

 Formation of complex 
industrial sector 
and capitalist 
economy, increase in 
mechanization and 
division of labor 

 Final  Innovative  Machinery  1730–1830s  Formation of sectors 
with the machine cycle 
of production using 
steam energy 
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Middle phase
Type of the phase:
modernization
Period: 1990s-2020s

Transition to the mature
stages of teh Scientific-
Cybernetic production
principle after the 2070s

Final phase
Type of the phase: innovative
Name: phase of self-regulating systems
Period: 2030s-2070sInitial phase

Type of the phase: innovative
Name: information-scientific
Period: 1950s-1990s

  Fig. 5.3    The phases of the  C  ybernetic Revolution       

 The scheme of the Cybernetic Revolution is presented in Fig.  5.3 .

         The Structure of the Production Principle 

  Development of the    production principle     consists of a period of genesis, growth and 
maturity in the new forms, systems and paradigms related to the organization of 
economic management, which far surpass former modes of management in terms of 
their major parameters.  

 The principle of production is a six-phase cycle. Its fi rst three stages corre-
spond to three phases of the production revolution. The subsequent three 
 (post- revolutionary) stages are a period of maximizing the potentials of the new 
forms of production in a structural, systemic, and spatial sense:

    1.     The phase of the production revolution's beginning . A new, not yet developed 
production principle emerges.   

   2.     The phase of primary modernization — diffu  sion and strengthening of the 
production principle.   

   3.     The phase of completion of the production revolution . The production principle 
acquires advanced characteristics. 

 The last three phases of the production principle characterize its mature 
features.   

   4.     The phase of maturity and expansion of the production principle . In this phase 
there occurs a wide geographical and sectoral diffusion of new technologies, 
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  Fig. 5.4    Development of  the   scientifi c-cybernetic production principle.  Note:  The  dashed line  
depicts one of the scenarios for the expected development of the scientifi c-cybernetic production 
principle and corresponds to the dates before the slash in the fi fth column of Table  5.1        

bringing the production principle to mature forms. A consequence of this phase 
is vast transformations in the social and economic spheres.   

   5.     The phase of absolute domination of the production principle . The fi nal victory of 
the production principle in the world yields an intensifi cation of technologies, bring-
ing opportunities to the limit of their ‘reach,’ beyond which crisis features appear.   

   6.     The stage of non-system phenomena, or a preparatory phase . The intensifi cation 
leads to emergence of non-system elements which prepare the birth of a new 
production principle. Under favorable conditions these elements form a system 
and in some societies the transition to a new production principle will begin and 
the cycle will repeat at a new level.    

   Note:  Figures before the brackets—absolute scale (BP), fi gures in the brackets—
BCE. Chronology in the table is simplifi ed (for a more detailed chronology see 
Grinin,  2006 ,  2012a ; Гpинин, 2009д; Гpинин и Кopoтaeв, 2013б). The duration of 
phases (in 1000 years intervals) is marked by the bold-face type. Duration of phases 
of the scientifi c-cybernetic production principle is hypothetical. The duration of the 
scientifi c- cybernetic production principle is also given in Fig.  5.4 

   As is clear, the scientifi c-cybernetic production principle is at the beginning of its 
development. Only its fi rst phase has been completed, and in the mid-1990s the sec-
ond phase started up. The second phase is proceeding now and will last till the early 
2030s. The third phase is likely to begin approximately in the 2030s or the 2040s. 
At this particular time the fi nal phase of the Cybernetic Revolution should start. 
The end of the scientifi c-cybernetic production principle will fall in  the   early twenty-
second century (for more details see Grinin,  2006 ). 
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    The Industrial Production Principle Is a Cycle Consisting of K-Waves 

 We have established a close  correlatio  n between production principle cycles and 
Kondratieff cycles (for more details see Grinin L.E. & Grinin A.L.,  2014 , 2016; 
Гpинин, 2012б,  2013a ; Гpинин Л.E. и Гpинин A.Л., 2015б). Taking into account 
that K-waves arose only with the emergence of a certain level of economic develop-
ment, we can consider  K-waves as a specifi c mechanism connected with the emer-
gence and development of the industrial-trade production principle  (see  Chap.     1     ) .  
Given that each new K-wave does not just repeat the wave motion, but is based on 
a new technological mode,  K-waves can be treated, to a certain extent, as phases of 
the development of the industrial production principle and the fi rst phases of devel-
opment of the scientifi c-cybernetic production principle.  

 It has been shown that the fi rst three K-waves are connected with the industrial 
production principle (Гринин,  2013a ; Grinin L.E. & Grinin A.L.,  2014 , 2016; 
Гpинин, 2012б). Special attention is paid to the correlation between the duration 
of the industrial production principle phases and the duration of K-wave phases. 
Certainly, there can be no direct duration equivalence of both K-waves and their 
phases, on the one hand, and the industrial production principle phases, on the 
other, due to the different duration of the industrial production principle phases. 
That is, within the principle of the production's cycle its phases differ in duration, 
but their duration proportions remain the same in each production principle. 
We have also found a more complex ratio according to which on average, one 
K-wave corresponds to one phase of the industrial production principle. In gen-
eral, we found that three and a half waves coincide with three and a half phases of 
the industrial principle of production. It is clearly seen in Table  5.4 . Such a cor-
relation is not coincidental, as innovative development of the industrial produc-
tion principle is realized through long Kondratieff cycles which are largely defi ned 
by large-scale innovations.

         The Cybernetic Revolution, Scientifi c-Cybernetic Production 
Principle, the Fourth, Fifth and Sixth K-Waves 

    The Cybernetic Revolution 

  The production revolution  which began in the 1950s and is still proceeding, has 
led to a powerful acceleration of scientifi c and technological  pr  ogress. Taking 
into account expected changes in the next 50 years, this revolution deserves to be 
called  ‘Cybernetic’  (see our explanation below). The initial phase of this revolu-
tion (the 1950s—the 1990s) can be referred to as a  scientifi c-informational  as it 
was characterized by the transition to scientifi c methods of planning, forecasting, 
marketing, logistics, production managements, distribution and circulation of 
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resources, and communication. The most radical changes took place in the sphere 
of informatics and information technologies. The fi nal phase will begin approxi-
mately in the 2030s or the 2040s and will last until the 2070s. We called this 
phase a ‘phase of self- regulating systems’ (see below). Now we are in the inter-
mediate (modernization) phase which will last until the 2030s (see Fig.  5.3 ). It is 
characterized by powerful improvements and the diffusion of innovations made 
at the initial phase in particular by a wide proliferation of easy-to-handle com-
puters, means of communication, and the formation of a macro-sector of services 

   Table 5.4    Periods of the industrial production principle and Kondratieff waves   

 Phases of 
industrial 
production 
principle 

 The third phase, 
1730–1830 
  ≈100 years  

 The fourth 
phase, 
1830–1890 
  ≈60 years  

 The fi fth 
phase, 
1890–
1929 
  ≈40 years  

 The sixth 
phase, 
1929–1955 
  ≈25 years  

 Total: 
 ≈ 225 
years, 
from 
1760 
  195 years  

 The number 
of the 
K-wave 

 Zero (B-phase)/the 
fi rst wave (A-phase), 
1760–1817—about  60 
years  

 The end of 
the fi rst 
wave/the 
second wave, 
1817–1895—
more than  75 
years  

 The third 
wave, the 
upward 
phase, 
1895–
1928 —
 more than 
 35 years  

 Third wave, 
the 
downward 
phase, 
1929–1947—
 about 20 
years  

 About 
 190 years  

 The phase 
of K-wave 

 B-phase of the zero 
wave, (we took as the 
beginning a zero 
K-wave in which the 
downward phase 
coincided with the 
beginning of the 
industrial revolution, 
i.e. the 1760s (as we 
know, it is downward 
phases that are 
especially rich in 
innovations) 
1760–1787 

 The second 
half of the 
downward 
phase, 
1817–1849 

 The 
upward 
phase, 
1895–
1928 

 The 
downward 
phase, 
1929–1947 

 The phase 
of K-wave 

 The upward phase, 
1787–1817 

 The upward 
phase, 
1849–1873 

 The phase 
of K-wave 

 The 
downward 
phase, 
1873–1895 

   Note:  for the sake of simplicity, we take specifi c years as dates for the beginning and the end of 
the periods  
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among which information and fi nancial services take center stage. At the same 
time the innovations necessary to start the fi nal phase of the Cybernetic Revolution 
are being prepared. 

 Table  5.5  demonstrates the connection between three phases of the scientifi c- 
cybernetic production principle (which coincide with three phases of the Cybernetic 
Revolution) and three Kondratieff waves (the fourth, fi fth and sixth). The correlation 
here is even stronger than between the fi rst three K-waves and the industrial 
production principle phases, due to the shorter duration of the scientifi c-cybernetic 
production principle phases in comparison with those of the industrial production 
principle. 4 

    Taking the theory of production principles into account, we have also revised the 
sequence of change of the major (leading) production sectors during the change of 
K-waves (Гpинин, 2012б; Grinin L.E. & Grinin A.L.,  2014 , 2016). 5   

4   The reason for the shorter duration is the general acceleration of historical development. 
5   While compiling this table we have taken into account ideas and works cohering with the theories 
which explain the nature and pulsation of K-waves by changing of technological systems and/or 
 techno-economic paradigms:  (Ayres,  2006 ; Dator,  2006 ; Dickson,  1983 ; Dosi,  1984 ; Freeman, 
 1987 ; Freeman & Louçã,  2001 ; Hirooka,  2006 ; Kleinknecht,  1981 ,  1987 ; Maeвcкий,  1997 ; 

   Table 5.5    The scientifi c- cybernetic   production principle (initial phases) and Kondratieff waves   

 Phases of the 
scientifi c 
cybernetic 
production 
principle 

 The fi rst phase 
(initial phase of 
the cybernetic 
revolution) 
1955–1995 
  ≈40 years  

 The second phase 
(middle phase of 
the cybernetic 
revolution) 
1995—the 
2030s/2040s 
  ≈35–50 years  

 The third phase (fi nal 
phase of ‘self- 
regulating systems’ of 
the cybernetic 
revolution) the 
2030s/2040s–
2055/2070s 
  ≈25–40 years  

 Total: 
 ≈100–120 
years  

 K-waves and 
their phases 

 The fourth wave, 
1947–1982/1991 
  ≈35–45 years  

 The fi fth wave, 
1982/1991—the 
2020s 
 The beginning of 
the upward phase 
of the sixth wave 
(2020–2050s) 
  ≈30–40 years  

 The sixth wave, 
2020–2060/2070s. The 
end of the upward 
phase and downward 
phase (the latter  ≈  
2050–2060/2070s) 
  ≈40–50 years  

 About  110–  
  120 years  

 K-waves and 
their phases 

 Upward phase, 
1947–1969/1974s 

 Downward phase 
of the fi fth wave, 
2007–2020s 

 K-waves and 
their phases 

 Downward phase, 
1969/1974–
1982/1991 

 Upward phase of 
the sixth wave, 
2020–2050s 

 K-waves and 
their phases 

 The fi fth wave, 
1982/1991–2020s, 
upward phase, 
1982/1991–2007 
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    Peculiarities of the Fourth K-Wave in Connection 
with the Beginning of the Cybernetic Revolution 

 The  fourth K-wave   (the second half of the 1940s–1980s) fell on the initial phase of 
the Cybernetic Revolution (see Table   2.2    ). The beginning of a new production revo-
lution is a special period which is connected with the fast transition to more advanced 
technological components of economy. All accumulated innovations and a large 
number of new innovations generate a new system that has a real synergetic effect. 
It would appear reasonable that  an upward phase of the K-wave coinciding with the 
beginning of a production revolution can appear more powerful than A-phases of 

Mensch,  1979 ; Modelski & Thompson,  1996 ; Modelski,  2001 ,  2006 ; Tylecote,  1992 ; Глaзьeв, 
 1993 ; Якoвeц,  2001 ; Kleinknecht & van der Panne,  2006 ; Papenhausen,  2008 ; see also Лaзуpeнкo, 
 1992 ; Perez,  2002 ; Глaзьeв,  2009 ; Пoлтepoвич,  2009 ). 

  Table 5.6    K-waves, technological modes and leading macrosectors   

 Kondratieff 
wave  Date  A new mode 

 Leading 
macrosector 

 Production 
principle 
and number 
of its phase 

 The fi rst  1780–1840s  The textile 
industry 

 Factory 
(consumer) 
industry 

 Industrial, 3 

 The second  1840–1890s  Railway lines, 
coal, steel 

 Mining 
industry and 
primary 
heavy 
industry and 
transport 

 Industrial, 4 

 The third  1890–1940s  Electricity, 
chemical 
industry and 
heavy 
engineering 

 Secondary 
heavy 
industry and 
mechanic 
engineering 

 Industrial, 5/6 

 The fourth  1940-e—the
 early 1980s 

 Automobile 
manufacturing, 
manmade 
materials, 
electronics 

 General 
services 

 Industrial, 6, 
scientifi c-
cybernetic, 1 

 The fi fth  1980s–~2020  Micro-electronics, 
personal 
computers 

 Highly-
qualifi ed 
services 

 Scientifi c-
cybernetic, 
1/2 

 The sixth  2020/2030s–2050/2060s   MANBRIC-
technologies  
(med-bio-
nano-robo-
info-cognitive) 

 Medical human 
services 

 Scientifi c-
cybernetic, 
2/3 
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other K-waves  (see, e.g. ,  Figs.   2.5     and   2.8     in  Chap.     2      above). 6  That was the feature 
of the upswing A-phase of the fourth K-wave (1947–1974) which coincided with 
the scientifi c- information phase of the Cybernetic Revolution. As a result a denser 
than usual cluster of innovations (in comparison with the second, third and fi fth 
waves) was formed during that period. All this also explains why in the 1950s and 
1960s the economic growth rates of the World System were higher, than in the 
A-phases of the third and fi fth K-waves. The downswing phase of the fourth K-wave 
(the 1970s–1980s) in its turn also fell on the last period of the initial phase of the 
Cybernetic Revolution. This explains in many respects why this downswing 
phase was shorter than those  o  f the other K-waves.  

    The Fifth K-Wave and the Delay of the New Wave of Innovations 

 It was expected that the 1990s and the 2000s would bring a radically new wave of 
innovations, comparable in  their   revolutionary character with computer technolo-
gies, and therefore capable of creating a new technological mode. Those directions 
which had already appeared and those which are supposed to become the basis for 
the sixth K-wave were considered in position to make a breakthrough. However, it 
was the development and diversifi cation of already existing digital electronic tech-
nologies and rapid development of fi nancial technologies that became the basis for 
the fi fth K-wave. Those innovations which were really created during the fi fth 
K-wave as, for example, energy technologies, still have a small share in the general 
energy, and, above all, they have not developed properly. Some researchers believe 
that from 1970s up to the present is the time for the decelerating scientifi c and 
technological progress (see a discussion on this topic in Brener,  2006 ; see also 
Maddison,  2007 ). Polterovich (Пoлтepoвич,  2009 ) also offer the notion of a tech-
nological pause. But, in general, the mentioned technological delay is, in our opin-
ion, insuffi ciently explained. We believe that taking features of the intermediate 
modernization phase of a production revolution (i.e., the second phase of the pro-
duction principle) into account can help explain this. Functionally it is less innova-
tive; rather during this phase earlier innovations become more widely spread and 
are improved. As regards the 1990s–2020s (the intermediate phase of the Cybernetic 
Revolution) the question is that the launch of a new innovative breakthrough 
demands that the developing countries reach the level of the developed ones, and 
the political component of the world catches up with the economic one; all this 
requires there to be changes in the structure of societies and global relations (see 
Grinin & Korotayev,  2010b ). Thus, the delayed  introduction of innovations of the 

6   Therefore, it appears reasonable that the A-phase of the sixth K-wave can also make great prog-
ress, as it will coincide with the beginning of the Cybernetic Revolution fi nal phase. Thus, the sixth 
wave will have a stronger manifestation than the fi fth one. We will return to this point below. 
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new generation  is explained (Grinin et al.,  2016 ), fi rst, by the fact that the center 
cannot endlessly surpass the periphery in development, that is the gap between 
developed and developing countries cannot increase all the time. Secondly, the 
economy cannot constantly surpass the political and other components, as this 
causes very strong disproportions and deformations. And the appearance of new 
general-purpose technologies, certainly, would accelerate economic development 
and increase disparities. Thirdly, introduction and distribution of the new basic 
technologies do not occur naturally, but only within the appropriate socio-political 
environment (see Гpинин, 2012б,  2013a ; see also Perez,  2002 ). In order for basic 
innovations to be suitable for business, structural changes in political and social 
spheres are necessary, eventually promoting their synergy and wide implementa-
tion in the world of business. 

 Thus, the delay is caused by diffi culties of changing political and social insti-
tutions on the regional and even global scale, and also (or, perhaps, fi rst of all) 
within the international economic institutions. The latter can change only as a 
result of the strong political will of the main players, which is diffi cult to execute 
in the framework of the  modern   political institutions. These institutions rather 
can change under the conditions of depressive development (and probable aggra-
vation of the foreign relations) compelling them to reorganize and dismantle 
conventional institutions that are unlikely to be changed under ordinary condi-
tions due to a lack of courage and opportunities (for our vision of the future of 
the world order see Grinin & Korotayev,  2010b ,  2015a ; Grinin, Ilyin, & Andreev, 
 2016 ; Гpинин,  2016 ). 

 The above explains as well the reasons of different rates of development 
between the center and periphery of the World System during the fi fth K-wave 
(for more details see Гpинин,  2013a ; see also Grinin & Korotayev,  2010a ,  2015a ). 
The periphery was expected to catch up with the center due to the faster rates of its 
development and slowdown of the center development. However, one should not 
expect continuous crisis-free development of the periphery—a crisis will come 
later and probably in other forms (see about ups and downs on this way in 
 Chap.     4     ). Without a slow- down of the development of the periphery and serious 
changes, full harmonization of the economic and political component will not hap-
pen. Consequently, it might be supposed that in the next decade (approximately by 
2020–2025) the growth rates of the peripheral economies can also slow down, and 
internal problems will aggravate that and can stimulate structural changes in the 
peripheral countries, thus also increasing international tension. The world order 
has already begun to change, and it will continue to change over the next 10–20 
years and some visible results of this change may appear by the start of the new 
K-wave. We have called this change “the World System reconfi guration” (see 
Grinin & Korotayev,  2012a ,  2015a : 159–166; Гpинин, Иcaeв и Кopoтaeв,  2016 ). 
Thus, we suppose that in the next 10–15 years the world will face serious and pain-
ful changes. The World System reconfi guration processes further explain the rea-
sons for  th  e very turbulent processes observed in the recent years, as well as 
increased tensions in the last 2–3 years in the world (see the next chapter for more 
detail on the reconfi guration processes)   
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    Characteristics of the Cybernetic Revolution 

    What Are Self-Regulating Systems and Why Are They 
So Important? 

  Self-regulating systems   are systems that can regulate themselves, responding in a 
pre-programmed and intelligent way to the feedback from the environment. These 
are the systems that operate either with a small input from human or completely 
without human intervention. Today there are many self-regulating systems, for 
example, the artifi cial Earth satellites, pilotless planes, navigation systems laying the 
route for a driver, self-driving cars. Another good example is life-support systems 
(such as medical ventilation apparatus or artifi cial hearts). They can regulate a num-
ber of parameters, choose the most suitable mode of operation and detect critical 
situations. There are also special programs that determine the value of stocks and 
other securities, react to price changes, buy and sell them, carry out thousands of 
operations in a day and fi x a profi t. A great number of self-regulating systems have 
been created but they are mostly technical and informational systems (as robots or 
computer programs). During the fi nal phase of the Cybernetic Revolution there will 
be a lot of self-regulating systems connected with biology and bionics, physiology 
and medicine, agriculture and environment. The number of such systems as well as 
their complexity and their autonomy will dramatically increase. These systems will 
also signifi cantly reduce energy and resource consumption. Human life will become 
organized to a greater extent by such self-regulating systems (for example, by moni-
toring health, daily regimens, regulating or recommending levels of personal exer-
tion, having control over the patients' condition, prevention of illegal actions, etc.). 

 Thus, we designate the modern revolution ‘Cybernetic,’ because its main sense 
is the wide creation and distribution of self-regulating autonomous systems. 
Cybernetics, as is well-known, is a science of regulatory systems. Its main princi-
ples are quite suitable for the description of self-regulating systems (see, e.g., Ashby, 
 1956 ; Beer,  1967 ,  1994 ; Foerster & Zopf,  1962 ; Tecлep,  2004 ; Umpleby & Dent, 
 1999 ; Wiener,  1948 ). 

 As a result, the opportunity to control various natural, social and production 
processes without direct human intervention (that is impossible or extremely lim-
ited now) will increase. In the fourth phase ( of maturity and expansion ) of the sci-
entifi c cybernetic production  princ  iple (the 2070s and 2080s) the achievements of 
the Cybernetic Revolution will become quite systemic and wide-scale in its fi nal 
phase (for more detail see Гpинин,  2006a ). 

 Below we single out the most important characteristics of the Cybernetic 
Revolution. One can observe them today, but they will be realized in their mature 
and mass forms only in the future. These features are closely interconnected and 
corroborating each other (see Grinin A.L. & Grinin L.E.,  2015a ,  2015b ,  2015c ; 
Grinin L.E. & Grinin A.L., 2016; Гpинин Л. E. и Гpинин A. Л.,  2015a , 2015б, 
2015в; Гpинин A. и Гpинин Л.,  2013 ,  2015  for more detail). 
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 Below we enumerate the most important characteristics and trends of the 
Cybernetic Revolution and its technologies. These features are closely  intercon-
nec  ted and support each other.

  The Most Important Characteristics and Trends of the Cybernetic 
Revolution 

   1.    Increases in the amount of information and complications in the analysis of the 
systems (including the ability of systems for independent communication and 
interaction);   

   2.    Sustainable development of the system of regulation and self-regulation;   
   3.    Mass use of artifi cial materials which previously lacked the appropriate architec-

tural properties;   
   4.    Qualitatively increasing the controllability a) of systems and processes that 

vary in their constitution (including living material); and b) of new levels of 
managing the organization of matter (up to sub-atomic and using tiny particles 
as building blocks);   

   5.    Miniaturization and microtization 7  as a trend of the constantly decreasing size of 
particles, mechanisms, electronic devices, implants, etc.;   

   6.    Resource and energy saving in every sphere;   
   7.    Individualization as one of the most important technological trends .    
   8.     Implementa  tion of smart technologies and a trend towards humanization of their 

functions (use of the common language, voice, etc.);   
   9.    Control over human behaviour and activity to eliminate the negative infl uence of 

the so-called human factor. 8     

  The Characteristics of the Technologies of the Cybernetic Revolution 

   1.    The transformation and analysis of information as an essential part of 
technologies;   

   2.    The increasing connection between the technological systems and 
environment;   

   3.    A trend towards autonomation and automation of control is observed together 
with the increasing level of controllability and self-regulation of systems;   

   4.    The capabilities of materials and technologies to adjust to different objectives 
and tasks (smart materials and technologies) as well as capabilities for  choosing 
optimal regimes in the context of certain goals and tasks ;   

   5.    A large-scale synthesis of the materials and characteristics of the systems of dif-
ferent nature (e.g., of animate and inanimate nature).   

7   See:  http://www.igi-global.com/dictionary/microtization/18587 . 
8   For example, the control of human insuffi cient attention in order to prevent dangerous situations 
(e.g., in transport) as well as to prevent human beings from using means of high-risk when they are 
in an unlawful or incompetent state (e.g., not allowing a person to drive a motor vehicle while 
under the infl uence of alcohol or drugs). 
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   6.    The  integration   of machinery, equipment and hardware with technology 
(know- how and knowledge of the process) into a unifi ed technical and tech-
nological system 9 ;   

   7.    Self-regulating systems (see below) will become the major component of tech-
nological processes. That is the reason why the fi nal (forthcoming) phase of the 
Cybernetic Revolution is (or should) be called  the epoch of self-regulating 
systems  (see above).    

   Various directions of development should generate a system cluster of 
innovations . 10   

    Medicine as a Sphere of the Initial Technological Breakthrough 
and the Emergence of MANBRIC-technology Complex 

 It is worth remembering that the Industrial Revolution began in a rather narrow area 
of cotton textile manufacturing and was connected with the solution of quite con-
crete problems—at fi rst, liquidation of the gap between spinning and weaving, and 
then, after increasing weavers' productivity, searching for ways to mechanize spin-
ning. However, the solution of these narrow tasks caused an explosion of innova-
tions conditioned by the existence of a large number of the major elements of 
machine production (including abundant mechanisms, primitive steam-engines, 
quite a high volume of coal production, etc.) which gave an impulse to the develop-
ment of the Industrial Revolution. In a similar way, we assume that the Cybernetic 
Revolution will start fi rst in a certain area. 

 Given the general vector of scientifi c achievements and technological develop-
ment and taking into account that a future breakthrough area should be highly com-
mercially attractive and have a wide market, we predict that the fi nal phase (of 
self-regulating systems) of this revolution will begin somewhere at the intersection 
of medicine and a number of other technologies (we will provide reasons for this 
statement below and in  Chap.     6     ). Certainly, it is almost impossible to predict the 
concrete course of innovations. However, the general vector of breakthrough can be 
defi ned as a rapid growth of  opportunities for correction or even modifi cation of the 
human biological nature . In other words, it will be possible to extend our opportuni-

9   During the Industrial Epoch these elements existed separately: technologies were preserved on 
paper or in the engineer’s minds. At present, thanks to informational and other technologies the 
technological constituent fulfi ls the managing function facilitating the path to the epoch of self-
regulating systems. 
10   For example, resource and energy saving can be carried out via choosing optimal modes by the 
autonomous systems that fulfi l specifi c goals and tasks and  vice versa , the choice of an optimum 
mode will depend on the level of energy and materials consumption, and a consumer’s budget. Or, 
the opportunities of self-regulation will allow choosing a particular decision for the variety of 
individual tasks, orders and requests ( e.g. , with 3D printers and choosing of an individual program 
as the optimal one). 
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ties to alter a human body, perhaps, to some extent, its genome; to widen sharply our 
opportunities of minimally invasive infl uence and operations instead of the modern 
surgical ones; to use extensively means of cultivating separate biological materials, 
bodies or their parts and  e  lements for regeneration and rehabilitation of an organism, 
and also artifi cial analogues of biological material (bodies, receptors), etc. 

 This will make it possible to  radically expand the opportunities to prolong life 
and improve its biological quality.  It will be the technologies intended for common 
use in the form of a mass market service. Certainly, it will take a rather long period 
(about two or three decades) from the fi rst steps in that direction (in the 2030–2040s) 
to their common use. 

 The drivers of the fi nal phase of the Cybernetic Revolution will be medical tech-
nologies, additive manufacturing (3D printers), nano- and bio-technologies, robot-
ics, IT, cognitive sciences, which will together form a sophisticated system of 
self-regulating production. We can denote this complex as MANBRIC- technologies. 11  
As is known, with respect to  t  he sixth technological paradigm (known also as the 
sixth technological system or style) there is a widely used idea connected with the 
notion of NBIC 12 -technology (or NBIC-convergence) (see Aкaeв,  2012 ; Bainbridge & 
Roco,  2005 ; Dator,  2006 ; Кoвaльчук,  2011 ; Lynch,  2004 ). There are also some 
researchers (e.g., Jotterand,  2008 ) who see in this role another set of technological 
directions—GRAIN (Genomics, Robotics, Artifi cial Intelligence, Nano-technology). 
However, we believe that this set will be larger. And medical technologies will be its 
integrating part. 

 Thus, we maintain the following:

    1.    Medicine will be the fi rst sphere to start the fi nal phase of the Cybernetic 
Revolution, but, later on, self-regulating systems development will cover the 
most diverse areas of production, services and life.   

   2.    We treat medicine in a broad sense, because it will include (and already actively 
includes) for its purposes a great number of other scientifi c branches: e.g., the use 
of robots in surgery and care of patients, information technologies in remote med-
ical treatment, neural interfaces for treatment of mental illness and brain research; 
gene therapy and engineering, nanotechnologies for creation of artifi cial immu-
nity and biochips which monitor organisms; new materials for growing artifi cial 
 o  rgans and many other things to become a powerful sector of economy.   

   3.    The medical sphere has unique opportunities to combine the above mentioned 
technologies into a single system.   

   4.    There are also some demographic and economic reasons why the phase of 
self- regulating systems will start in medicine:

11   The order of the letters in the acronym does not refl ect our understanding of the relative impor-
tance of areas of the complex. For example, biotechnologies will be more important than nanotech-
nologies, let alone additive manufacturing. The order is determined simply by the convenience of 
pronunciation. 
12   Nano-Bio-Info-Cogno. 
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 –    Increase in average life expectancy and population ageing will favor not only 
the growth of medical opportunities to maintain health, but also allow the 
extension of working age, as population ageing will be accompanied by shortages 
in the working-age population;  

 –   People, in general, are always ready to spend money on health and beauty. 
However, the growth of the world middle class and the cultural standard of 
people implies much greater willingness and solvency in this terms;  

 –   Medical corporations usually do not impede technological progress, but, on 
the contrary, are interested in it.        

 Thus, today medicine is a very important sector of the economy, and tomorrow 
it will become even more powerful. 

 In the present monograph we confi ned ourselves to a short description of the 
spheres which represent a new, in a broad sense, medical system or realm of medicine, 
creating a complex of technologies and their application with other perspective 
directions. 

 In the next chapter we will consider the future  deve  lopment of medical technolo-
gies in connection with the global ageing. 13         

13   It should be noted that Leo Nefi odow has been writing about health as the leading technology of 
the sixth Kondratieff wave for a long time (Nefi odow,  1996 ; Nefi odow & Nefi odow,  2014a ,  2014b ). 
He explains that health is much more than medicine and includes mental, psychosocial, environ-
mental and spiritual aspects. He believes that medicine covers only a small part of the health 
problems we face today. We agree that health is more than medicine. However, we regard medicine 
as the most important business sphere connected with health care (note that the overwhelming 
majority of researchers in the health area work with medical technology). We also agree with 
Nefi odow that business and profi t far from always serve people. But we do not know any power 
beside medical business which has opportunities (in co-operation with such state agencies as the 
National Institutes of Health in the USA) to fi nance research and development in this area, to 
elaborate new ways to fi ght mortal diseases, to invest in prolongation of life expectancy. In 
Nefi odow’s opinion, health area covers not only psychotherapeutic, psychological and psychiatric 
services, but also numerous measures of health improvement that, using his terms, will reduce 
social entropy. The problems with this argument, based on reducing social entropy (e.g., corrup-
tion, small and large crime, drug addiction, lack of moral guide, divorces, violence, etc.), is that 
social entropy (as Nefi odow himself points out) has always existed in society. Social changes can 
be really extremely important for the creation of starting conditions for a long-term upswing in 
reducing social entropy (see Grinin L. & Grinin A.  2014  for more detail). However, it is production 
and/or commercial technologies that represent the driving force of the K-Wave upswing phases. 
There is one more important point. The Nefi odows believe that it is biotechnologies that will 
become an integrating core of the new technological system. However, we suppose that the leading 
role of biotechnologies will be, fi rst of all, in their possibility to solve the major medical problems. 
That is why it makes sense to speak about medical technologies as the core of a new technological 
paradigm. Besides, we forecast a more important role of nanotechnology than the Nefi odows do 
(Nefi odow & Nefi odow,  2014b : Chap. 2). Nanotechnologies will be of great importance in terms 
of the development of bio- and medical technologies (they are supposed to play a crucial role in the 
fi ght against cancer; at the same time nanotechnologies will play a crucial role in other spheres too, 
in particular in energy and resource saving). 
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    Chapter 6   
 Afterword: New Kondratieff Wave 
and Forthcoming Global Social 
Transformation                     

           This fi nal chapter analyzes some aspects of the population ageing and its important 
consequences for particular societies and the whole World System with respect to the 
new K-wave and the technologies that characterize it. The population ageing is impor-
tant for both the World System core and many countries of the global periphery and it 
has turned into a global issue. In the forthcoming decades the ageing of the populations 
is likely to become one of the most important social processes infl uencing the future 
society characteristics and the direction of technological development. 

 On the basis of this analysis, we can conclude that the future technological 
breakthrough is likely to take place in the 2030s (which we defi ne as the fi nal phase 
of the Cybernetic Revolution). In the 2020s and 2030s we will expect the upswing 
of the forthcoming sixth Kondratieff wave, which will introduce the sixth techno-
logical paradigm (system). All those revolutionary technological changes will be 
connected, fi rst of all, with breakthroughs in medicine and related technologies. We 
also present our ideas about the fi nancial instruments that can help to solve the prob-
lem of pension provision for an increasing elderly population in the developed 
countries. We think that a more purposeful use of pension funds’ assets together 
with the allocation of funds (with necessary guarantees of the latter) into education 
and upgrading skills of young people in the World System periphery, perhaps, can 
partially solve the indicated problem in the developed states. 

 Human capital is one of the most important drivers of economic development 
whose contribution to the growth of production and innovations is constantly increas-
ing. According to the OECD defi nition,  human capital  is ‘knowledge, skills, compe-
tencies and attributes embodied in individuals that facilitate the creation of personal, 
social and economic well-being’ (OECD,  2001 : 18; see also Кaпeлюшникoв,  2012 : 
6–7). Human capital is central to debates about welfare, education, health care, and 
retirement. However, we think that the latter (i.e., retirement) is less frequently 
debated than it should be. Meanwhile, in the West the rapid ageing of the population 
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actually devalues the national human capital in every developed country. There are 
certain reasons for expecting that if the ageing generation is not substituted by a 
more numerous generation of young professionals, the share of the elderly popula-
tion will increase and the human capital is likely to decline. 

 Thus, while the human capital as well as its contribution to the economic develop-
ment is signifi cantly larger in the core of the World System than in the global periphery, 
the situation is different in respect of the demographic structure of human capital. The 
global periphery’s situation is signifi cantly better at this point, and this can increasingly 
contribute to the economic competition between the World System’s core and its 
periphery. We should also take into consideration the fact that the generation of highly 
educated pensioners in the countries of the core has increased the demands on society 
and they play a more active political role than the generation of uneducated ‘old men’ 
in the global periphery. While the World System’s core has apparently depleted its 
demographic dividend, many countries of the global periphery, in fact, are only in the 
process of its accumulation. And consequently, in this context they can get the most 
important advantage in the coming decades (see Fig.  6.1 ).

   This also confi rms the idea of growing convergence between the developed and 
developing countries that we adhere to, as the current differences in the demographic 
structure and potentialities of the demographic dividend will contribute to the fact that 
at least in the next two decades the developing countries’ growth rates will be on average 
higher than those of the developed countries, although this process can proceed with 
certain interruptions (see  Chaps.     4      and    5     ). 1  

1   See also Grinin & Korotayev,  2014a ,  2014b ,  2015a ; Кopoтaeв и Бoжeвoльнoв,  2010 ; Korotayev & 
de Munck,  2013 ,  2014 ; Кopoтaeв и Xaлтуpинa,  2009 ; Korotayev & Zinkina,  2014 ; Korotayev, 
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  Fig. 6.1    The dynamics of the working age population  percentage   in the total population, 1950–
2015, according to the UN medium forecast to 2100. ( Source : UN Population Division,  2016 )       
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    Problems of Population Ageing and Their Possible Solutions 

 The ageing population (and an increasing number of disabled people) as well as the 
change of the  age structure   (see Figs.  6.2 ,  6.3 ,  6.4 , and  6.5 ) alongside with forthcom-
ing progress in medicine, innovation technologies, and increasing life expectancy in 
the developed countries will bring great problems associated with (a) the scarcity of 
labor resources; and (b) problems of pension support for the older population.

      In some countries they are already today rather acute, but they are to become 
much more pressing. 

 As shown above, an especially rapid global increase in the number of age per-
sons above retirement-age is expected to come in the next 20 years—their number 
will actually double during a short historical period, thus it will increase by almost 
600 million and the total number will considerably exceed a billion. 

 However, a  massive acceleration   will be observed in particular of people aged 80 
years or more. While by 2050 the number of persons of retirement age will 
 approximately double, the number of elderly people aged 80 years or more will practi-
cally quadruple, and in comparison with 1950 their number by 2075 will increase 
almost by 50 times (see Fig.  6.5 ): 

Goldstone, & Zinkina,  2015 ; Кopoтaeв, Maлкoв et al.,  2010 ; Кopoтaeв, Xaлтуpинa, Maлкoв 
et al.,  2010 ; Korotayev, Zinkina et al.,  2011a ,  2011b ,  2012 ; Maлкoв, Кopoтaeв и Бoжeвoльнoв, 
 2010 ; Maлкoв, Бoжeвoльнoв, Xaлтуpинa et al.,  2010 ; Xaлтуpинa и Кopoтaeв,  2010 ; Гpинин, 
2013б, 2013в, 2013г, 2014, 2015; Zinkina et al.,  2014 . 
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  Fig. 6.2    Dynamics of the  life expectancy   at birth (years) in the World System core and global 
periphery, 1950–2015, the UN medium forecast to 2050. ( Source : UN Population Division 2015)       
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  Fig. 6.3    Dynamics of the median age of population (years) in the World System core and global 
periphery, 1950–2015, with the medium forecast of the UN till 2030. ( Source : UN Population 
Division,  2016 ). We would like to remind the reader that if the median age of population of a given 
country equals, for example, 40 years, it means that half of the population of this country is 
younger than 40 years, and the other one is older       
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  Fig. 6.4    Increasing number of persons of  retirement age   (over 65), 1950–2015, with the UN 
medium forecast till 2050. ( Source : UN Population Division,  2016 )       
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 The countries of the Global North will face particular diffi culties in the next 
20–30 years due to a rapid increase in the number of people above retirement-age, 
a development that is accompanied by an accelerated reduction of the active work-
ing age population, and in 20 years the number of the former will exceed the num-
ber of the latter (see Fig.  6.6 ).

   As one can notice, the ratio of older people to working age adults will increase. 
This will lead very likely to a decline in living standards and to increasing tensions 
between generations. 

 One should keep in mind that the older population will form a major part of vot-
ers, thus urging politicians to take them into more seriously into account. Besides, 
the highly educated generation of pensioners in the core of the World System has 
certain demanding social requirements and they are more politically active than the 
generation of uneducated old people in the global periphery. The transition to such 
a sort of gerontocracy also poses many other threats to a society and to its homoge-
neity because older people are more apt to conservatism and are less inclined to 
purchase expensive products, novelties and property, and this may reduce the focus 
on innovation and lead to considerable change of the contemporary economic model 
based on the expansion of consumerism. In particular, the ageing population is in 
 Japan   one of the reasons of the current defl ationary trend (for more details see Гpинин 
и Кopoтaeв, 2014в, 2015б). 
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  Fig. 6.5    Increase of global number of  elderly people   (aged 80 years+), 1950–2015, with the UN 
average forecast till 2075. ( Source : UN Population Division,  2016 )       
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 In theoretical terms, it is possible to distinguish the following possibilities as 
candidates for solving the specifi ed  problems   (here we suppose that all those solu-
tions will be applied, while none of them can solve the problem comprehensively):

    1.    To increase the number of immigrants in the developed countries. Still the oppor-
tunities of this pattern are to a large extent depleted and besides, it leads to the 
erosion of the society's major ethno-cultural basis (today we face serious chal-
lenges in this direction).   

   2.    To raise the retirement age and the real physical and mental potential of elderly 
people together with active rehabilitation of the disabled people through new 
medical technologies (see  Chap.     5      above; for more detail see Grinin A.L. & 
Grinin L.E.,  2015a ; Grinin L.E. & Grinin A.L.,  2016 ; Гpинин Л. и Гpинин A., 
 2015a , 2015б, 2015в). Against the background of the forthcoming revolution in 
medical and rehabilitating technologies this looks like an important (although 
insuffi cient) resource.   

   3.    The development of labor-saving technologies, in particular robot techniques for 
nursing, as well as elder and disabled people care (see Ibidem). This will allow a 
partial reduction of expenses for care and different services, but it can hardly 
bring a complete solution of the problem of scarce resources.   

   4.    Finally, the development of the fi nancial system opens another path to the solu-
tion of problems with the pension system. The population ageing is directly 
related to the fi nancial system not only within national systems, but within the 
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  Fig. 6.6    Dynamics of active working-age (25–49 years) population and number of persons of 
retirement age (aged over 60) in the World System core (More developed countries/regions accord-
ing to the UN classifi cation), in millions, 2000–2015, with the medium forecast of the UN for the 
period till 2040.  Source:  (UN Population Division,  2016 )       
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global fi nancial system as well. Due to the increasing number of retirees the pen-
sion savings have become not simply important, but essential to a certain extent. 
Besides, we should note that, on the one hand, today pension and other social 
funds are not isolated only within a framework of national system, but make an 
important component of the world fi nance in the long run. On the other hand, 
stable pension system substantially depends on the stable and effi cient global 
fi nancial system, even to a greater extent than on the national one.    

  In the present chapter we will fi rst consider interconnected directions 2 and 3 in 
the solution of the problem of global population ageing and then we will pass to 
consideration of the fourth (fi nancial) way.  

    Global Population Ageing and the Sixth 
Technological Paradigm 

  As we have already explained in the previous chapter, the Cybernetic Revolution is 
a great breakthrough from industrial production to production and services based 
on the operation of self-regulating systems.  Let us recollect that its  initial  phase 
dates back to the 1950–1990s. The breakthrough occurred in different spheres (see 
 Chap.     5     ), especially in  automation  , in development of electronic control facilities, 
in communication and information technologies. We assume that the  fi nal  phase 
will begin in the nearest decades, that is in the 2030s or a bit later, and will last until 
the 2070s. It  will lead to the emergence of many various self-regulating systems  
(for more detail see Grinin & Grinin,  2015b ; Гpинин,  2006a , 2009д, 2012б,  2013a  ;  
Гpинин А. и Гpинин Л.,  2013 ,  2015 ; Гpинин Л. и Гpинин А.,  2015a , 2015в) .  We 
assume that this technological breakthrough will be at fi rst connected with a break-
through in the fi eld of new medical (and related) technologies. And just the increas-
ing process of population ageing (as we will show below) will become one of the 
most important reasons of development of the fi nal phase of the Cybernetic 
Revolution. 

 This phase, according to our forecasts, will be imposed on the sixth Kondratieff 
wave (which will probably last from the 2020s to the 2060s). Therefore, the sixth 
technological paradigm (known also as technological system or style) will be con-
nected with major transformations of the Cybernetic Revolution. As we have men-
tioned in the previous chapter, the widespread ideas that the basis of the sixth 
technological paradigm will be formed by the NBIC technologies (or NBIC- 
convergence), which are nano-bio-information and cognitive technologies (see Aкaeв, 
 2010 ,  2011 ; Dator,  2006 ; Lynch,  2004 ; Пpaйд и Кopoтaeв,  2008 ; see also Fukuyama, 
 2002 ) are only partially true. We believe that the basis of the sixth  technological   para-
digm will be signifi cantly wider. We named (see  Chap.    5     above) the system of innova-
tive technologies of the sixth K-wave and the fi nal phase of the Cybernetic Revolution 
with an acronym MANBRIC (i.e.  medical, additive-, nano-, bio-, robo-, info-, and 
cogno-technologies).  They will become the leading areas in which technological 
trends develop  and will create a complex system of self- regulated production . It makes 
sense to speak about medical sphere as the central element of the new technological 

Global Population Ageing and the Sixth Technological Paradigm

akorotayev@gmail.com

http://dx.doi.org/10.1007/978-3-319-41262-7_5
http://dx.doi.org/10.1007/978-3-319-41262-7_5


168

system. Medicine more than any other fi eld provides unique opportunities for merging 
all these new technologies into a single system. Besides, a number of demographic 
and economic reasons explain why in particular in medicine the transition to the new 
technological paradigm should start (see also  Chap.     5     ). 

 This will be supported by particularly an advantageous situation developing by 
2030 in economy, demography, culture, a standard of living, etc.—these will defi ne 
a huge need for scientifi c and technological breakthrough. By  advantageous   situa-
tion   we do not mean that everything will be perfectly good in the economy; just on 
the contrary, everything will be not as good as it could be. Advantageous conditions 
will be created because reserves and resources for prolonging previous trends will 
be exhausted, and at the same time the requirements of currently developed and 
developing societies will increase. Consequently, one will search for developmental 
new patterns. 

 Let us describe the background.

•    By this time the problem of an ageing population will be completely obvious (for 
more detail see the previous section). Moreover, this issue can become fatal for 
democracies in developed countries (because the main electorate will be repre-
sented by elderly cohorts, and also the generation gap will increase; see also 
Fukuyama,  2002 ). In addition, the problem of population ageing will become 
more acute in a number of developing countries, for example, in China and even 
in India to a certain extent (about ageing in Asia see Park & Shin,  2015 ).  

•   Pension payments will become a  pressing   problem (as the number of retirees 
per an employee will increase) and at the same time the scarcity of labor resources 
will increase, which is already felt strongly in a number of countries including 
Russia (for more detail see Arkhangelsky et al.,  2015 ; Apxaнгeльcкий et al., 
 2014 ; Grinin & Korotayev,  2010b ,  2015b ; Кopoтaeв и Бoжeвoльнoв,  2012 ; 
Кopoтaeв, Xaлтуpинa, и Бoжeвoльнoв,  2011 ; Кopoтaeв, Зинькинa et al., 
 2015 ; Гpинин и Кopoтaeв, 2015б). 2  Thus,  the problem of scarce labor and pen-
sion contributions will have to be solved in such a way that people physically 
could work for ten, fi fteen and even more years (certainly here we can also face 
a number of social problems).  This also implies the disabled people's adaptation 
for fuller involvement into labor processes made possible by new technical and 
technological means and achievements in medicine (see Гpинин Л. и Гpинин A., 
2015б for more detail).  

•   Simultaneously, by this  time  , the birth rate in many developing countries will 
signifi cantly drop (for example, such developing countries as China, Iran, or 
Thailand already experience below-replacement fertility). Therefore, the 
 respective governments will begin (and some of them have already started) wor-
rying generally not about the problem of restriction of population growth, but 
about promotion of population growth and the health of the population.  

•   About 10 % of the GDP (and in a number of developed countries even more than 
10 %, as, for example, in the USA—17 % [calculated on the basis of World Bank, 

2   About the infl uence of ageing on growth rates see Goldstone,  2015 ; Park & Shin,  2015 . 
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 2016  data]) stems from medical services. The ageing population will contribute 
to a signifi cant increase of the volume. 3   

•   The development in the Third World countries leads to the growth of a vast stra-
tum of the middle class, while poverty and illiteracy are reduced. As a result, the 
emphasis of these countries' efforts will shift from the elimination of unbearable 
living conditions to the improvement of the quality of life, health care, etc. Thus, 
large opportunities open up for the development of medicine which will get addi-
tional funds.    

 So by the 2030s, the number of middle-aged and elderly people will increase; 
economy will desperately need additional labor resources while the state will be 
interested in increasing the working ability of elderly people, whereas the popula-
tion of  wealthy   and educated people will grow in a rather signifi cant way. In other 
words, the unique conditions for the stimulation of business, science and the state to 
make a breakthrough in the fi eld of medicine will emerge, and  just these unique 
conditions are necessary to start the innovative phase of revolution!  

  It is extremely important to note that enormous fi nancial resources will be accu-
mulated for the technological breakthrough, such as: the pension money of which 
the volume will increase at high rates; spending of governments on medical and 
social needs; growing expenses of the ageing population on health (related) ser-
vices, and also on health services obtained by a growing world middle-class. All 
this can provide initial large investments, an appeal of high investment of respective 
venture projects and long-term high demand for innovative products, thus a full set 
of favorable conditions for a powerful technological breakthrough will become 
available.  

  In the context of the problem of an    ageing     population we will consider some 
characteristics of the global fi nancial system.   

    The Crisis and the Characteristics of the Financial System 

 The 2008 crisis and subsequent years aggravated both fi nancial and economic, as 
well as some global social problems. One of the most important problems among 
them is the problem of secure social guarantees for the rapidly ageing population of 
the core of the World System. In each country the security of these guarantees is 
connected with stability of the world  fi nancial   system. 

 Let us recollect some important reasons of the global fi nancial economic crisis:

3   Some studies fi nd that health care costs of patients aged 75–84 years are almost twice as large as 
the costs of 65–74 years old patients; and the expenses on patients of the 85+ age group increase 
by more than three times  in comparison with the latter (Alemayehu & Warner,  2004 ; Fuchs,  1998 ). 
The cost of home care and short-term stay in the hospital also to a large degree depends on the 
patients’ age (Liang et al.,  1996 ). 
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•    Random and extremely rapid development of new fi nancial centers and fi nancial 
fl ows;  

•   Non-transparency of many fi nancial instruments, which led to the actual con-
cealment of risks and their global underestimation;  

•   An excessive level of public debt in many countries of the World System’s core 
and the global periphery combined with ineffective use of credits.    

 As has already been mentioned above in Chap.   3    , modern  fi nancial   instruments 
are fundamentally deleterious and only cause diverse troubles and that they are only 
benefi cial to fi nanciers and speculators. Thus, it would hardly be an exaggeration to 
maintain that the global crisis, as well as other events, demonstrated, in an espe-
cially salient way, the necessity for major changes of the system of regulation of 
international economic activities and the movements of world fi nancial fl ows. 

 Nevertheless, we believe that it is reasonable to speak not only about the negative 
role of the world fi nancial fl ows. On the whole, new fi nancial technologies decrease 
the risks in a rather effective way and expand opportunities to attract and accumu-
late enormous capitals, involve actors, and penetrate markets. 

 The positive effects of the new fi nancial technologies consist of the following:

    1.    A powerful expansion of the range of fi nancial instruments and products, which 
leads to the expanding opportunities to choose the most convenient fi nancial 
instrument.   

   2.    The standardization of fi nancial instruments and products provides a consider-
able time-saving for those who use fi nancial instruments; it makes it possible to 
purchase fi nancial securities without a detailed analysis of particular stocks; this 
leads to an increase in the number of participants by an order of magnitude.   

   3.    The institutionalization of the ways to minimize different individual and corpo-
rate risks. Some fi nancial innovations and new regulations help to minimize both 
the individual/corporate risks of unfulfi lled deals, decreasing prices, and also of 
bankruptcies in the framework of some stock markets.   

   4.    The increase in the number of  participants   and centers for the trade of fi nancial 
instruments. Modern fi nancial instruments have made it possible to include a 
great number of people via various special programs, mediators, and structures.     

 We also suppose that new fi nancial technologies and the modern fi nancial sector 
have also got such important positive functions as the ‘insurance’ of social guaran-
ties at the global scale. The matter is that the rejection of the gold standard resulted 
in the shift of the function of the protection of savings from an ‘independent’ guar-
antor (i.e., precious metals) to the state. However, there was no state left for the 
capital owners to entirely rely on as on a perfectly secure guarantor. 

 The absence of secure guarantees  is especially important in terms of the ways 
to preserve pension and other social funds . 

 The sharp increase in the  quantity   of capitals, the necessity to protect them 
against consequences of infl ation and to fi nd their profi table application are objec-
tively pushing the fi nancial market actors towards searching for new forms of fi nan-
cial activities. Generally, the faster the movements and transformations of fi nancial 
objects are, the better is the preservation of capitals. 
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 Another important point is the distribution of risks on the global scale. We 
observe growing opportunities to distribute risks among a larger number of partici-
pants and countries, to transform a relatively small number of initial fi nancial 
objects into a very large number of fi nancial products. This makes it possible to 
achieve the maximum diversifi cation by allowing people to choose convenient 
forms of fi nancial products and to change them whenever necessary. 

 The next point is the growth of fi nancial specialization (including various forms of 
deposit insurance) that supports diversifi cation and the possibilities for expansion.  

    Pensioners and Pension Funds 

 In 2010, there was one pensioner per four working- age   adults, whereas in 2025, 
according to the forecasts of the UN Population Division there will be less than three 
working-age adults per pensioner in the developed countries, and there exist even 
more pessimistic forecasts (see Fig.  6.7 ; see also the fi rst section of this chapter). 
This cannot but cause alarm. Who will fi ll the pension funds in the future? Who will 
fulfi ll the social obligations with respect to hundreds of millions of elderly voters?

  Fig. 6.7    Dynamics of number of pensioners aged 65 and older, per 100 working age adults aged 
25–64 years in the World System core, 1985–2050 with medium forecast of UN for the period till 
2050. ( Source : UN Population Division,  2016 )       
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   Here one should take into account that most pension funds are concentrated not 
in the state pension funds, but in thousands of private (non-state) pension funds 
(OECD,  2014b ) that rather actively search for the most secure and profi table invest-
ments. The amounts of money concentrated in pension and other funds are enor-
mous: dozens trillion US dollars (see, e.g., Штeфaн,  2008 ; OECD,  2014a ,  2014b , 
 2015 ; see also Fig.  6.8 ).

   In 2012, the  accumulations   in pension funds of the OECD countries amounted 
77.1 % of their GDP, but in 2013 this indicator mounted to 84.2 % (OECD,  2014b : 7). 

 Meanwhile, we observe in the global periphery a huge number of young adults; 
and it is extremely diffi cult to provide all of them with jobs and education (see 
Fig.  6.9 ).

   It is diffi cult or even impossible to solve this task without integrating the periph-
eral economies fully and as active partners into the World System economy as well 
as without diffusion of capitals and technologies from the core of the World System; 
in its turn, such integration cannot be achieved without the development of the 
world fi nancial system. The situation favors this in some respects because the 
 number of pensioners in the global periphery is still relatively small, the social obli-
gations with respect to them are relatively few, and only after a signifi cant period of 
time the problem of the pensioners’ support will become acute in those countries. 

 Consequently, the point is to  include   pension and other social funds into strate-
gies aiming on boosting the developing countries’ economies more actively. 4  It will 
assist the latter to provide jobs and education for the young people at present and 
will multiply the funds in the future. In this case under certain agreements between 

4   It is worth noting that they already participate in this process. Thus, in the large private retirement 
funds surveyed in 2014 by OECD staff, an average of 36.6 % of all capital were invested abroad 
(OECD,  2014a : 15), whereas more than a half of the surveyed large pension funds invested a part 
of their capitals in developing economies (OECD,  2014a : 13, 31, 43). 

  Fig. 6.8    Amounts of capital accumulated in the countries of OECD by 2013 by the main types of 
institutional investors (in trillions US dollars). ( Source:  OECD,  2014b : 7)       
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  Fig. 6.9     Young population   (aged 15–29 years old) of more and less developed regions, mlns, 
1950–2015. ( Source : UN Population Division,  2016 )       

developed and developing countries it will be possible to achieve a situation when 
the rising economies will allocate some assets to support the growing layer of older 
people in the West, the latter will act in this case as a rentier (recently Joseph Stiglitz 
has expressed similar ideas Stiglitz,  2015 ). 

 Then, there will be no  need   in the direct migration of millions of young people 
from the Third World to the First one; thus, there could emerge a sort of solidarity 
between different generations of the global world. Of course, such a system will 
demand considerable measures with respect to security and reliability of such 
investments. But at the same time, it would provide a certain convergence of differ-
ent countries’ interests. 

   Refl exions on a Possible Global Pension System 

 Thus, we may say that:

•    The participation of pension and insurance funds in fi nancial operations leads to 
the globalization of the social sphere.  

•   The countries that lack capital, but have large cohorts of young people, are more 
and more involved in a very important (though not quite apparent) process of 
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supporting the older population in the West through the unifi cation of the world 
fi nancial system, its standardization, and the search for ways to make it more fair 
and socially oriented.  

•   Modern fi nancial assets and fl ows became  global   and international; a consider-
able amount of money circulates within this system (though, of course, not all its 
participants make equal profi ts).  

•   At the same time, one should realize that a considerable part of the circulating 
money comes from social funds (in particular from the pension ones) and their 
loss can lead to disasters—the consequences are diffi cult to predict.  

•   Safe management of the global capital (in addition to its obvious economic and social 
merits) assures the safe future for the elderly and those who needs social protection.  

•   Therefore, the problem of institutional support of fi nancial globalization becomes 
more and more important.    

 Let us indicate some key points which clarify the opportunities and diffi culties of 
the suggested scheme; besides, let us outline some of the most important institu-
tional decisions which could help this scheme to function in practice. 

  First.  The pension monies play a certain role in the fi nancial system and depend 
on well-being and normal functioning of the latter. Money from pension funds is 
still one of the major systemic components of national and world fi nancial systems. 
Actually, this means that these are just pension funds that remain one of the leading 
traders buying government bonds, and also actively buying shares and other securi-
ties at stock markets. While the conservative investment policy of pension funds is 
quite reasonable in general, at the same time it makes them as well as many other 
 subsystems   of the fi nancial system highly dependent on the manipulations of the 
Central Bank, rating agencies and other actors. Particularly, the income of pension 
funds has considerably decreased in recent years due to defl ationary tendencies 
(see Grinin & Korotayev,  2014d , Гpинин и Кopoтaeв, 2015б) and low rates on the 
government debt securities (as the government pays low interests rates to pension 
funds on the most reliable debt bonds). 

  Second.  The permanent crisis in the fi nancial system is able to radically under-
mine the solidity of pension funds. The latter have actively invested in securities; 
therefore, the cost of their assets largely depends on the price of securities. On the 
one hand, the governmental authorities and fi nancial speculators wish to manipulate 
this cost and its artifi cial high price (e.g., the so-called buyback transaction of the 
securities by fi rms), and on the other hand, in case of crisis the assets’ slump can be 
quite serious. For example, while in 2007 the asset value of US pension funds 
amounted to 78.0 % of the American GDP, during the crisis in 2008 it dropped to 
59.6 % of GDP. The  situation   returned to pre-crisis level only in 2013 (OECD,  2015 : 
Funded Pensions Indicators: Occupational pension funds’ assets as a per cent of 
GDP); in other words, pension contributions have become entirely dependent on the 
economic situation. Therefore, we need some mechanisms of preserving accumula-
tions, including the opportunity to lean on the world fi nancial system. 

  Third.  As we have said earlier, today the secure preservation of the value of accu-
mulated funds depends on the speed of their circulation. However, fi nances do not 
exist by themselves, they can hardly break for a long time from the productive foun-
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dation and have to rely on real production (the increasing separation of the fi nancial 
system from production is one of the main problems of the current situation which 
is largely supported by the monetarist doctrine). Thus, we face the necessity of driv-
ing the fi nances (and pension money) beyond national borders. Especially at pres-
ent, since the production is rather actively moved to the global periphery. Therefore, 
no wonder that many pension funds invest into emerging markets to increase their 
income (OECD,  2014a : 15). Only few funds do not invest in foreign assets, while 
some, on the contrary, invest a large amount of their capital abroad (Ibidem). 
Certainly, the foreign investments do not always imply investments into countries 
of the global periphery. Nevertheless, some investment is made there, and thus, the 
proposed scheme already functions in a certain way. But we can face several serious 
problems. First, this is most often ‘short’, in fact, speculative money, whereas gen-
erally these are long-term investments can serve as real source of economic devel-
opment and income. Second, this money is almost the fi rst to leave the emerging 
markets because of their volatility (not least connected with the policy of FRS and 
ECB) and fully justifi ed conservatism of pension funds; and this also increases the 
volatility. Third, the emerging markets certainly offer less guarantees than the 
developed ones, and therefore, the cautiousness of the funds is fully justifi ed. 

  Fourth . For an effective  functioning   of the proposed scheme some high-level 
agreements are necessary. Here various forms could be used, for example, invest-
ment of money of pension funds in the assets of the largest international fi nancial 
institutions as the IMF, WB, ADB, etc. These investments would be non-voting, but 
there the money would be much more secure, and special obligations could guaran-
tee that these funds would be allocated to increase the level of education and quali-
fi cation of young people in the global periphery. 

 It would be quite reasonable to develop some global organizations for the sake of 
cooperation between pension and other funds, as well as establishing common insur-
ance funds that will make it possible to support countries in case of a crisis. It would be 
possible to establish an International Pension Fund or something that can guarantee 
fi nancial  transfers   so that the assets of the ‘older’ population of some countries could 
help to raise the economy in the countries with a ‘young’ population, thus accumulat-
ing funds for donor countries for the future. Some specifi c arrangements between coun-
tries with certain guarantees for safety of funds would seem rather appropriate. In brief, 
there could be many options. But the main problem is that despite the fast population 
ageing, the versions of global solution for the problem are barely considered. 

 The Russian philosopher, Alexander Zinoviev, deported to Germany in the 
1970s, quite accurately described the Western society as a society of monetary total-
itarianism (Зинoвьeв,  2003 ) where the mechanism, realizing and preserving it, had 
reached enormous scales and had become one of the most important pillars of the 
society. This mechanism was established during the period of the gold standard and 
after its discontinuation the scale of the fi nancial sector has grown tremendously, 
spreading all over the world. In fact, a new huge sector of fi nancial services emerged 
which in some countries amounts to 25–30 % of the GDP. But the importance of this 
sector will increase in almost all countries, and will also involve their most impor-
tant social functions. 
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 Hence, the issue of the  institutional   support of the fi nancial globalization becomes 
more and more important. We can speak about an extraordinary importance of the 
reliability and controllability of this system. Changes should include the increasing 
coordination between governments and unifi ed international legislation which regu-
lates fi nancial activities and movements. Besides, one should take into account that 
today the developed countries generally get more benefi ts from this system and 
constantly use it to solve their national issues (thus, affecting the whole world) and 
they use it also willingly as a means to infl uence other countries' economies. 

 We suppose that important guarantees for the future Western pensioners will con-
sist in the development pattern of the global economy which should transform into a 
single organism. Thus, the global fi nancial system would become strong but will be 
used neither to get the global periphery under control nor as a means to collapse the 
economies of the Third World countries, nor as a means of unwarranted sanctions and 
suppression of societies and regimes which the West considers uneasy. There should 
occur some transformations in the global fi nancial system that would take into account 
the growing economies' interests and thus allow the global periphery to more actively 
use the social funds accumulated by the World System core. And at the same time, this 
will prevent certain governments from expropriating the invested funds.  

   Changing Global Order and the World System Reconfi guration 

 Actually, the world needs a new  system   of fi nancial-economic regulation at the global 
scale. However, such a global regulation cannot emerge from nowhere. It can be real-
ized only in the fi ght against the crisis-depressive phenomena, and as a result of the 
reconfi guration of the World System, as both its result and as one of its drivers. 

  Globalization   over the last three or four decades has produced a signifi cant 
impact on the system of the world order (see Grinin, Ilyin, & Andreev,  2016 ; Гpинин, 
 2015 ,  2016 ). First it destroyed the world order that had emerged after World War 
II. Furthermore, globalization has  contributed   to the establishment of a total hege-
mony of the US and the West in general; but subsequently it began to change the 
balance of economic power in the world in favor of the global periphery (see Aкaeв, 
 2015 ; Caдoвничий и др., 2014; Grinin & Korotayev,  2015a ,  2015b ; Кopoтaeв, 
 2013 ,  2014 ,  2015a , 2015б, 2015в; Коротаев, Малков, Божевольнов и Халтурина, 
2010; Korotayev & de Munck,  2013 , 2014; Кopoтaeв и Xaлтуpинa,  2009 ; 
Korotayev & Zinkina,  2014 ; Korotayev, Goldstone, & Zinkina,  2015 ; Korotayev, 
Zinkina, Kobzeva, Bogevolnov et al.,  2011 , 2012; Maлкoв, Бoжeвoльнoв et al., 
 2010 ; Maлкoв, Кopoтaeв и Бoжeвoльнoв,  2010 ; Гpинин, 2013б, 2013в; Zinkina, 
Malkov, & Korotayev,  2014 ). 

 Changes in the global economic balance of power sooner or later entail changing 
the world order, but this transformation will take quite a long time and is likely 
associated with increased tensions and confl icts (see below). 

 Our assumptions about the principles of the new world order are based on the 
following fi ndings (see Grinin,  2011 ,  2012a ,  2012b ; Grinin & Korotayev,  2010b , 
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 2015a ; Grinin, Ilyin, & Andreev,  2016 ; Гpинин,  2009a ,  2015 ,  2016 ; see also 
Kissinger,  1994 ,  2001 ,  2014 , 2015). Firstly, the US cannot be replaced by any new 
hegemon that would  have   the same set of leadership roles that the United States 
have today. Second, the weakening of the leadership capabilities of the United 
States is inevitable and will become more and more noticeable in the forthcoming 
years. However, the US will possess a number of advantages for quite a long time 
(see, e.g., Bremmer,  2015 ; Zakaria,  2008 ). Thirdly, the world is to some extent 
interested in a sort of soft US leadership, but not in the USA dictatorship, whose 
mission is to undermine the power of the opponents by any possible means. Fourthly, 
for the transition to the new world order the global community will have to search 
for new principles and conditions, to create precedents and desired combinations 
(Grinin, Ilyin, & Andreev,  2016 ; Гpинин,  2016 ). Therefore, the search will be dif-
fi cult and long. Fifthly, the movement to the new world order is likely to involve a 
temporary increase of turbulence and confl ict, as well as competition between dif-
ferent versions of the new world order. 

 Why is the growth of disorder at the transition phase more likely than a soft tran-
sition? First of all, the transition to a new world order requires wisdom on the part 
of the administration of all the states, but, especially, the US administration. Wisdom 
has always been a scarce quality within the political elite. However, there are deeper 
reasons. A radical change in the balance of economic power in the world, which we 
mentioned above, creates objective conditions for a  revision   of the world order. 
However, it does not entail the automatic change in the military-political balance. 
For this purpose, as already mentioned in  Chap.     5     , it is required, “pulling up” the 
political component of global development (political globalization) to the economic 
component. We have denoted the inevitable narrowing of the gap between economic 
and political globalization as “the World System reconfi guration” (see the previous 
chapter, as well as Grinin & Korotayev,  2012a ,  2012b ,  2015a ; Гpинин, 2012б; 
Гpинин, Иcaeв, и Кopoтaeв,  2016 ). 

 The main vectors of this reconfi guration are the weakening of the old center of 
the World System (the US and the West), the simultaneous strengthening of the 
positions of a number of peripheral countries and the increasing role of developing 
 countries   in general. It should be borne in mind that the catch-up of political dimen-
sion to economic globalization occurs in spurts and implies more or less acute polit-
ical and geopolitical crises in various regions. We consider the crises and turmoil in 
the Middle East and Ukraine, precisely as such geopolitical “reconfi guration crises” 
that demand changes in the world order. At the same time, emergence of powerful 
and probably sudden crises in different societies or regions becomes more probable. 
Their unpredictability may be akin to the one of a major earthquake. And, continu-
ing the geological comparison, it should be noted that just as the tectonic shifts take 
place under the most mobile of the crust and on the boundary of tectonic plates, this 
sort if reconfi guration crises also arise in regions and societies that are the least 
stable and that are situated at the junction of “geopolitical plates”. Both the Middle 
East and Ukraine belong to such regions. Therefore it can be assumed that very 
signifi cant changes will occur in the peripheral countries, which, metaphorically 
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speaking, lie at the intersection of “geopolitical plates”. Among other such regions 
one may name the Caucasus and Central Asia, Western China (Tibet and Xinjiang), 
West Africa (at the intersection of Islamic and Tropical Africa), some regions of 
South America. These are quite unstable regions, which already manifested some 
symptoms of reconfi guration crises or such crises may occur there in the near (but 
this, of course, does not mean that they will occur their inevitably). But crises can 
occur in places that seemed quite stable at the outset.  

   Once Again about the Sixth K-wave and Cybernetic Revolution 

 In conclusion of this chapter and the present monograph in general, we fi nd it appro-
priate to return to our forecasts on the future of the sixth K-wave and the overall 
future of Kondratieff waves. 

 So the sixth K-wave will  probably   begin approximately in the 2020s. Meanwhile 
the fi nal phase of the Cybernetic Revolution has to begin later, at least, in the 2030s 
or 2040s. Thus, we suppose, that a new technological paradigm will not develop in 
a necessary form even by the 2020s (thus, the innovative pause will take longer than 
expected—see  Chap.     5     ). However, it should be kept in mind that the beginning of 
the K-wave upswing phase is never directly caused by new technologies. This 
beginning is synchronized with the start of the medium-term business cycle's 
upswing. And the upswing takes place as a result of the levelling of proportions in 
economy, the accumulation of resources and other impulses that improve demand 
and conjuncture. One should remember, that the beginning of the second K-wave 
was connected with the discovery of gold deposits in California and Australia, the 
third wave with the increase in prices for wheat, the fourth one with the post-war 
reconstruction, the fi fth one with the economic reforms in the UK and the USA, as 
well as oil price shocks. And then, given an upswing, a new technological paradigm 
(which could not completely—if at all—realize its potential) facilitates overcoming 
of cyclic crises and allows further growth. 

 Consequently, some conjunctural events will also stimulate an upward impulse 
of the sixth K-wave. And, for example, the rapid growth of the underdeveloped 
world regions (such as Tropical Africa, the Islamic East, and some Latin American 
countries) or new  fi nancial   and organizational technologies can become a primary 
impulse. Naturally, there will also appear some technical and technological innova-
tions which, however, will not form a new paradigm yet. Besides, we suppose that 
fi nancial technologies have not fi nished yet its expansion in the world. If we can 
modify and secure them somehow, they will be able to spread into various regions 
which underuse them now. One should not forget that large-scale application of 
such technologies demands essential changes in legal and other systems, which is 
absolutely necessary for developmental levelling in the world. Taking into account 
a delay of the new generation of technologies, the period of the 2020s may resemble 
the 1980s. In other words, it will be neither a recession, nor a real upswing, but 
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rather somehow accelerated development (with stronger development in some 
regions and continuous depression in others—see Figs.   2.8    ;   2.13    ;   2.14     in  Chap.     2     ). 

 Then, given the favorable conditions as they had been mentioned above, during 
this wave the fi nal phase of the Cybernetic Revolution will begin. In such a situation 
it is possible to assume that the sixth K-wave’s A-phase (the 2020–2050s) will have 
much stronger manifestation and last longer than that of the fi fth one due to more 
dense combination of technological generations. And since the Cybernetic 
Revolution will evolve, the sixth K-wave’s downward B-phase (2050—the 
2060/2070s), is expected to be not so depressive, as those during the third or fi fth 
waves. In  general  , during this K-wave (2020—the 2060/2070s) the Scientifi c and 
Information Revolution will come to an end, and the scientifi c and cybernetic pro-
duction principle will acquire its mature shape.  

    There Is Another Scenario 

 The fi nal phase of the  Cybernetic Revolution   can begin later—not in the 2030s, but 
in the 2040s. In this case the A-phase of the sixth wave will terminate much before 
the beginning of the fi nal phase of the Cybernetic Revolution; therefore, it will not 
be based on fundamentally new technologies and will not become so powerful as is 
supposed in the previous scenario. The fi nal phase of the Cybernetic Revolution in 
this case will coincide with the B-phase of the sixth wave (as it was the case with 
the zero wave during the Industrial Revolution, 1760–1787—see  Chaps.     1      and    5     ) 
and at the A-phase of the seventh wave. In this case the emergence of the seventh 
wave is highly possible. The B-phase of the sixth wave should be rather short due to 
the emergence of a new generation of technologies, and the A-phase of the seventh 
wave could be rather long and powerful.   

    The End of the Cybernetic Revolution and Possible 
Disappearance of K-Waves 

 The sixth K-wave (about 2020—the 2060/2070s), like the fi rst K-wave, will pro-
ceed generally during completion of the production  revolution   (see  Chap.     5     ). 
However, there is an important difference. During the fi rst K-wave the duration of 
the one phase of the industrial production principle signifi cantly exceeded the duration 
of the whole K-wave. But now one phase of the K-wave will exceed the duration of 
one phase of production principle. This alone should essentially modify the course 
of the sixth K-wave; the seventh wave will be feebly expressed or will not occur at 
all (on the possibility of the other scenario see above). Such a forecast is based also 
on the fact that the end of the Cybernetic Revolution and distribution of its results 
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will promote integration of the World System and a considerable growth of infl u-
ence of new universal regulation mechanisms. It is quite reasonable, taking into 
account the fact that the forthcoming fi nal phase of the revolution will be the revolu-
tion in the regulation of systems. Thus, the management of the economy should 
reach a new level.  K-waves appeared at a certain phase of global evolution and they 
are likely to disappear at its certain phase.        
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                          Appendix A: Biographies of Nikolay Kondratieff 
and Kaname Akamatsu 1  

    Nikolay     D.     Kondratieff    

 Nikolay Dmitrievich Kondratieff was born on the 17th March, 1892 in the village 
of Galuevskaya, Kostroma Governorate, into a peasant family. 2  He was the eldest 
among ten other children of his parents. After he had fi nished his primary school, 
Nikolay entered a teachers training seminary where he befriended Pitirim Sorokin 
(who later became a world-famous sociologist as well as a founder of the Sociology 
Department in the Harvard University). This friendship continued throughout their 
life; in addition, until  Sorokin’s   emigration they were tied together by political 
activities. During the First Russian Revolution (1905–1907) Nikolay joined the 
Party of Socialists-Revolutionaries, with which he remained connected for many 
years; he became deeply involved in revolutionary activities. As a result he was 
expelled from the seminary and had to go to Ukraine, where he continued his educa-
tion. In 1908 he decided to study in Saint Petersburg and in 1910 he entered the 
Department of Economics of the University Faculty of Law. Nikolay attended 
classes of such brilliant scholars as Mikhail Tugan-Baranovsky, Maksim Kovalevsky, 
Leon Petrazycki and others; he continued contacts with them long after the gradua-
tion. Nikolay soon started his own research and in 1912–1914, while still being a 
student, he published more than 20 articles, reviews and other works. In 1915 he 
graduated from the University with a diploma of the First Grade. The same year he 
published his fi rst monograph which was met with positive reviews in the academic 

1   This appendix has been prepared with support of the Russian Foundation for the Humanities 
(Project No. 14-02-00330). 
2   Depicting Kondratieff’s biography hereinafter we use the following works: Cимoнoв и 
Фигуpoвcкaя,  1991 , Cимoнoв и Фигуpoвcкaя, 1993; Якoвeц,  2002 ; Блaгиx,  1993 ,  1994 ; 
Eфимкин,  1991 ; Гopбунoв и Шутoв,  1994 ; Aбaлкин, 1992. We have used also ‘Letters of 
N. D. Kondratieff to E. D. Kondratieffa (1932–1938)’ (Кoндpaтьeв,  1991б  [1932–1938]); 
Curriculum vitae of N. D. Kondratieff ( Idem  1991a) and other materials. 
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press. The talented graduate was left to work in the University. In the same time he 
worked as the Head of Statistics Department of the Petrograd Zemgor. 3  

 During all those years Nikolay continued to be actively involved in  illegal revo-
lutionary activities  ; in the revolutionary underground he got to know a number of 
future imminent politicians, including the ones belonging to the Bolshevik Party. It 
is not surprising that since the fi rst days of the February Revolution Kondratieff took 
an active part in those stormy events as a member of the Party of Socialists- 
Revolutionaries. The year 1917 was the peak of his political carrier. In October 
1917 at the age of 25 he became a Deputy Minister of Supply in the Provisional 
Government of Alexander Kerensky. However, he occupied this position just for a 
few days. Everything changed with the Bolshevik Revolution of October 1917. 
After it Kondratieff continued his political activities for some time, but he fi nally 
stopped taking any active part in politics after the dissolution of the All Russian 
Constituent Assembly in January 1918. He moved to Moscow where he served as 
an economist in various state departments, combining this activity with teaching. 

 1918 was a tragic year; it was a turning point in the  Russian history  . Kondratieff 
hardly published any academic research that year. 4  On the other hand, he estab-
lished contacts with a number of well-known economists (Alexander Chayanov, the 
founder of modern Peasant Studies, was one of them). Chayanov invited Kondratieff 
to head the Laboratory of Agrarian Conjuncture in the Institute of Agrarian 
Economics and Politics that he organized in 1919. In October 1920 the 
Macroeconomic Conjuncture Institute was established on the basis of the laboratory 
and Kondratieff was appointed its director. He also continued his teaching activities. 
In the early 1920s the Bolsheviks abandoned their policy of so-called Military 
Communism (which implied a direct coercive extraction of resources from peasant 
households) and introduced the New Economic Policy (NEP); in connection with 
this the Soviet authorities employed Kondratieff for work over the identifi cation of 
the optimum norms of peasant taxation, and later over the 5-year plan of agricultural 
development. He also studied the issues of cereal crop prices and trade and entered 
the civil service as the Head of the Administration for Agrarian Economy and Policy 
of the People’s Commissariat (= Ministry) of Agriculture. 

 In the early 1920s Kondratieff was arrested for the fi rst time after October 1917. 
That was a grim signal, revealing the real attitude of the Communist power toward 
such intellectuals as Kondratieff. However, this imprisonment had no serious con-
sequences, and Kondratieff apparently considered it as a mere mistake. There were 
evident grounds to think so. His carrier went up; in 1924 he was even allowed to 
undertake a long trip abroad together with his wife. He visited Germany, Britain, 
Canada, and the USA. It was during this trip that he met for the last time his old 
friend Pitirim Sorokin; Pitirim suggested that Kondratieff could get a position as 

3   Zemgor ( Зeмгop  or  Oбъeдинённый кoмитeт Зeмcкoгo coюзa и Coюзa гopoдoв ; literally 
 United Committee of the Union of Zemstvos and the Union of Towns ) was a Russian organization 
created in 1915 to help the government in World War I effort. 
4   In 1918 he published only two politically motivated texts. One of them had a rather symptomatic 
title—‘On the Way to Famine’ (Кoндpaтьeв, 1918a), the other’s title was ‘The Year of Revolution 
from an Economic Point of View’ ( Ibid .). 
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departmental head in one of the American universities. Yet, Kondratieff declined 
this offer, as he believed that his place was in Russia. Though Kondratieff made a 
number of successful forecasts, he could not forecast his own fate … 

 In the 6-year period between 1922 and 1928 all main works of Kondratieff con-
taining really new ideas appeared. A renowned scholar of  Kondratieff's life and 
research  , Yuri Yakovets notes: ‘his market analysis, his system of indexes, his aca-
demic research paved new ways of deep economic analysis, it got a wide recogni-
tion both in our country and abroad’ (Якoвeц,  2002a , p. 711). 

 Among his rather numerous publications we would single out the following:  The 
World Economy and Its    Conjunctures     During and After the War  (Кoндpaтьeв,  1922 ); a 
book on Tugan-Baranovsky (Кoндpaтьeв,  1923 ); the article ‘Concepts of Economic 
Statics, Dynamics and Conjuncture’ (Кoндpaтьeв,  1924 ); the article ‘Long Cycles of 
Economic Conjuncture’ (Кoндpaтьeв,  1925 ); the report ‘World Economy, 1919–1925: 
Current State and Main Development Trends’ (Кoндpaтьeв,  1926в ) and his seminal 
article ‘The Problem of Foresight’ (Кoндpaтьeв,  1926б ); fi nally, he published also the 
article ‘Critical Notes on the Plan of National Economic Development’ (Кoндpaтьeв, 
 1927 ) and a separate issue of  Long Cycles of Economic Conjuncture  (Кoндpaтьeв, 
 1928 , based on the materials of 1926 discussion, see below). 5  Kondratieff’s views on 
long waves (as well as on other problems) faced rather tough criticism on the part of 
Soviet economists. He noted himself in one of his letters from the prison to his wife that 
his publications ‘provoked storms’ (Кoндpaтьeв,  1991б  [1932–1938], p. 541). 

 The year 1926 was marked with a famous discussion on the issue of ‘big cycles’ 
where a number of prominent Soviet economists acted as  Kondratieff’s opponents  . 6  
This discussion marked a sharp turn in Kondratieff's academic carrier and infl u-
enced defi nitively his fate. Kondratieff’s presentation  The Long Cycles of Economic 
Conjuncture  (Бoльшиe циклы кoнъюнктуpы) as well as his fi nal word contained 
the essence of his views on the nature and mechanisms of the long wave dynamics. 
Kondratieff’s ideas were confronted with a sharp critique on the part of his oppo-
nents. Note that this critique could be only partly explained by the toughening polit-
ical and ideological pressure in the country. It was also explained by the unusualness 
of some Kondratieff’s ideas, as well as by some rather complex techniques applied 
by Kondratieff in order to detect long waves in the dynamics of various indexes. 
Indeed, in certain respects Kondratieff’s methodology was not quite perfect, and in 
certain aspects criticism of his opponents was quite objective. However, as hap-
pened quite often in the history of science, the opponents failed to see wider per-
spectives beyond smaller defects. The arguments of Kondratieff’s opponents did 
not shake his position; till the end of his life he was sure about the importance of his 
forecasts. There was a certain irony in the fact that he could see the confi rmation of 
some of his ideas while already being in prison. In 1934 he wrote in one of the let-
ters to his wife: ‘I try to follow the course of the world economic development (as 

5   A considerable number of Kondratieff’s works have been translated into English (see,  e.g.,  
Kondratieff,  1935 ,  1984 ,  1998 ,  2004 ). 
6   This discussion was organized in February 1926 in the Institute of Economics of the Russian 
Association of Social Science Institutes with Dmitry Oparin as Kondratieff’s principal opponent 
(for more detail see Гpинин и Кopoтaeв  2014a , 2014б; Grinin, Devezas, & Korotayev  2012 ). 
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much as I can get relevant data from the press), and I think that some of my ideas 
and forecasts that are based on them have been successfully tested and joined the 
fund of recognized facts…’ (Кoндpaтьeв, 1991б [1932–1938], p. 546). 

 Kondratieff’s analysis concentrated on  value-dominated statistical series  , that is, 
money, production, trade and wages. They do not move necessarily with the same 
periodicity as other driving factors of the economy, but they provide a ‘thermome-
ter’ to measure the ‘heat’ of economy (prices), which move in phase with other 
series and essentially refl ect the underlying forces in a capitalist economy, rising 
and falling with supply and demand. In other words, Kondratieff’s ideas that a capi-
talist economy is subjected to periodic fl uctuations did not please in any way the 
communist economists, for it implied that the economic crisis which then approached 
(and worsened in the 1930s) would be just another provisional oscillation of the 
capitalist economy, and not its ultimate demise as the Bolsheviks theorists wanted 
to see. This was the true origin of the contradiction between Kondratieff and his 
opponents, and Kondratieff refused to deny his ideas, as they were based on very 
robust empirical evidence. 

 The present short biographic sketch is not an appropriate place to analyze 
Kondratieff’s ideas in any detail—this has already been done elsewhere—starting 
from the works of Schumpeter ( 1939 ) and Kuznets ( 1940 ). Kondratieff published 
his research on a rather wide range of topics. However, in the history of the world 
economic thought he will remain above all as the economist that launched the the-
ory of long economic cycles (with a characteristic period of 40–60 years) that mani-
fest themselves in a number of very important  economic and physical indicators  . 

 Though many contradictions still exist regarding the details and regularity of 
these long-term fl uctuations of the global economy, it is hard to deny the fact that 
these fl uctuations have happened all along the last two centuries, or even in earlier 
periods. Kondratieff was, perhaps, wrong in certain respects, and some of the elimi-
nations that he applied to his graphs in order to demonstrate the presence of the long 
waves are far from being fully justifi ed, his main discovery remains intact. 

 Copernicus believed that the orbits of the planets around the Sun have round 
shapes; later Johannes Kepler demonstrated that the shape of those orbits was 
 elliptical. However, this did not make Copernicus' discovery less revolutionary. The 
 redshift velocity   has turned out to be much higher than was believed by Edwin 
Hubble, but this does not undermine the validity of Hubble’s law and the birth of the 
idea of the Big Bang. Kondratieff launched the seeds of today’s burgeoning evolu-
tionary economics that permeates the general conception of the World System as a 
self- organizing complex system that moves forwards at the edge of chaos, out of 
equilibrium, subjected to typical limit-cycle oscillations. Kondratieff could not have 
imagined this ‘complexity’ that arose from the fl uctuations that he detected, as well 
as Copernicus could not have imagined Newton's law that governed the regularity 
of the planetary movements that he had detected, or Hubble could not have imag-
ined todays ‘dark matter’ theory that was developed to explain the apparently never 
ending expansion of the universe that he has once detected. 

 The year 1927 was actually the last real year of the New Economic Policy in the 
USSR. 1928 marked the end of the period of rather limited economic freedom and 
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it is correlated with the  catastrophic shrinking   of the minimum creative freedom that 
was still left for the intellectuals, including the possibility to travel abroad, to have 
contacts with foreign scientists, to get published abroad. It was within these rather 
limited possibilities that the world happened to know about Kondratieff long wave 
theory, for he managed to publish a number of his works in European languages 
within the narrow ‘opportunity window’ open to him at that time—fi rst of all, ‘Die 
langen Wellen der Konjunktur’ in  Archiv für Sozialwissenschaft und Sozialpolitik  
(1926, pp. 573–609). 

 Stalin and the new clique of the Bolshevik leaders headed to the most rapid 
 industrialization and militarization  . Such a forced industrialization could only be 
carried out through a radical increase in the gross fi xed capital formation, through 
the acquisition of huge amounts of modern machinery and industrial equipment. In 
order to do this Stalin needed enormous sums of hard currency, and to get this cur-
rency it was necessary to radically increase volumes of wheat exports. Wheat was 
also necessary to supply basic needs for the fast-growing urban population (includ-
ing the fast-growing ‘working class’). The Soviets/Stalin refused to buy wheat from 
peasants at normal prices, whereas it was impossible (and actually suicidal) for 
peasants to sell wheat at prices lower than standard market prices. This created a 
sort of deadlock for the Bolsheviks. 

 In order to escape from it they headed to the coercive expropriation of the “peas-
ants’ land” to transform them into a sort of state’s slaves. Peasants were forced to 
enter ‘collective farms’ that had to sell agricultural products at a token price. The 
 radical transition   in this direction began in the fall of 1929. However, this was pre-
ceded by fi erce battles within the Communist Party leadership, which, naturally, 
involved a signifi cant part of the expert community of that time. The aim of that 
struggle was not only to determine the course of the further movement of the coun-
try; this was also a struggle for power—and so it was extremely fi erce. Kondratieff 
was one of its victims—in addition to, say, numerous other economists who did not 
want to become Stalin's academic slaves whose academic reputation was supposed 
to be used in order to strengthen the authority of the Soviet power to perform total 
coercion over the people. 

 Such economists then became an obstacle with all their ideas about the stimula-
tion of peasants’ economic initiative, optimum (not forced!) industrialization, 
decreasing the burden of taxation, and so on. Effi cient hard working farmers were 
called kulaks—this word denoted the ‘class enemy’ in the countryside. In 1927 the 
ideas of Kondratieff and his colleagues were proclaimed ‘Kulak Party Manifesto’ 
(this was the title of an article published by one of the Bolshevik leaders, Zinoviev, 
in the  Bolshevik  Magazine). Kondratieff felt an ice breath of execution, for it was 
evident that his  political position   could cost him freedom and even life. 

 In 1928, Stalin, Molotov, and Kaganovich crashed the so-called ‘Right-Wing 
Faction’ within the  Soviet Communist Party   (headed by such veteran party com-
rades as Bukharin, Rykov and others); independently minded agrarian economists 
and sociologists were repressed simultaneously. On May 1, 1928, Kondratieff was 
fi red from the Conjuncture Institute, and the institute itself was closed down soon 
afterwards. Kondratieff continued his formal academic research for 2 more years, 
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but he had already fallen into disgrace with the Soviet authorities, and he could 
hardly publish anything. One could imagine his psychological distress, all those 
feeling of oppressive clouds that were thickening over him. However, still greater 
sufferings were awaiting him. The year 1929 became known in the offi cial Soviet 
historiography as ‘the year of the great turn’, or ‘the year of the great break’. 
Millions of peasants were coerced to join collective farms, they were robbed of their 
lands and livestock; hundreds of thousands of the most effi cient farmers (kulaks) 
were stripped of all their possessions and evicted to inhospitable areas of Siberia, 
European North, and Kazakhstan, where a very high proportion of them starved to 
death. The ‘collectivization’ led to catastrophic failures in the Russian agriculture 
and wide-spread famine, but Stalin’s administration tried to maneuver. They tried to 
avoid social explosions and to blame the others for Stalinists’ failures. It was neces-
sary to invent such enemies to be blamed. One of such invented enemies was the 
so-called ‘Labor Peasant Party’ that never existed in reality but was fabricated by 
the Joint State Political Directorate (Soviet secret services). Almost all the indepen-
dently minded agrarian economists and sociologists were accused of being active 
members of this fi ctitious party and arrested. Nikolay Kondratieff was one of 
them—he was arrested in June 1930. The trial of the ‘kulak-professors’ was fi n-
ished in 1932 and Kondratieff was sentenced to eight years of prison. He was 
imprisoned in Suzdal, in a building of one of Suzdal monasteries that was turned 
into a political prison (called at that time ‘political isolator’). 

 During all his years in prison Kondratieff continued to work (as far as this was 
possible) on his book that was published (many decades afterwards) under the title 
 “Main Issues of Statics and Dynamics in Economics”   (“Ocнoвныe пpoблeмы 
экoнoмичecкoй cтaтики и динaмики” [Кoндpaтьeв,  1991a ]). However, 
Kondratieff’s health and moral conditions deteriorated very fast; his letters provide 
the best evidence on this point. In late 1932 he wrote (one cannot exclude, however, 
that the text was somehow infl uenced by his fear of censorship): ‘The Suzdal 
Political Prison makes an impression of a rather well-organized and civilized custo-
dial’ (Кoндpaтьeв,  1991б  [1932–1938], p. 535). However, two years later the con-
tents of his messages changed in a rather signifi cant way. Kondratieff still tried to 
keep up, but quite often he was in despair. For example, he wrote: ‘It is impossible 
to do anything really serious in prison’ (Кoндpaтьeв,  1991б  [1932–1938], p. 546). 
‘This is a place where the human life and thought is the most devalued value’ 
(Ibidem). However,  when   despair went, he continued to work. Yet, terrible condi-
tions and isolation took their toll. Kondratieff’s health deteriorated, he felt physical 
weakness that decreased dramatically his capacity for intellectual work. The prison 
regime became tougher and tougher, and nutrition worsened. However, the psycho-
logical desire to work remained and Kondratieff continued his struggle; he still 
hoped to get amnesty or a reduction of sentence. 

 In 1937 he spent a few months in the  prison hospital  ; doctors detected four seri-
ous diseases; in addition his sight weakened dramatically. As a result, he felt neither 
energy nor desire to continue his studies (Кoндpaтьeв,  1991б  [1932–1938], p. 558). 
All the remaining forces were spent in order to struggle with diseases. ‘The mood is 
very and very upset and strained… There is something wrong with my head. 
Continuing weakness… From time to time I feel attacks of enormous depression, 
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despair, and disease’, – he wrote in July 1938 (Кoндpaтьeв, 1991б [1932–1938], 
p. 560). But even in such a condition he continued to read. Reading, as he wrote, ‘no 
doubt counteracts the disease’ (Ibidem, p. 561). 

 While he was suffering and struggling with his illness in  Stalin's political prison  , 
while the dissemination of Kondratieff’s ideas was strictly prohibited in Russia, his 
ideas still started the life of their own. In 1929 Wesley Mitchell in a new edition of 
his Business Cycles allotted quite a few pages to the discussion of Kondratieff's 
work on long wave dynamics (Mitchell,  1927 , pp. 231–235); Mitchell’s discussion 
was positive and the author came to the conclusion that Kondratieff’s work had 
opened promising perspectives for future research (Ibidem, p. 234). In late 1934 
Kondratieff’s morale was greatly supported when he happened to read a part of 
Fisher’s article dedicated to the analysis of his ideas. In 1935 a short version of his 
article ‘The Long Wave in Economic Life’ was published in English in the Review 
of Economics and Statistics (Kondratieff,  1935 ). Joseph Schumpeter, a famous 
Austrian-American economist, got rather interested in Kondratieff’s theory and this 
had especially important consequences to the posterity. 

 Mikhail Bulgakov, a famous Russian writer and Kondratieff’s contemporary 
(whose fate was also rather tragic) wrote in those years: ‘Manuscripts do not burn’. 
He meant that really creative works can never be entirely silenced, and that really 
creative ideas should become known sooner or later (note that Bulgakov’s novel 
containing the above-mentioned phrase was published only a few decades after it 
had been written, well after Bulgakov’s death). Just in that very period when 
Kondratieff felt ‘the inexorable advent’ of his fate (Кoндpaтьeв,  1991б  [1932–
1938], p. 541) and despair from the sense that all his efforts had been dissipated 
pointlessly (Кoндpaтьeв,  1991б  [1932–1938], p. 560), his ideas started to acquire 
immortality. It is interesting to note that the rather terrifying atmosphere of those 
years contributed to the positive reception of  Kondratieff’s long cycle theory  . The 
world was quaking with economic crises, depressions, unemployment, stock 
exchange crashes and their concomitants. There was a need of new ideas and theo-
ries that could explain the unusually long depressions and stagnations. That was the 
time when a new  economic science formed by such great economists as Keynes, 
Kuznets, and Schumpeter. Kondratieff’s theory took its place among these new 
emerging ideas. 

 In the  USSR   the state terror reached its apogee. In 1937 and 1938 thousands of 
talented intellectuals, artists, writers, and scientists were executed or tormented to 
death. Special measures were taken with respect to those who were already in 
prison, who were about to go out of prison. Nobody really intended to give them 
freedom. Instead, authorities tried to invent new cases, new accusations resulting in 
death sentences—they were usually announced as ‘ten years in prison without the 
right of correspondence’, but the convicted people were executed almost immedi-
ately after the announcement of their sentences, whereas his or her relatives for ten 
poignant years still hoped to see the prisoner alive. On September 17, 1938, Nikolay 
Kondratieff was sentenced precisely to ‘ten years in prison without the right of cor-
respondence’. That meant: he was shot by a fi ring squad the same day. 

 This was the end of the life of political prisoner Kondratieff, but the life of 
 scientist Kondratieff entered its new phase. In 1937 in  Japan Kaname Akamatsu   
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published an article that developed some of Kondratieff’s ideas (see below for more 
detail). In 1939 Joseph Schumpeter published his famous Business Cycles 
(Schumpeter,  1939 ). In this monograph the economic long waves were denoted as 
‘Kondratieff cycles’. No doubt that Schumpeter’s work infl uenced the posthumous 
interest in Kondratieff’s life and ideas in a rather signifi cant way. That time (the 
1930s) was an epoch of great interest in the study of economic cycles. But for 
almost three decades, the issue of the Kondratieff long wave in economics remained 
in a kind of limbo, probably obfuscated, ironically, by the grand economic expan-
sion and ebullience of the 1950s and 1960s forecast by the self same Kondratieff 
wave. It was not until the 1970s that a revival of long waves emerged, mainly due to 
the systematic works of Gerhard Mensch ( 1979 ), Ernest Mandel ( 1980 ), Jay 
Forrester ( 1978 ,  1981 ), and a research team at IIASA (International Institute for 
Applied Systems Analysis, Laxenburg) led by the physicist Cesare Marchetti (see, 
e.g., Marchetti,  1983 ). It is very curious to note that the interest in the phenomenon 
of economic long waves seems to move itself as long waves, as demonstrated by 
Devezas and Corredine ( 2001 )—these authors have measured two long waves in 
publications on long waves, a fi rst one centrated in 1927, and a second one centrated 
in 1986, exactly 59 years after the fi rst burst of publications. 

 Only in the 1980s K-waves started being discussed in Kondratieff’s homeland. In 
1987 Kondratieff was formally ‘rehabilitated’ (together with all the other his col-
leagues of him who were sentenced in the framework of the case of the ‘Labor Peasant 
Party’). One could observe then a wave of publications of Kondratieff’s works as well 
as publications about him and his ideas going through the country (Кoндpaтьeв, 
 1988 ,  1991a ,  1993б ,  1993a ; Meньшикoв и Климeнкo,  1989 ; Пoлeтaeв и Caвeльeв, 
 1993 ; see also a special issue of the  Voprosy ekonomiki  Journal [No 10, 1992]). His 
ideas received a new impulse. 

    Kaname Akamatsu 

 Kaname Akamatsu was a contemporary of Nikolay Kondratieff, only 4 years 
younger than he. So they  observed   many of the same economic and political 
events—though from different angles of the World System. However due to the fact 
that Kondratieff started his scientifi c carrier quite early and that his theory was pub-
lished in English and German, it happened that Akamatsu became a follower of 
Kondratieff. The latter was slowly dying in the Suzdal prison while his ideas were 
fi nding new supporters. It seems deeply symbolic that a year before Kondratieff’s 
death the famous work of Akamatsu in Japanese was published and that a year after 
Kondratieff’s death Schumpeter published his book in which long cycles received 
the name of Kondratieff. 

 So there was a great admirer of Nikolay Kondratieff in distant Japan. What do we 
know about him? How long was the “pilgrimage” 7  of the son of an impoverished 

7   The term  “pilgrimage”  might be allowed here, because Akamatsu himself used it in his essay, 
which was published after his death 1974 in the year 1975; see the bibliographical reference contained 
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rice retailer from the southern Japanese island of Kyushu to his intellectual encoun-
ter with the great Kondratieff, at a time when Nikolai Dmitriyevich already suffered 
in the cold of the Gulag, and when Akamatsu, a critical spirit, well familiar with 
European philosophy and economics, especially with Marx, had to work under the 
stifl ing intellectual atmosphere of expansionist and imperial Japan which already 
started its policies of occupation in Asia? 

 Kondratieff cycle  research   must be grateful to Korhonen ( 1994 ) who presented 
some biographical facts about this important 8  follower of Kondratieff, whose life, 
very much like Kondratieff’s own life, was not free from bitter experiences. So 
Kaname Akamatsu was born in 1896 into a very poor family in what was then the 
poorest part of the Japanese archipelago. As Korhonen could establish from docu-
ments only accessible in the Japanese language, Kaname was so poor that during his 
student days at Kobe he “ wore the same clothing for four years until they turned to 
rags and a friend replaced them, which aroused in Akamatsu an interest in Marxism ” 
(Korhonen,  1994 , p. 93). Besides Marxism, Akamatsu studied mainstream 
 economics, and became interested in German philosophy, especially in the work of 
 Nietzsche  , Schopenhauer and Kant. He became a University teacher, and in 1924 he 
went to Germany to continue his studies there. In early 1926 Akamatsu left 
Heidelberg and, as Korhonen shows, “ travelled to London to pay his respects at the 
grave of Karl Marx. He was shocked to fi nd it neglected; indeed, he even had trouble 
locating it ” (Korhonen,  1994 , p. 94) .  Respect for the ancestors is one of the deepest 
layers of Japanese culture, and the visit to Highgate Cemetery must have deeply 
impressed the researcher, who was now 30 years old. He had a chance to visit later 
on during his foreign trip the Harvard Bureau of Economic Statistics in Boston in 
the same year, studying the new approaches in empirical and statistical economic 
research; a visit, which should radically change his scientifi c approach. After his 
return to Nagoya, Akamatsu began to study empirically the mechanisms of import 
substitution and the history and development of the Japanese woolen and cotton 
textile industry. Akamatsu’s statistical investigations established, as Korhonen 
shows, a pattern of economic development in one product category after the other. 

 From there on, a process of the ladder of success set in, which was not without 
dangers and not without  perils   and temptations of its own. While Kondratieff had 
the bad luck that the powerful political elite in the person of Joseph Stalin himself 

in Schroeppel and Nakajima (2002). The bibliographical reference would be: Akamatsu K. 1975. 
 Gakumon henro [Academic pilgrimage].  In: Kojima, Kiyoshi et al. (Eds.). (1975).  Gakumon 
henro. Akamatsu Kaname sensei tsuit ronshu [Academic pilgrimage. Commemorating volume on 
Professor Akamatsu Kaname].  Tokyo: Sekai Keizai Kenkyu Kyokai, pp. 1–68. 
8   As Ozawa ( 2013 ) correctly remarks, it is the only Japan-born economic theory that has so far been 
well recognized outside Japan:  “The ‘fl ying-geese (FG)’ theory of economic development is now 
known the world over, having gained some respectability in the academia and wide popularity in 
the media— especially against the backdrop of a series of catch-up economic successes across 
Asia during the last few decades of the 20th century. The speech made by Saburo Okita (1914–
1993), former Japanese Foreign Minister, referring to the theory at the fourth Pacifi c Economic 
Cooperation Conference in Seoul in 1985, made policymakers and the mass media aware of it. It 
is the only Japan-born theory that has so far been well recognized outside Japan. It is also accepted 
as a major doctrine of catch-up development strategy, along with the ‘big-push’ theory and the 
‘import substitution’ approach”  (Ozawa,  2013 , p. 2). 
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contradicted his theories, it was Akamatsu’s bad luck that Imperial Japan fully 
endorsed his theories and even used it as a justifi cation of its expansionist and 
brutal policy of occupation in many Asian countries to an extent unforeseen and 
not wished by Akamatsu. In 1939 Akamatsu became professor at the Tokyo 
University of Economics; in 1940 he was elevated to the post of Director of 
Research in the East Asian Economic Research Centre. In 1943 Akamatsu was 
fi nally conscripted into the military and was placed under military command and 
sent to Singapore to direct research on the economy of Southeast Asia under 
Japanese rule. As Korhonen states:

   “The fl ying geese theory had meanwhile become part of Japanese war propaganda aimed 
at nations of the Greater East Asian Co-prosperity Sphere as a way of lending intellectual 
legitimacy to Japanese claims of bringing freedom, development and prosperity to the 
nations of Asia. It seems that Akamatsu himself did not write such papers, but confi ned 
himself as much as possible to the academic fi eld as a scholar. In his autobiography he 
recalls that in this respect life was easier in Singapore than in Tokyo. If he had stayed in 
Tokyo he would probably have been drafted to write propaganda for the war effort, whereas 
in Singapore he was able to concentrate relatively freely on research. It is true that 
Akamatsu was a nationalist, and once the nation had chosen a warlike course he contrib-
uted to the war effort, even though as a scholar he was well aware of the economic realities 
in respect to Japan's ability to win the war. On the other hand, Akamatsu seems to have had 
nothing against the principle that Asia should free itself from Western colonialism. He 
travelled around the area and became acquainted with Malay and Indonesian leaders such 
as Sukarno and Hatta”  (Korhonen,  1994 , p. 94). 

   In 1946, Akamatsu was even  interrogated   as a possible war criminal, but partly 
because of his troubles with the authorities in the context of his doctoral disserta-
tion, where some of his words were interpreted by his censors as being respectless 
against the Emperor himself in person, and which were considered to be subversive 
in 1943, charges against him were dropped. 

 In 1953, Akamatsu became the Dean of the Faculty of Economics at Hitosubashi 
University, and could fi nish many additional works and could peacefully retire 
from his job at the University. Today, there is a vast debate on the fl ying geese 
model or FGM, as it is sometimes being referred to, which can also be evidenced 
by the fact that none the less than over 700  articles   in “Google scholar” refer to 
Akamatsu  1961 . 9    

9   The union catalogue of all Japanese research libraries—the so-called CINII books catalogue - 
lists today under his author name at the address  http://ci.nii.ac.jp/author/DA0263825X?count=200
&sortorder=2  none the less than 71 works, and only two of them are listed in Western languages; 
his essay in 1961 and his 1924 essay for the German Philosophical magazine  “Archiv für 
Geschichte der Philosophie und Soziologie 38/1–4, 1928 (Neue Folge 31)”,  which appeared under 
the title  “Wie ist das vernünftige Sollen und die Wissenschaft des Sollens bei Hegel möglich? Zur 
Kritik der Rickertschen Abhandlung “Über idealistische Politik als Wissenschaft”,  in 1924. One of 
the few major academic libraries in the world, where this essay is available today, is Fordham 
University in New York City, one of the leading Jesuit Universities in America. It is truly notable 
that Akamatsu could publish an original article in one of the leading German language journals of 
philosophy, written in German, on a central issue of German philosophy at the time. The  Stanford 
Encyclopedia of Philosophy  dedicates a lengthy article on Heinrich Rickert, a liberal German 
philosopher, on whom Akamatsu’s essay was centered; available at  http://plato.stanford.edu/
archives/win2013/entries/heinrich-rickert/ . 
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    Appendix B: The Results of Spectral Analysis 
and Application of Other Statistical Approaches 
to the Study of Cycles with Different Lengths 

 In  Chapter     2      above we have already discussed the issue of the detection of the 
K-waves in the global GDP dynamics with spectral analysis methods. In this appen-
dix we will continue this discussion in a wider perspective involving other variables 
and other cycles. In addition, in  Chapters     2      and    4     , we presented some thoughts on 
the relationship between cycles of the national economies and cycles of global con-
vergence and divergence. In the present appendix, we will now provide empirical 
tests about these contentions. It will be based on a variety of  standard econometric 
techniques  , and aims to be a fairly comprehensive test of the hypotheses about 
Kondratieff long cycles in the framework of the center-periphery structure of the 
global economy. 

    Methodology and Data 

 Our historical time series data for 31  countries   since 1885 are exclusively based on 
Angus Maddison’s data (see Maddison,  2003 ,  2007 ) in the updated version by Bolt 
and van Zanden ( 2013 ; see also our electronic online documentation, accompany-
ing this appendix 10 ). The 31 countries with complete data since 1885 are Argentina; 
Australia; Austria; Belgium; Brazil; Canada; Chile; Colombia; Denmark; Finland; 
France; Germany; Greece; India; Indonesia; Italy; Japan; Netherlands; New 
Zealand; Norway; Peru; Portugal; Russia; Spain; Sri Lanka; Sweden; Switzerland; 
UK; Uruguay; USA; and Venezuela. These countries make up approximately 40.8 % 
of global population and 57.8 % of global purchasing power. The supporting online 
materials 11  further highlight our freely available data. 

10   See  https://www.academia.edu/3742045/Korotayev_Grinin_Tausch_Economic_Cycles_Crises_and_
the_Global_Periphery_Springer_2016_-_Supporting_online_materials . 
11   See Ibidem. 
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 Our data for world industrial production growth are an extension of the materi-
als, fi rst presented by Goldstein ( 1988 ), updated by Tausch and Ghymers ( 2007 ), 
relying on UNIDO data on world-wide industrial production growth from the mid- 
1970s to the turn of the millennium, now updated by open access fi gures from the 
United States Central Intelligence Agency. 

 Our fi gures on major  power   wars were fi rst presented by Goldstein ( 1988 ), 
updated by PRIO data (major power wars) until 2002 (Tausch & Ghymers,  2007 ). 
The Online Appendices further highlight our freely available data. Readers can 
download the most important data and also hundreds of spectral density graphs, 
rolling correlations and regressions, autocorrelation analyses at the level of the 
World System and at the level of the 31 analyzed countries. 12  

 Our research endeavor made ample use of the considerable opportunities offered 
by Microsoft EXCEL 2010 for calculating long rows of percentage changes, rela-
tive ascent and decline, and rolling regressions and correlations over long distances 
of time. Rolling regressions and correlations as a methodology were discussed, 
among others, in Perman and Tavera ( 2005 ), Smith and Taylor ( 2001 ), and Tang 
( 2010 ). At a glance, our data are based on the sources described below in Box 1. 

 Flagship essays written  by   professional economists, using advanced econometric 
techniques of time-series analysis have come to very divergent and often negative 
assessments on the existence and relevance of “ long cycles ” of economics, let alone 
global politics. Some essays, using advanced econometric methods, standing out in 
the literature have been written by Diebolt ( 2012 ), Diebolt and Doliger ( 2006 ), 
Diebolt and Escudier ( 2002 ), Silverberg ( 2006 ), and van Ewijk ( 1982 )—thus echo-
ing the early criticism against the long 40–60 year Kondratieff cycle, in Garvy ( 1943 ) 
and Kuznets ( 1940 ). Even authors from the econometric research tradition, origi-
nally sympathetic to the general notion of Kondratieff cycles, deny the existence of 
such fl uctuations in the real economy, and rather talk about long swings of prices—
like Berry, Kim, and Baker ( 2001 ), de Groot and Franses ( 2008 ), Haustein and 
Neuwirth ( 1982 ), and Van Ewijk ( 1982 )—and hence prefer to talk about price cycles 
and not cycles of the real economy. The essay by Haustein and Neuwirth ( 1982 ) is 
particularly interesting and also—in a way—is typical for the econometric main-
stream results on the issue: spectral analysis was applied to long-time series of indus-
trial production, energy consumption, inventions, innovations, and patents in order 
to reveal quantitative regularities in their behavior and/or in their interdependence. 

 Spectral analysis is a statistical approach for analyzing stationary time series 
data in which the series is  decomposed   into cyclical or periodic components indexed 
by the frequency of repetition. Spectral analysis falls within the frequency domain 
approach to time series analysis. The spectral density function plays the central role 
and it summarizes the contributions of cyclical components to the variation of a 
stationary time series (Diebold, Kilian, & Nerlove,  2010 ; Vogelsang,  2008 ). Our 
supporting online materials 13  contain a non-mathematical primer on spectral analy-
sis with many results from various simulated long cycles of different durations, and 

12   At the website  https://www.academia.edu/3742045/Korotayev_Grinin_Tausch_Economic_Cycles_
Crises_and_the_Global_Periphery_Springer_2016_-_Supporting_online_materials . 
13   Ibidem. 
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with results for different types of stronger or weaker “nested” cycles in the more 
overall swings in the recent research tradition of Devezas ( 2012 , pp. 160–163). 
Another primer on spectral analysis can be found at the end of this appendix.  

 Haustein and Neuwirth ( 1982 ) make an attempt to identify logistics within those 
time series. According to them, in the long cycle of 50–53 years, no signifi cant 
autocorrelation could be detected. Logistics exist only in three special periods for 
innovations and  inventions  . Nondominant long cycles do appear in the interaction 
between innovations, production, patents, and energy consumption. The investiga-
tion shed light on the causal structure of the innovation system. In particular, it 
revealed a signifi cant infl uence of industrial production on patents with a lag of 9 
years. But this, certainly, is not what adherents of the K-cycle hypothesis would 
have hoped for. As Berry, Kim, and Baker state in their 2001 essay:

   “One of the troubling characteristics of the long-wave literature is the equation of 56-year 
long waves (which Kondratieff explicitly associated with fi nancial indicators) with waves of 
economic growth. This is wrong. As we teach our students in introductory economics, growth 
and development are different. It is the clusters of innovation that produce economic devel-
opment that are associated with the long downwave, per Schumpeter, but the pulses of infra-
structure building, capital outlays, and economic growth that fl ow from these innovation 
clusters come with the 18-year rhythms of the building cycle. Much of the confusion in the 
long-wave literature arises from this confusion of the rhythms of infl ation and growth, and of 
the concepts of economic growth and economic development”  (Berry, Kim, & Baker,  2001 ). 

  Box 1: The data sources       IMF World Economic Outlook Database:    http://
www.imf.org/external/pubs/ft/weo/2014/01/weodata/index.aspx     

  Inequality:  Estimated Household Income Inequality Data Set (EHII)—is 
a global dataset, derived from the econometric relationship between UTIP-
UNIDO, other conditioning variables, and the World Bank’s Deininger & 
Squire data set   http://utip.gov.utexas.edu/data.html     

  Maddison time series data:  Bolt and Van Zanden ( 2013 ). The First 
Update of the Maddison Project; Re-Estimating Growth Before 1820, 
Maddison Project Working Paper 4   http://www.ggdc.net/maddison/maddi-
son-project/abstract.htm?id=4     

  Top Income data:    http://piketty.pse.ens.fr/fr/capitalisback     
  War cycle since 1495 Data:  Goldstein, J. S. (1988).  Long cycles: 

Prosperity and war in the modern age.  New Haven: Yale University Press.
and—after 1945—PRIO Oslo, see: Tausch A., & Ghymers Ch. (2007).  From 
the ‘Washington’ towards a ‘Vienna Consensus’? A quantitative analysis on 
globalization, development and global governance.  Hauppauge, NY: Nova 
Science Publishers. 

  World Bank data:    http://data.worldbank.org/indicator     
  World industrial production growth since 1750:  Data:   http://www.

hichemkaroui.com/?p=2383    ; for the period after 1998:    http://www.ereport.ru/
en/stat.php?razdel=country&count=world&table=ipecia&time=2     
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   In turn, fl agship empirical analyses, using advanced econometric techniques, 
including, but not exclusively,  spectral   analysis in favor of parts or the totality of 
Kondratieff’s contentions (i.e. 40–60 year swings in prices and the “real economy”) 
are represented by Bornschier ( 1996 ), Devezas ( 2010 ,  2012 ), Devezas and Corredine 
( 2001 ), Forrester ( 1977 ), Goldstein ( 1987 ,  1988 ,  2006 ), Korotayev and Tsirel ( 2010 ; 
see also Коротаев и Цирель,  2010a ,  2010б ); Grinin, Korotayev, and Tsirel (Гpинин, 
Кopoтaeв и Циpeль,  2011 ), Metz ( 2011 ), Sterman ( 1985 ,  1986 ), Tausch and 
Ghymers ( 2007 ), and Tausch and Jourdon ( 2011 ). A somewhat surprising turn of 
evidence is found in the essay published by Weber ( 1981 ), which maintains a cycle 
of themes and values in advanced societies. De Groot and Franses, in their analysis 
of the dynamics of national product, industrial production, employment, consumer 
prices, wages, interest rates, population, and stock market indicators for the USA, 
the UK and the Netherlands since the 19th  century  , however sympathetic the authors 
might have been to the notion of the K-cycle, come to the conclusion that in the 
USA there is a 40 year signifi cant fl uctuation of employment and a 60 year fl uctua-
tion of prices and interest rates, but not of GDP or industrial production. In the UK, 
the situation is similar, and also in the Netherlands. A Kondratieff cycle—their 
essay suggests—is rather a cycle of employment, interest rates, and perhaps wages, 
but certainly not an economic growth cycle per se (de Groot & Franses,  2008 ). 

 Rainer Metz comes up with a similar, rather pessimistic conclusion in his 2011 
essay:

   “Besides these methodological implications, our results also have strong substantial impli-
cations. First of all it is noted that regular long waves of the Kondratieff type in UK GDP 
do not exist if outliers are modelled correctly. GDP movement in the UK displays a trend 
with a variable mean growth rate, a fairly irregular business cycle with a period of about 
11 years and several infrequently occurring exogenous shocks with persistent as well as 
transitory effects. Obviously long-run growth follows a smooth trend with a variable mean 
growth rate (slope). The shocks causing this slope show long-term up- and downswings but 
without any regularity. This offers interesting perspectives for future research. First of all, 
such analysis should be extended to long-run GDP series for other countries. Second, the 
analysis should be extended to series other than GDP and also to series covering the pre- 
industrial period. If the results obtained in this article for UK GDP are then confi rmed, we 
strongly recommend that ‘long waves’ should not be considered as oscillating trend cycles 
but as a kind of growth dynamics without any regularity and analyse them in the framework 
of (unifi ed) growth theory.”  (Metz,  2011 , p. 235) 

   In view of the often  bitter   controversies surrounding the idea of longer 40–60 
year cycles, we have decided to re-assess the entire evidence, as far as it is possible, 
today, as the neat North American English saying goes, “ from scratch ” ,  and using a 
plurality of different methods. As is well-known, the initiator of modern historical 
real purchasing power per capita statistics, Professor Angus Maddison, never 
believed himself even for a second in the existence of Kondratieff cycles (Devezas, 
 2012 ; Maddison,  2007 ). 

 To make matters worse, there is as well widespread disagreement even among 
members of the economics profession on the appropriate advanced quantitative 
methods to be used. A typical case in question is the already mentioned technique of 
spectral analysis, which for many was THE method par excellence to study long 
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cycles just a few years ago. As  Nathaniel   Beck, a methodologist working in the fi eld 
of political science, maintained still in 1991 with quite a strong dose of polemics 
against the mainstream of K-cycle-researchers:

   “Why don't analysts of cycles always use spectral analysis? After all, it is exactly the tech-
nique designed to decompose a stationary series into its cyclic components, and its statisti-
cal properties are excellent.   I think the prime fault of spectral analysis is that it usually 
fails to fi nd long social cycles. My own feeling is that this is shooting the messenger, but 
such practice is not unknown.  ”  (Beck,  1991 ) 

   The temptation to use this method, now that it is universally available in the 
IBM-SPSS standard statistical software, implemented at many Universities around 
the world, is great; and it is even greater because the IBM-SPSS software just 
requires you to enter the original data and to get the results by simply clicking the 
proper pre-installed windows. 

 But  econometricians   nowadays disagree on the continued appropriateness of this 
very methodology of spectral analysis as the adequate methodology to analyze data, 
testing the Kondratieff hypotheses:

   “Spectral analysis thus involves a regularity of movements that is not verifi ed and which, in 
addition, is not essential in affi rming that they exist. In fact, the spectral analysis method 
cannot truly prove or refute the existence of socioeconomic cycles.”  (Diebolt,  2012 , p. 122) 

   Rainer Metz, another prominent theoretician of the art of econometric time series 
analysis, reaches in his 2011 article (Metz,  2011 ) the discomforting conclusion that 
no K-cycle in production  exists  , while in his book in 2008 (Metz,  2008 ) he was still 
more optimistic, with the troughs in world industrial production growth given in 
1820, 1880, and 1955 (smoothed component, long waves, Figure 4.3, Figure 4.4 
and Figure 4.5, pp. 165–166, Metz,  2008 ). Various fi ltering techniques and the 
(non)-elimination of the data for mining then, in 2008, did not change his fi nal and 
resounding verdict on page 196 of his 2008 book that K-cycles in the real economy 
indeed exist; with tests provided not only at the level of the world economy, but also 
at the level of Danish, French, German, Italian, Swedish, UK, and US data. But in 
2011, the very same researcher, Rainer Metz, reaches a more pessimistic verdict on 
the validity of the K-cycle hypotheses. 

  Our own humble approach will be very “down to earth”.  We fi rst re-analyze 
the existence of world economic and political cycles and then proceed to show the 
results of different time series analyses for the 31 countries with fairly complete 
Maddison data since the middle of the 1880s, i.e. Argentina; Australia; Austria; 
Belgium; Brazil; Canada; Chile; Colombia; Denmark; England/GB/UK; F. USSR/
Russia; Finland; France; Germany; Greece; Holland/ Netherlands; India; Indonesia 
(Java before 1880); Italy; Japan; New Zealand; Norway; Peru; Portugal; Spain; Sri 
Lanka; Sweden;  Switzerland  ; Uruguay; USA; and Venezuela. 14  

 The true nature of the K-cycle will be only revealed by looking at the patterns of 
ascent and decline in the world economy over a long time period  at the same time.  

14   See  https://www.academia.edu/3742045/Korotayev_Grinin_Tausch_Economic_Cycles_Crises_and_
the_Global_Periphery_Springer_2016_-_Supporting_online_materials . 
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So we will evaluate with a plurality of quantitative techniques the evolution of the 
real income gap of the 30/31 countries mentioned in relation to the “world average”, 
in relation to the highest and lowest income country in each year between 1885 and 
2010 and in relation to the dominant country of the capitalist world economy, i.e. 
the United States of America; and alternately, the United Kingdom, and also with a 
UNDP type income index and in comparison to the “world average” per capita pur-
chasing power. Thus we tested  very   exhaustively the hypothesis whether there is a 
“Kondratieff cycle” of convergence or divergence in the countries of the World 
System, by applying spectral analysis, autocorrelation analysis and rolling regres-
sion/correlation analysis to these convergence data as well. 

 Just as Camm  et al.  ( 1996 ), in their path-breaking medical analysis of heart rate 
variability, and Genzel and Cesarsky ( 2000 ), in their astronomical analysis of extra-
galactic results from the infrared space observatory (two randomly chosen high- 
impact articles from medicine and astronomy), we use a very common standard 
mathematical-statistical procedure (spectral analysis), and we do not hesitate to use 
an entire array of other necessary statistical tests as well to assess the simple conten-
tion: are these deep crises in the capitalist world really a recurrent phenomenon, and 
is there at least the hope of some light at the end of the tunnel? Or are these lights, 
as the bitter Irish joke has it, only the headlamps of an approaching train?  Or are 
the French econometricians Diebolt/Escudier correct in their very harshly for-
mulated assumption that the long-term economic cycles of 40–60 years dura-
tion are comparable to the monster of   “Loch Ness”   and that they never existed 
nor do they exist (Diebolt & Escudier,   2002  )?  

 Another  methodological   aspect can be mentioned only briefl y: the question of 
fi lters in time series analysis. As the already mentioned renown German econome-
trician and economic historian Rainer Metz explained recently (Metz,  2011 ), there 
are three unresolved questions in the entire debate: First, what are valid indicators 
for the long-wave phenomenon? Second, what time period should be analyzed? 
Third, are long waves to be conceived as cycles around the trend or oscillations of 
the trend itself? Most of the traditional approaches to long waves, Metz ( 2011 ) 
argues, see them as regular 40- to 60-year cycles oscillating around a non-periodic 
secular trend and superimposed by shorter oscillations such as Juglar and Kitchin 
cycles. Only this conception of long waves—introduced by Kondratieff and sup-
ported by Schumpeter—allows a statistical proof of the assumed regularity of long 
waves. But it requires:

   “[…] a statistical apparatus that can isolate such oscillations in historical time series from 
other cycles, from the trend and from irregular oscillations, which belong neither to the 
trend nor to cyclical oscillations. Another possibility for formalising long waves is to see 
them as an endogenous part of the secular movement itself.”  (Metz,  2011 ) 

   But regarding such  efforts  , the great Polish political economist Michal Kalecki 
once remarked already back in 1968:

   “The contemporary theory of growth of capitalist economies tends to consider this problem 
in terms of a moving equilibrium, which is frequently not checked for stability, rather than 
adopting an approach similar to that applied in the theory of business cycles. The latter 
consists of establishing two relations: one based on the impact of the effective demand 
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generated by investment upon profi ts and the national income; and the other showing the 
determination of investment decisions by, broadly speaking, the level and the rate of change 
of economic activity. […] In fact, the long-run trend is but a slowly changing component of 
a chain of short-period situations; it has no independent entity, and the two basic relations 
mentioned above should be formulated in such a way as to yield the trend cum business- 
cycle phenomenon. It is true that the task is incomparably more diffi cult than in the case of 
another abstraction, that of the ‘pure business cycle’ and, as will be seen below, the results 
of such an inquiry are less ‘mechanistic’. This, however, is no excuse for dropping this 
approach, which seems to me the only key to the realistic analysis of the dynamics of a capi-
talist economy.”  (Kalecki  1968a ,  1968b ) 

   The issue of fi ltering the  data   series requires therefore some further comments. 
Diebolt and Doliger ( 2006 ) recommend using the so-called Hodrick and Prescott 
fi lter (Hodrick & Prescott,  1997 ) to apply to the data series before spectral analysis 
is being performed, because:

   “[…] in such a way it is possible a priori to consider that the spectrum of the fi ltered series 
is more representative.”  (Diebolt & Doliger,  2006 , p. 41) 

   However, another authoritative recent source in time series methodology, Cogley 
( 2008 ), comes out against using such fi lters, a reason, why we altogether abandoned 
this procedure in favor of the more simple and easily understandable Maddison time 
series data transformation into annual straightforward percentage growth rates.  In 
addition to the methodological simplicity of this approach, it is also certain that 
political decision makers are primarily interested in annual GDP per capita 
growth rates, and not in fi ltered time series as such. Cogley ( 2008 ) correctly 
emphasizes that economic models are by defi nition incomplete representations 
of reality . To relate business cycle models  to   data, empirical macroeconomists fre-
quently fi lter the untransformed GDP per capita  et cetera  data prior to analysis to 
remove the growth component. Cogley ( 2008 ) mentions that until the 1980s, the 
most common way to do that was to estimate and subtract a deterministic linear 
trend. The desire to model permanent shocks in macroeconomic time series led

   “to the development of a variety of stochastic de-trending methods. […] Another popular 
way to measure business cycles involves application of band-pass and high-pass fi lters. 
[…] In the business cycle literature, the work of Hodrick and Prescott (  1997  ) and Baxter 
and King (  1999  ) has been especially infl uential. […] While data fi lters are very popular, 
there is some controversy about whether they represent appealing defi nitions of the business 
cycle. For one, there is a disconnect between the theory and macroeconomic applications, 
for the theory applies to stationary random processes and applications involve non- 
stationary variables. […] In practice, of course, measured cycles are not perfectly predict-
able because actual fi lters only approximate the ideal. But this means that innovations in 
measured cycles are due solely to approximation errors in the fi lter, not to something intrin-
sic in the concept. The better the approximation, the closer the measures are to determin-
ism. How to square this deterministic vision with stochastic general equilibrium models is 
not obvious. […] Business cycle modellers also frequently abstract from trends. […] 
Contrary to intuition, trend-specifi cation errors spread throughout the frequency domain 
and are not quarantined to low frequencies. That difference explains why the promising 
results on seasonality do not carry over to trend fi ltering. […] Finally, some economists 
question whether fi lter-based measures capture an important feature of business cycles. 
[…] Trend reversion is a defi ning characteristic of the business cycle. […] Expected growth 
should be higher than average at the trough of a recession because agents can look forward 
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to a period of catching up to compensate for past output losses. By the same token, expected 
growth should be lower than average at the peak of an expansion. […] Data    fi lters     are not 
for everyone. They are certainly convenient for constructing rough and ready measures of 
the business cycle, and they produce nice pictures when applied to US data. But some 
economists worry about the spurious cycle problem, especially in applications to business 
cycle models where the existence and properties of business cycles are points to be estab-
lished.”  (Cogley,  2008 ) 

    Obviously the leading experts in econometrics, whose expertise has been 
consulted for the aims of this appendix, seem to agree nowadays that no   “single 
shot”   best method to test the relevance of Kondratieff’s claims about a 40-60 
year economic cycle exists  (see especially Diebolt,  2012 ; Diebolt & Doliger,  2006 ; 
Metz,  2008 ,  2011 ; in contrast to the earlier optimism about the relevance of tests of 
autocorrelation and spectral density analysis, inherent in Beck,  1991 ).  In this 
appendix we arrive at a conclusion that a   “forensic approach”   to long cycles, 
based on the application of several tests at once is perhaps more appropriate 
than the search for a rejection or confi rmation of the K-cycle hypothesis by a 
single econometric method.  

 Since the foundations of the  application   of all the methods in question to real 
existing time series of economic variables across time in several countries—espe-
cially spectral analysis, once considered being the best single approach—are nowa-
days questioned, such an application of a plurality of tests, ranging from tests of 
autocorrelation via periodograms from spectral analysis and the analysis of spectral 
density to the  “poor man’s”  time series analysis methodology of  “rolling 
 regressions”  and  “rolling correlations”  will be applied, not to forget the simple, 
straight- forward visual inspection of the initial data series in question. 

 Since the political class across the world is interested in concrete, tangible and 
easily readable results, we have chosen to opt for a straightforward additional 
choice, which will meet perhaps with criticism from the econometric time series 
analysis community:

•    Reproducing  the   periodograms spectral density and the spectral density analysis 
graphs in terms of periods and not frequencies without any logarithmic transfor-
mations to make the time periods of the cycles more visible to the general public 
reading this appendix.    

 But our choice of a plurality of methods, based on autocorrelations, spectral 
analysis, and “rolling regressions”/”rolling correlations” is based on a vast number 
of studies in the fi eld of time-series  methodology  , consulted for this appendix 
(Abadir & Talmain,  2002 ; Babetskii, Komarek, & Komarkova,  2007 ; Bartlett,  1946 ; 
Beck,  1991 ; Bloomfi eld,  1976 ; Box & Jenkins,  1976 ; Chu & Freund,  1996 ; Clark & 
West,  2006 ; Collard,  1999 ; Cryer,  1986 ; Dempster,  1969 ; Dittmar, Gavin, & 
Kydland,  2005 ; Fuller,  1976 ; Junttila,  2001 ; Komarkova & Komarek  2007 ; Louçã 
& Reijnders,  1999 ; Quenouville,  1949 ; Silverberg,  2006 ; Zivot & Wang,  2006 ). 

 Our appendix is based on the standard IBM-SPSS-21 time series analysis tools, 
and all the used methods and their mathematical algorithms are fully documented to 
the international public by IBM ( 2014 ). For that reason, we refrain from reproducing 
the mathematical formula, which interested readers might easily download from the 
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freely available IBM internet documentation (2014) (if they are not very familiar 
with the respective mathematical formula anyway).

•    As to  correlations , we used the  standard   Pearson-Bravais correlation coeffi -
cients (Blalock,  1972 ; Dziuban & Shirkey,  1974 ; Harman,  1976 ; Rummel,  1970 ). 
 “Rolling”   regressions and correlations  are quite a powerful and straightfor-
ward instrument of the analysis of time-series and became more popular in recent 
times in the framework of fi nancial market trend analysis and the necessity to 
have easily interpretable and reliable instruments of analysis at hand (Perman & 
Tavera,  2005 ; Smith & Taylor,  2001 ; Tang,  2010 ; Zivot & Wang,  2006 , further-
more: Cook,  1977 ; Dempster,  1969 ; Velleman & Welsch,  1981 ). Throughout this 
work, we use 25 year (Kondratieff cycles, 2 × 25 years = 50 years) and 75 year 
periods (war cycles, 2 × 75 years = 150 years) for the moving time window of 
regression/correlation analysis. We also used shorter windows to reproduce the 
Barro, the Kuznets and the real estate cycles.  

•   Our analyses of  autocorrelation  and  cross-correlation  are based on the stan-
dard  IBM-SPSS ACF  and  CCF algorithm , which are based on Bartlett ( 1946 ), 
Box and Jenkins ( 1976 ), Cryer ( 1986 ), and Quenouville ( 1949 )  (autocorrela-
tion)  and Box and Jenkins ( 1976 )  (cross-correlation).  Our  graphs      allow also for 
the inspection of longer time series. In presenting the graphs, we also took care 
of the better visibility of the signifi cant results.  

•   The  IBM-SPSS spectral density routine , which is  based   on the methodological 
developments, presented by Bloomfi eld ( 1976 ) and Fuller ( 1976 ) was performed 
by using the IBM-SPSS default options; the chosen window was most of the 
time the Tuckey-Hamming window with three periods. We also tested the valid-
ity of our main results with longer windows as well. As we demonstrate however 
in our non-mathematical primer on spectral density analysis, available in our 
appendix and at   https://www.academia.edu/3742045/Korotayev_Grinin_Tausch_
Economic_Cycles_Crises_and_the_Global_Periphery_Springer_2016_-_
Supporting_online_materials    , longer windows seem to distort the results even of 
simulated time series, where  ex defi nitione  we really know the length of the 
oscillations already beforehand, and they do not really help us to discover the 
real periodicity of the oscillations in question, especially when we  are   confronted 
with the already mentioned “Devezas” paradox of longer cycles and “nested” 
shorter cycles, presented by Devezas ( 2012 , p. 161). We use both the standard 
IBM-SPSS periodograms and the spectral density graphs (Diebolt,  2012 ).     

    Results on the Level of World Industrial Production 
Growth Since 1740–2011 

 Our results on the level of the  world   economy are a resounding “yes” for the hypoth-
eses voiced by Kondratieff, but with several additional qualifi cations and 
extensions. 
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 Kondratieff was right in analyzing a 54 year cycle of the real economy, but there 
are other important cycles too; some of them very well known to social science 
research, others perhaps still more to be explored. 

 On the level of industrial production growth in the world economy, there—paral-
lel to the Kondratieff cycle, a 140 year “logistic” cycle, fi rst analyzed by Immanuel 
Wallerstein; and in addition, there is evidence on a new 36 year disaster cycle, cor-
rectly predicted by the neoclassical contemporary economist Robert Barro (see in 
 Chapter     4     ). 

 As regards shorter cycles, there is also evidence—although somewhat weaker 
than expected—for a 22–23 year Kuznets cycle and the shorter, well-known real 
estate cycles, Juglar cycles and Kitchin cycles. Electronic Appendix Graph 8 por-
trays the original data series from 1741 to 2011, and Electronic Appendix Electronic 
Appendix Graph 9 the result of our “rolling correlation” exercise. 15  

 Electronic Appendix Graph  10   and Electronic Appendix Electronic Appendix 
Graph 11 16  reproduce the main results of the spectral analysis of the cyclical move-
ments in the original, untransformed data. The Kuznets cycle, the Barro cycle, the 
Kondratieff cycle and the Wallerstein logistic cycle are all confi rmed in their exis-
tence. Thus spectral density analysis of the untransformed global data suggests that 
on the world level, there are all the cycles at work which have been discussed for 
decades now in economic research. 

 Autocorrelation analysis also supports this contention (Electronic Appendix 
Graph 12). This analysis is centered around the autocorrelation analysis residual 
plot (ACF autocorrelation plot), showing coeffi cients and upper and lower bounds 
of confi dence per number of lags. 17  

 Electronic Appendix Graph 13 draws the attention of our readers to a type of 
cycle, really neglected in empirical K- wave   research: the Wallerstein logistic cycle, 
whose shape suggests that the current crisis heralds the beginning of a trough along 
the oscillations of this cycle. In terms of its statistical qualities, this cycle is about 
equal in strength to the Kondratieff-cycle. There is strong reason to believe that the 
Wallerstein cycle is closely connected to the issue of leadership in the international 
system. The period from the end of the Napoleonic Wars to the Great Depression in 
the 1930s was the period of the British dominance in the world economy, while the 
US hegemony evolved as a result of World War II and seems to be declining. 18  

 In Electronic Appendix (4), 19  we also document our results based on a 5-year 
moving averages research design, based on the original data. The 5 year moving 
averages design should serve to replicate the results, achieved earlier by us 
(Korotayev & Tsirel,  2010 ), where we also used such 5-year moving averages.  This 
exercise neatly reproduces our results mentioned above. The Kuznets, Barro, 
Kondratieff and Wallerstein cycles re-appear in the periodogram for that 

15   See  https://www.academia.edu/3742045/Korotayev_Grinin_Tausch_Economic_Cycles_Crises_and_
the_Global_Periphery_Springer_2016_-_Supporting_online_materials . 
16   Ibidem. 
17   Ibidem. 
18   Ibidem. 
19   Ibidem. 
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research design (see also our periodogram for the periods 0–70 years with a 
wider spread); while there is also a confi rmation of our hypothesis about the 
Kuznets, Barro, Kondratieff and Wallerstein cycles in the spectral density 
graphs under the assumption of a window (Tukey-Hamming) of three periods.  
The strength of the Wallerstein cycle is again shown to be considerable. In the fol-
lowing, we will test the  validity   of another major contention of contemporary 
K-cycle research, the assertion of war cycles, made tremendously popular interna-
tionally by the works of Goldstein ( 1985 ,  1987 ,  1988 ,  1991 ,  2006 ); although 
Goldstein in one of his later major works (Goldstein,  2011 ) distances himself from 
the certain determinism which might have been evident in the international recep-
tion of his earlier work. And he now believes that humanity can be at the brink of 
abolishing war.  

    Results on the Level of Major Power Wars in the World 
System Since 1495 

 Our data about major power war in the global system, as we stated, are an extension 
of Goldstein’s ( 1988 ) dataset about battle fatalities from major power wars (i.e. the 
fi ve current permanent members of the UN Security Council + Germany) from 
1495 onwards. From 1946 onwards, we used the PRIO, Oslo data, reported by 
Tausch and Ghymers ( 2007 ), since the Goldstein data stop in 1975, while the PRIO/
Tausch/Ghymers  data   cover the period between 1946 and 2002. To make the battle 
fatality rates comparable over time and to correct for the advances of international 
weapons technologies as well as practices of general conscription since the French 
Revolution, which all caused an exponential increase of annual battle fatalities from 
major power wars in the 20th century, we decided to calculate the fourth root of this 
variable. Interested readers will fi nd, however, similar other results at their disposal 
as well, which are based on the original untransformed annual major power wars 
battle fatalities data series, and on a series which is based on the tenth root of the 
battle fatalities variable. Our chosen transformation properly highlights the inten-
sity of earlier terrible wars in human history, like the Thirty Years War and the War 
of Spanish Succession, and makes a comparison to the destructive character of the 
wars of the 20th century more feasible than other mathematical  transformations   of 
the war intensity variable. War intensity under the formulation of the fourth root 
does not have a rising or falling trend over the time axis and thus better allows to 
analyze the real fl uctuations of war intensity over time:

    1.     Untransformed war intensity:  y = 0.4165x − 32.636 
 R 2  = 0.0487   

   2.     Fourth root war intensity:  y = 0.0002x + 1.7307 
 R 2  = 0.0005   

   3.     Tenth root war intensity:  y = −0.0007x + 1.2304 
 R 2  = 0.0273    
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  We also analyze the connection between the 75-year rolling correlation trend of 
the war cycle and the 75-year rolling correlation trend of the Wallerstein economic 
cycle. Our econometric time series data, based on cross-correlation (CCF) reveal no 
signifi cant direct connection between the war variable (the fourth root of battle 
fatalities from major power wars) and the global economic variable (annual growth 
of world industrial production, see also Electronic Appendix Graph 14 20 ). 

 Electronic  Appendix   Graph 15 21  shows the results from the rolling correlation 
analysis of the untransformed battle fatalities rate in history since the end of the 
Middle Ages, again showing—as Goldstein,  1988 , so correctly emphasized—the 
peaks of the international confl agrations in the Thirty Years War, the French wars of 
the 18th century, the Napoleonic Wars, and the German quest for global dominance, 
1914–1945 as well as the evolution of the postwar order with the Korean and 
Vietnam Wars. 

 Electronic Appendix Graph 16a and Electronic Appendix Graph 16b reproduce 
the time series plots, whereas Electronic Appendix Graph 17 and Electronic 
Appendix Graph 18 reproduce the results of the spectral analysis procedure, based 
on the 4 th  root of the intensity of warfare variable. Our data clearly support the 
hypothesis of longer waves of wars in the international system, which is part and 
parcel of contemporary world-system research (our own calculations from the data 
set  “Kondratieff cycles and war cycles”  is contained in   https://www.academia.
edu/3742045/Korotayev_Grinin_Tausch_Economic_Cycles_Crises_and_the_
Global_Periphery_Springer_2016_-_Supporting_online_materials    ). As to the docu-
mentation, see also: Tausch and Ghymers ( 2007 ). Spectral analysis clearly reveals a 
160 year cycle of global warfare, which was already evident in the earlier research 
by Goldstein ( 1985 ,  1987 ,  1988 ,  1991 ,  2006 ) on the subject. The  “illusion of cycles”  
type of  literature  , initiated by Beck ( 1991 ) thus has to be refuted.  

    New Insights into the Kondratieff Cycle Dating Game 

 Our research also sheds lights on the necessary reformulation of  Kondratieff cycle 
dating schemes   and the assessment of the current crisis, which began in 2007. As we 
show in Electronic Appendix Graph 19, 22  there is some reason to hypothesize that 
the current crisis might not be a Kondratieff cycle trough (which hit the world econ-
omy in the late 1980s, culminating in the disintegration of Communist rule in 
Eastern Europe and the end of the Soviet Union), but a downswing phase of the 140 
year Wallerstein cycle: 

 In the Great Depression starting in 1929, ALL cycle troughs coincided, while in 
the crisis of 2007, such an occurrence of ALL the cyclical troughs at once is just not 
the case. This is the main reason why the current crisis is far from being the  “fi nal 

20   Ibidem. 
21   Ibidem. 
22   See Ibidem. 
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crisis of capitalism” , and why social science today can learn a lot from Kondratieff’s 
stubborn resistance to similar conceptions advanced at the time of the Great 
Depression. 

 Note that in Electronic Appendix Graph 20a, 23  we used the following rolling cor-
relation windows: 8 = 16–18 year real estate cycle 24 ; 11 = 22 year Kuznets cycle; 18 = 36 
year Barro cycle; 27 = 54 year Kondratieff cycle; 70 = 140 year Wallerstein cycle. 

 Another interesting point to be mentioned here is what social science can offer to 
the policy makers at the level of the G-7, the G-20, the European Union, the OECD, 
the Eurasian Economic  Union   and other institutions of democratic global  governance 
in terms of the lessons one can draw about the most successful and the least success-
ful strategies to confront the crises in 1929 and 2007. 25   

    Exits from the Crisis 

 The four countries with the most consistent and stable convergence path in human 
history did practice many policy receipts, which are a  “forbidden medicine”  for 
neoliberal economics—the Scandinavian social  Keynesian   models Norway, 
Finland, Sweden and Denmark, combining a fair amount of social spending, invest-
ment in human capital, free trade, and a political partnership between wage labor 
and capital, tending towards wage rises in tandem with the growth of productivity. 
Their historical progress to stable democracy, humanism and well-being is really 
unparalleled. They all started out belonging to the lower half of purchasing power 
per capita in the world, and they all belong now to the highest 1/3 of countries. 

 The systematic  comparison   of the effects of the 2007 crisis (purchasing power 
per capita in 2010 as compared to purchasing power per capita in 1995) show to us 
that Japan, Italy, Denmark, France and Germany are the biggest losers, while 
Finland, Russia, Sweden, Chile and Uruguay were the biggest winners (Electronic 
Appendix Graph 21 26 ). 

 In the following, we will also try to draw some conclusions into our insights 
about hegemonial contenders and their structural positions in the world economy, 
then, during the Great Depression, and nowadays. By comparing their historical 
trajectories, we of course would not like to commit the error of  “the poverty of his-
toricism”  (Popper,  1961 ). On the contrary, we would simply like to draw our read-
ers’ attention to the various Scyllas and Charybdis, which nations might face 
emerging from crises and previous non-democratic political systems on their pos-
sible transition path towards a socio-liberal, open society and full-scale 
democracy.  

23   See Ibidem. 
24   http://www.cato.org/publications/commentary/great-18year-real-estate-cycle . 
25   See  https://www.academia.edu/3742045/Korotayev_Grinin_Tausch_Economic_Cycles_Crises_and_
the_Global_Periphery_Springer_2016_-_Supporting_online_materials . 
26   See Ibidem. 
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    Predictions About the Hegemonial Contenders and the Global 
Hegemons in the 21 st  Century 

 Electronic Appendix Graph 22 27  shows the striking parallels between the  global 
order   in the six decades before 1940 (i.e. 1885–1940) and before 2010. Both 
Germany and Russia experienced a considerable decline during the world crisis of 
the 1920s (Germany-Weimar Republic) and the 1980s and early 1990s (Russia 
today), and both countries fi nd another, formerly very poor and rising hegemonial 
contender among the nations of the international system on their side (Electronic 
Appendix Graph 22 28 ). 

 Not only the possible hegemonial contenders (Germany and Japan prior to World 
War II; Russia and China in the contemporary period) have many world economic 
characteristics in common; also the hegemons (UK before 1940; the US before the 
crisis of 2007) were on comparable global trajectories: both experienced a history 
of sharp hegemonial decline (in the UK interrupted by the temporary rally during 
World War I). And both nations managed to have a hegemonial temporary recovery 
associated with the names of the UK-Prime Ministers Stanley Baldwin and Ramsey 
MacDonald, and the US-Presidents Ronald Reagan, George H. W. Bush and William 
J. Clinton (Electronic Appendix Graph 23).  

    Implications for Russia 

 So should Russia follow the footsteps of the Weimar Republic and the later hege-
monial challenge against  the   West, or try to fi nd a “Scandinavian path”? Given the 
limitations of book publication space, it would not be possible to present here the 
details of the debates among the Marxist classics of the early 20th century on the 
proper development strategies to follow. As has been shown already in Tausch and 
Prager ( 1992 ), the European social democrats, above all the Austrian Otto Bauer 
and the Swede Ernst Wigforss, were correct in emphasizing a path of slow and fun-
damental democratic reforms, while Lenin, from the very start, harshly criticized 
the social democrats, overlooking the powerful societal tradeoffs between reforms 
and economic growth, and political stability. Not only that: while agricultural and 
educational reform, an army, based on general conscription and democratic control, 
social security, public health  et cetera  are all mighty drivers of economic growth in 
a democratic and free society, the European social democrats of the early 20th cen-
tury were also very correct in emphasizing the long-term limitations of unlimited 
state power, with Otto Bauer clearly predicting, already in 1920, the subsequent 
state terror under Bolshevik power in Russia. 

27   See Ibidem. 
28   See Ibidem. 
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 Graphs 27a and 27b 29  show the dramatic truth of these predictions and debates in 
the history of the 20th  century   then to follow. Without debating the twisted turns of 
political history in Europe since the 1930s (Scandinavia) and since 1945 (Austria), 
social democratic reform ideas in the spirit of Polanyi’s  “Great Transformation”  all 
gained ground in these countries and decidedly infl uenced the growth of a social 
welfare state, social partnership between wage labor and capital, and a strong state 
sector, which together assured the spectacular growth and ascent in world society 
right through to the early 1980s, and in some countries even beyond. At the  same   
time, and starting from the post-World-War I recession, which was as deep in Russia 
as in the other countries, Russia’s path towards state socialism initially led to an 
improvement of 45 % vis-à-vis the global average until the mid-1960s. Thus the net 
gains in world-systemic position as compared to the times before the transformation 
were then about equal in size in both Russia and in the European social partnership 
models, but the models in the framework of a bourgeois liberal democracy  were far 
more resilient against the world economic and political changes, which set in in 
the late 1970s . It has to be emphasized as well that the temporary relative decline 
of the world-systemic position suffered by Finland and Sweden in the late 1980s 
and early 1990s is also connected with the crisis in the USSR/Russia, which was an 
important market for the export oriented industries in the Scandinavian countries at 
that time. In the direct comparison between the USSR/Russia on the one hand and 
Austria and Finland on the other hand, the results couldn’t be more dramatic. 
Lenin’s strategy brought about a net gain of around 45 % in the world-system posi-
tion, to be wiped out again almost completely in the fi nal phase of the collapse of 
communism, while the resilience of the social partnership model in Finland and 
Austria brought about an almost uninterrupted net gain of around 50–60 % in per 
capita purchasing power as compared to the ‘world average’ (see Electronic 
Appendix Graph 24 30 ). 

 For Russia, after having  suffered   so much damage in all the cataclysms of its 
history over the last 100 years, it would be important to remember that the most 
successful postwar political economic strategies (see also Schulmeister,  2013 ; 
Tausch & Prager,  1992 ) were all defi ned by

    (a)    net real wage increases in the rhythm of economic growth;   
   (b)    net interest rates slightly below the rate of economic growth;   
   (c)    a strong mixed economy;   
   (d)    a strong presence of the organized interests of wage labor, capital, and agricul-

ture in a democratic decision making processes.    

29   See Ibidem. 
30   See Ibidem. 
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      The New Global Maps of Convergence During the Current 
World Depression 

 What are the conclusions of the present appendix for the post-crisis years? From the 
viewpoint of this appendix, the  Maddison   datasets suffer from two major defi cits: 
the relatively small number of countries, and the fact that the data series ends in 
2010. The World Bank, meanwhile, offers a data series on gross national income 
(GNI) in purchasing power parties (PPP) at current international dollars from 1990 
to today for most of the countries and territories of the world economy. 31  With the 
help of this data series, we hope to be able to answer questions which are unan-
swered when a researcher uses the Maddison data base. 

 The “ medical diagnosis  ” about the acute state of economic and social health of 
the North Atlantic Arena, especially its Western European part, is again emerging 
from this kind of analysis. In terms of the average world GNI per capita in PPP, the 
engine of world growth, more than ever  before  , has shifted towards the China/India 
region, while Western Europe is facing a sharp decline of its growth perspectives in 
both the longer term (1990–2013) as well as in the medium term (2007–2013). The 
diagnosis only can be that the state of health of the patient has gravely deteriorated 
and that the situation has become really threatening. The uniformity of the down-
ward trend in growth perspectives for the entire North Atlantic arena, especially 
after 2007, is really frightening and suggests basically questioning the underlying 
economic paradigm which governed the political economy of the region since the 
late 1970s and the early 1980s (Maps 13–15 32 ). 

 In the following, we will highlight very briefl y some further tendencies emerging 
from the  systematic   analysis of the Maddison and the World Bank datasets.  

    Some Unexpected Further Conclusions from the Analysis 
of Convergence Paths 

 Electronic Appendix Map 14 33  does not stand alone in its verdict that overall and 
underlying growth tendencies for the countries of the Indian Ocean arena, or if you 
wish to say as well, the house of Islam, the   Dar al Islam    ,  are not as pessimistic as 
so many people seem to pretend. The upturn of many periphery and semi-periphery 
countries in the 1980s and beyond (see also Appendix 7 34 ) corresponds to the closer 
inspection of the convergence path of the majority of the Muslim countries. 

31   http://data.worldbank.org/indicator/NY.GNP.MKTP.PP.CD . 
32   See  https://www.academia.edu/3742045/Korotayev_Grinin_Tausch_Economic_Cycles_Crises_and_
the_Global_Periphery_Springer_2016_-_Supporting_online_materials . 
33   See Ibidem. 
34   See Ibidem. 
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 Our online Appendix 6 35  highlights consequently the fact that all the interna-
tional debate about poverty as the  main   cause of instability and terrorism in the 
Middle East region notwithstanding it is clear that during the last decades the major-
ity of Muslim countries with available data are now on a positive convergence track 
again, making good some of the terrain which many of them lost especially in the 
1960s and 1970s. 

 We also should highlight the fact that there are general tendencies at work which 
merit our attention, and which will be discussed in the context of Scheme  1  below.  

    Discussion 

 We of course very much appreciate the already existing research results, presented 
in the framework of world-system scholarship and in the framework of other theo-
retical traditions on long cycles of economics and politics. Studies confi rming or 
claiming to confi rm the basic tenets of the world-systems approach in the tradition 
of Kondratieff ( 1925 ,  1926 ,  1928 ,  1935 ), Schumpeter ( 1939 ) and Wallerstein ( 2000 ) 
about 40–60 year cycles of economics and even longer cycles of global wars were 
presented, among others, by Bornschier ( 1996 ); Devezas ( 2006 ,  2010 ,  2012 ); 
Devezas and Corredine ( 2001 ); Forrester ( 1977 ); Goldstein ( 1985 ,  1987 ,  1988 , 
 1991 ,  2006 ); Husson and Louça ( 2012 ); Korotayev and Grinin ( 2012 ); Korotayev 
and Tsirel ( 2010 ); Louçã ( 1997 ); Louçã and Reijnders ( 1999 ); Mandel ( 1995 ); 
Marchetti ( 1980 ,  2006 ); Metz ( 2008 ); O’Hara ( 1994 ,  2001 ,  2005 ); Perez ( 1983 ; 
Sterman (1985, 1986); Tausch and Ghymers,  2007 ; Tausch and Jourdon ( 2011 ); and 
Thompson and Zuk ( 1982 ). 

 The readers of this book in particular are probably well acquainted with the 
results of these studies. And yet, to be honest, these advances in the direction of 
confi rming the  long cycle hypotheses   nowadays face up to a formidable and techni-
cally often very advanced phalanx of competing studies, which question the very 
existence of longer cycles in international economics and politics altogether, or at 
least restrict the relevance of K-cycles to the movements of prices, and not the 
movements of the “real economy”; thus partially or completely falsifying a core 
concept of the entire world-system approach (Berry, Kim, & Baker,  2001 ; de Groot 
& Franses,  2008 ; Diebolt,  2012 ; Diebolt & Doliger,  2006 ; Diebolt & Escudier, 
 2002 ; Garvy,  1943 ; Haustein & Neuwirth,  1982 ; Kuznets,  1940 ,  1966 ; Metz,  2011 ; 
Van Ewijk,  1982 ). 

 The  parallel world-system   research hypothesis about cycles of global warfare 
was also fundamentally questioned in research, using advanced time-series analysis 
techniques (Beck,  1991 ; Silverberg,  2006 ). And we should recall, as has been 
 re- stated recently by Robinson ( 2011 ), these long cycles are of a central and not 
only peripheral conceptual and theoretical importance for the entire paradigm of the 
world-system approach, especially Wallerstein’s (Wallerstein,  2000 ). 

35   See Ibidem. 
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 Our re-analysis of the entire issue of global cycles and national cycles as well as 
cycles of global convergence and divergence has revealed that Kondratieff cycles 
exist, but that there are other types of cycles as well in the global economy, among 
them two cycles hitherto virtually neglected in quantitative research on the sub-
ject—the 36 year Barro cycle and the 140 year Wallerstein cycle. For the fi rst time 
in the literature, we also tried to analyze in a more systematic fashion the cycles of 
convergence and divergence. 

 There is strong reason to believe that the  Wallerstein cycle   is closely connected 
to the issue of leadership in the international system. The period from the end of the 
Napoleonic Wars to the Great Depression in the 1930s was the period of British 
dominance in the world economy, while the US hegemony evolved as a result of 
World War II and seems to be declining. Major world economic depressions have 
such a Tsunami force that they destabilize the entire international system as well. As 
has already been mentioned above, our results indicate peaks of international politi-
cal confl agrations in the Thirty Years War, the French wars of the 18th century, the 
Napoleonic Wars, and the German quest for global dominance (1914–1945) and the 
evolution of the postwar order with the Korean and Vietnam Wars. 

 The main results of our analysis of  Maddison’s dataset   at the national cycle level 
indicate that Kondratieff cycles of around 60 years duration are most clearly visible 
in Argentina, Canada, and Russia. We also found evidence on the existence of lon-
ger cycles of more than 35 years in Belgium; Chile; Greece; Netherlands; India; 
New Zealand; Spain; and USA; while for the other countries of the Maddison data 
set, the spectral density analysis results reported by Diebolt and Doliger ( 2006 ) 
could not be falsifi ed. 

 A reasonable hypothesis, why there are such differences in cycle length between 
the various countries of the world has to be found: an interesting hypothesis could 
be the application of Bornschier’s dependency theory, centered around penetration 
by transnational capital in the different economies of the world and the weakness or 
strength of “ national capital  ” (Bornschier & Chase-Dunn,  1985 ; Tausch,  2010 ). By 
and large, the role of transnational capital in the countries with longer cycles seems 
to be historically more pronounced than in the countries with shorter cycles, and the 
strength of the national bourgeoisie seems to determine the shortness of cycles. 
Typical cases, supporting such an interpretation would be France, Germany, Japan, 
the Netherlands, and Switzerland versus Argentina, Canada, Chile, Greece, India, 
New Zealand, Spain and Russia. 

 We highlight the dramatic singularity of Keynesian postwar European recon-
struction, and we also show that since the 1990s, other mechanisms have set in, 
which clearly are to the detriment of countries of the European Union and which 
currently benefi t, among others, some countries of neoliberalism. Our K-cycle anal-
ysis suggests that Portugal, Italy and Spain are the Maddison sample countries most 
seriously affected by the current downturn. 

 Being conscious about the limitations of this appendix both in terms of the esti-
mates used from the Maddison data set as well as the econometric techniques 
applied, we hope to have shown clearly nevertheless that some of the foundations 
of the current world-system research, i.e. the discourse about “long cycles” is not a 
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discourse about a non-existing monster in Scotland. Both the re-analysis of world 
industrial production growth data since 1741 as well as the global confl ict data since 
1495 cautiously support the earlier contentions of world-system research with evi-
dence, tested by spectral analysis and auto-correlation analysis. In addition, we 
could show that the world economy can be neatly separated into the Anglo-Saxon 
capitalist center and its peripheries in Latin America and Asia on the one hand, 
whose position in terms of ‘world average’ purchasing power since 1885 resembles 
an U-shaped curve, while the former contenders for global hegemony during World 
War II, Germany and Japan, the other European center countries and their European 
Southern periphery converged with and diverged from “world average” purchasing 
power in the shape of a right-ward, indented “S”. The raw material export depen-
dent peripheries/semi-peripheries, which all converged/diverged in the shape of a 
small letter “w”, as well as the trajectory of the slightly upward pointing larger 
oscillations of Brazil should not distract as from the fact that the majorities of coun-
tries under scrutiny here either correspond to the “U” or the indented “S”.

   Our data and analyses (see also Maps 25 and 26 36 ) fi nally underline how today 
an “Anglo-Saxon” capitalist  model  , tending towards inequality, at least partially 
takes advantage of world economic circumstances, and is at least partially well 
compatible with world economic growth. Map  1 , which in a way contradicts 
Piketty’s well-known analysis, shows that for several European countries, some 
countries of the Southern Cone of Latin America, some countries in Africa but espe-
cially in Iran, India and China, higher inequality had a 3-year time lagged positive 
effect on rates of economic growth.

   In an earlier section of this appendix, we already highlighted that in view of our 
results there could be some new light in international research on the hotly con-
tested issue of economic convergence, so well-known from  neo-classical contem-
porary economics   (Barro & Ursúa,  2008 ; Jaeger & Springler,  2012 ; Mankiw, 
Romer, & Weil  1992 ). We already said (in Chapter   4    ) that according to the “ law of 
convergence ,” mentioned by Barro,  inter alia,  in Barro ( 2012 ), under certain cir-
cumstances countries tend to eliminate gaps in levels of real per capita GDP at a rate 
around 2 % per year. A convergence at a 2 % rate implies that it takes 35 years for 
half of an initial gap to vanish and 115 years for 90 % of the gap to disappear (see 
also: Berthold & Kullas,  2009 ; Gennaioli, La Porta, Lopez-de-Silanes, & Shleifer 
 2014 ). Electronic Appendix Graph 26a now portrays on the basis of World Bank 
data 37  the convergence paths as they should have happened in the countries whose 
per capita income was below the “world average” since 1963. Electronic Appendix 
Graph 26b re-iterates the “medical diagnosis” which we already established in our 
contribution on the basis of the Maddison dataset, this time with the World Bank 
data since 1963: there is lots of divergence in the World System, and many nations 
stumble on their way, whereas the Great Divergence of the recent decades (Grinin 
& Korotayev  2015a ) is far from a perfectly smooth process. 

36   See  https://www.academia.edu/3742045/Korotayev_Grinin_Tausch_Economic_Cycles_Crises_and_
the_Global_Periphery_Springer_2016_-_Supporting_online_materials . 
37   http://data.worldbank.org/indicator/NY.GDP.PCAP.CD . 
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 Many countries of the world experienced dramatic implosions of their once suc-
cessful development path. In this sense, a good part of the experience of the coun-
tries of the world also after 1963 rather looks like the contrary of Electronic 
Appendix Graph 26a. In order to bring some light into what might appear at fi rst 
sight to be the chaos of Electronic Appendix Graph 26b, we attempt to present 
Graphs 26c and 26d, which summarize in an analytical fashion the underlying ten-
dencies of the world economy since 1963. 38  

 On the basis of three standard  statistical measures   of the average—the median, 
the geometrical mean, and the average proper, we can show that the standard “nor-
mal” average country whose per capita income in 1963 was below the “world aver-
age”, experienced the following typical trajectory of a further declining relative per 
capita income until the mid-1990s, only to recover then from the low level below 
20 % of the “world average” 39  (Electronic Appendix Graph 26c). Electronic 
Appendix Graph 26d shows the trajectory of the “standard” “normal” average coun-
try whose per capita income in 1963 was above the “world average”. Relative to the 
“world average”, the incomes in the richer countries increased only to implode 
somewhat at the very end of the half a century period 1963–2013.  

    Conclusions 

 Our re-analysis of the entire issue of global cycles and national cycles as well as 
cycles of global convergence and divergence revealed that Kondratieff cycles exist, 
but that there are other types of cycles as well in the global economy, among them 
two cycles hitherto virtually neglected in quantitative research on the subject – the 
36 year Barro cycle and the 140 year Wallerstein cycle. 

 For the fi rst time in the literature, we also tried to analyze in a more systematic 
fashion the cycles of convergence and divergence. 

 So, our results on the level of the world economy are to be interpreted as a 
resounding “yes” for the hypotheses voiced by Kondratieff, but with several addi-
tional qualifi cations and extensions. Kondratieff was right in analyzing a 54 year 
cycle of the real economy as well, but there are other important cycles too; some 
of them arevery well known to social science research, others perhaps are still 
more to be explored. On the level of industrial production growth in the world 

38   See  https://www.academia.edu/3742045/Korotayev_Grinin_Tausch_Economic_Cycles_Crises_and_
the_Global_Periphery_Springer_2016_-_Supporting_online_materials . 
39   It appears appropriate to remind the readers at this point that this is the average for those 31 
countries that we study. In fact, this “world average” is considerably higher than the real world 
average, as our sample consists of almost exclusively high and middle income countries, and 
hardly includes any countries with the lowest per capita incomes. Indeed, the overwhelming 
majority of countries with the lowest per capita incomes are found now in tropical Africa, whereas 
our sample does not include any African countries at all. 
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economy, there is—parallel to the Kondratieff cycle—a 140 year “logistic” cycle, 
fi rst analyzed by Immanuel Wallerstein; and in addition, there is the newly discov-
ered 36 year disaster cycle, correctly predicted by the neoclassical contemporary 
economist Robert Barro. For sure, there is also evidence—although somewhat 
weaker than expected—for a 22–23 year Kuznets cycle and the shorter, well-
known Juglar cycles and Kitchin cycles. We achieved our results with the untrans-
formed data at our disposal, but also with 5-year moving average transformations 
of the original data, which wielded the same results. There is strong reason to 
believe that the Wallerstein cycle is closely connected to the issue of leadership in 
the international system. 

 In this appendix, we also tested the crucial relationship of the Akamatsu cycles 
of convergence and the cross correlation relationship between the Akamatsu cycle 
and the Kondratieff cycle. We think that the most important message for future 
world-systems research is the realization that divergence and convergence pro-
cesses 40  in most nations of the world have a very strong cyclical component.   

    A Primer on Spectral Analysis and Time Series Analysis 

    All Calculations: SPSS 21 and EXCEL 2010, Innsbruck 
University 

  Simulating long cycles  
 If we want to understand the statistical methods used in this analysis, it is best to 

start with  simulated  cycles and to see which results they produce. So the simulated 
sinus-waves are:

40   See Grinin and Korotayev ( 2015a ) for more detail. 
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    63 year cycle: =SIN(time point*0,1)     
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 A Kondratieff cycle of 63 years duration will yield very clear-cut and easily 
identifi able results with our chosen statistical methods: 
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  This is the way how the SPSS spectral analysis period diagram would look 
like if there is a real 63 year economic cycle  

 Plot of the periodogram

  Under the conditions of a
simulated 63-year cycle,
the spectral analysis peri-
odogram will yield the
following, clearly visible
result: the cycle is 63
years in length
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   The ample methodological literature on the subject specifi es:

   “Although, for a stationary, nonlinearly deterministic process, the periodogram ordinates 
are asymptotically unbiased estimates of the spectral densities at the corresponding fre-
quencies, they are not consistent estimates; moreover, the correlation between adjacent 
periodogram ordinates tends to zero with increasing sample size. The result is that the 
periodogram presents a jagged appearance which is increasingly diffi cult to interpret as 
more data become available. In order to obtain consistent estimates of the spectral density 
function at specifi c frequencies, it is common practice to weight the periodogram ordinates 
over the frequency range or to form weighted averages of the autocovariances at different 
lags. […] The weights are called a ‘spectral window’. Essentially the idea is to reduce the 
variance of the estimate of an average spectral density around a particular frequency by 
averaging periodogram ordinates which are asymptotically unbiased and independently 
distributed estimates of the corresponding ordinates of the spectral density function. […] 

    This is the way how the SPSS spectral analysis—spectral density diagram 
could look like if there is a real 63 year economic cycle (window of 11 periods) 

The spectral density graph also identifies the
length of the 63 year cycle, but it should be
emphazised that only „windows“ with short
periods produce graphs, which resemble the
periodogram. Diebolt and Doliger (2006) un-
derline that the „erratic“ function I(ω) of the
periodogram is replaced by the more regular
function representing the mean trend of varia-
tions of I(ω) with (ω). In the language of
spectral analysis, this is being called the
„smoothening“ of the periodogram. However,
the choice of the periods for the windows in-
fluences the final outcome. 
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Naturally the sampling properties of the spectral estimates depend on the nature of the 
‘window’ used to obtain consistency […] Regardless of the choice of window, the ‘band-
width’ used in constructing the window must decrease at a suitable rate as the sample size 
grows. In the spectral window approach, this means that the window width must decrease 
at a slower rate than the sample size.”  (Diebold, Kilian, & Nerlove,  2010 ) 

    This is the way how the SPSS autocorrelation diagram should look like if 
there is a real 63 year economic cycle—tested with the SPSS routine “auto- 
correlation” using the option of possible lags of up to 100 years 

  

SPSS autocorrelation analysis indeed 
yields a very clear-cut result. The cy-
cle is 63 years in length, and it is 
clearly significant. 

1

-1,0

-0,5

0,0

0,5

1,0

5 9 13172125293337414549

Lag-Nummer

VAR00001

A
C

F

53576165

Koeffizient
Konfidenzhöchstgrenzen
Untere Konfidenzgrenze

6973778185899397

  

Appendix B: The Results of Spectral Analysis and Application of Other Statistical...

akorotayev@gmail.com



219

    But in the real world, there are no single-size sinus waves of long-term 
development patterns. Devezas,   2012   has suggested that there are “nested” 
shorter cycles in the larger Kondratieff waves.  

 A simple simulation of such a series with the EXCEL program could look like 
the following:

   Series 1=SIN(time axis*0,1)  
  Series 2=SIN(time axis*0,6)  
   Combined series =  Series 1 + ((Series 2)/3)   

  

Long 63 year k-wave with a shorter and weaker nested 10-year cycle (influence 
on the larger cycle 1/3)
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    The SPSS time-series plot for the entire cyclical movements over two decades. 
This graph looks very identical to the title graph of the   Kondratieff Waves 
Almanac 2012   and the Devezas (  2012  ) graph on page 161:  

  The Devezas graph: 

    Our simulated cycle: 

     

     The simulated cycle—200 years observation 
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 For such a simulated series, the spectral periodogram clearly discerns the 
simulated short cycle and the long cycle and thus clearly qualifi es itself as the 
prime instrument for reaching verdicts about cycle existence and cycle length. 
Please note that the simulation assumed that the long cycle has a much bigger 
weight than the short cycle. The periodogram and also the analysis of autocor-
relation clearly identify these two different weights (long cycle = weight 1; short 
cycle = weight 1/3)
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    An even more pessimistic variant of events could assume that the “long 
cycles” are a tendency, while the shorter cycles are real cycles 

   Series 1=SIN(time axis*0,1)  
  Series 2=SIN(time axis*0,6)  
  Combined series=Series 1 + (Series 2)*1,5    
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         The entire simulated 63 year swing time series with 10-year shorter cycles 
looks like the following: 

 The simulated time series could look like the following:

  

Long 63 year k-wave with a shorter and stronger nested 10-year cycle (influence 
on the larger cycle factor 1,5)
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    In reality, such “cycles” are often encountered, and indeed partially resem-
ble the concrete oscillations observed in large sections of k-cycle research over 
longer time series of economic growth or industrial production growth. But a 
moving average of 11 years clearly detects such a structure 

  

Long wave with a nested shorter 10 year cycle
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    In our case, the sliding or rolling correlation analysis which analyses for 
each year the correlation of the growth variable with the time axis over the 
preceding 25 years would also yield a very clear result, reproducing the true 
underlying 63-year Kondratieff swing 
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    In such a case, the periodogram in spectral analysis again clearly identifi es 
the length of the two cycles—10 years and 63 years, and also truly refl ects the 
different weights assigned to the two time series. The shorter series has a weight 
of 1.5, while the longer series has a weight of 1:  

 Plot of the periodogram
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    The spectral density diagram for different windows yields the following 
extremely divergent shapes (3 year window, 5 year window, 11 year window)  

  3 year window 
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    5 year window 
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    The analysis of autocorrelation under such conditions yields the following 
results about the recurring 10 year fl uctuations and the pattern of the longer 
63-year trend  

 Autocorrelation analysis residual plot (ACF autocorrelation plot), showing coef-
fi cients and upper and lower bounds of confi dence per number of lags

    11 year window 
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      Enter the world of reality—results from the real world economy, 1740 to 
today  

    

    Our main results are to be seen in the following Graphs: 

  A schematic representation of the global industrial production growth 
results, based on periodograms of spectral analysis  

 Plot of the periodogram
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    The shorter cycles, based on periodograms of spectral analysis  
 Plot of the periodogram     
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