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Abstract
David Lewis famously proposed to model conventiassolutions to coordination
games, where equilibrium selection is driven bycpdence, or the history of play.
A characteristic feature of Lewis Conventions isttthey are intrinsically non-
normative. Some philosophers have argued thahferéason they miss a crucial
aspect of our folk notion of convention. It is dtfubhowever that Lewis was
merely analysing a folk concept. I illustrate how theory can (and must) be
assessed using empirical data, and argue tha¢# iddeed miss some important
aspects of real-world conventions. | conclude Wiatther Lewis Conventions exist
or not depends on how closely they approximateweald behaviour, and whether
we have any alternative theory that does a beiteaj explaining the phenomena.

You are sitting in front of a computer screen. dsyour mouse, you can choose one of
two coloured buttons labelled, from left to rigtRed” and “Blue”. You know that two
other players are facing the same decision. Ifglbahoose the same colour, you will
earn 10 experimental tokens each, which will beveaied later into real money.
Unfortunately you have to make your decision siamgiously, without the possibility of
communicating with the other group members. Yoo &tsow that you will play this
game ten times with the same partners, and wilivecfeedback after each round. What
will you choose?

It seems that in the first round you cannot dodsdttan choosing at random. But in fact,
unbeknown to you, your body is already helping gati Like most people, when the
screen appeared in front of you, you probably édagour sight on the button placed on
the left-hand side of the screen. You then shifiaar sight to the right-hand button,
returned to the left, and repeated this processrakbtimes. Eventually, there is a higher
probability that you will choose the object uponigthyou fixated first (see Rangel
2007).

So with a bit of luck all the players in your growpl choose Red and earn 10 tokens
already in the first round. But even if this do@es nappen, two players out of three will
necessarily choose the same colour. This will semgessage to the third player. Using a
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simple majority rule, she will infer that choositigat colour is the most likely
coordination strategy in the next round. Followihg reasoning, your group should be
able to coordinate in just a few rounds, and froemton rather effortlessly make money
by simply repeating the choice made in the previousd.

At this point aconvention has emerged. David Lewis (1969) first proposechdalel
conventions as solutions to repeated coordinatioblpms of this kind. We can represent
a simple coordination game using a standard twoalnymatrix (Table 1). You are the
row player and for simplicity the other two membefshe group are jointly represented
as column. This game has two Nash equilibria: Red/&d Blue/Blue. Standard game
theory assigns an equal chance for Red and Blbedome coordination points in
repeated play. Even worse, it is unable to pretat all players will keep playing the
convention, once they have coordinated. But asteemaf fact, when this game is played
in the laboratory two-thirds of the participantayRed in the first round, which is then
twice as likely as Blue to evolve into a conventiohnd of course the overwhelming
majority continue to coordinate successfully aftes has been done at least once.

Red Blue

Red | 10,100,0

Blue | 0, 0 10, 10

Table 1: A simple coordination task

Lewis borrowed the idea of modelling conventiong@srdination games from Thomas
Schelling (1962). Schelling had argued that in isgh\coordination problems we are
often helped by apparently irrelevant factors thake one of the available strategies
salient. Consider for example the “Ten Numbers” game: yaust choose one among the
following numbers:

0,1,23,4,5/6,7,8,9

Your partner is sitting in a separate room an@gsny the same problem. It is a one-shot
game: if you both choose the same number, yougaitt $10 each, otherwise nought. In
a game like this, the probability of convergingtba same option by playing randomly is
very small. Yet, a surprisingly high number of pleogpoordinate successfully by
choosing zero. There are a number of factors thatribute to make zero salient: it is the
first number in the list, and it is notoriously @quliar number too. It is also the first one
on the left, and as we have seen it is more likeelye chosen for purely physiological
reasons.

A salient strategy constitutedacal point that facilitates coordination when purely
rational considerations are insufficient to pin aotve best strategy. Focal points may be
determined by cultural, cognitive, or even biol@gifactors. Lewis argued that in the
case of conventions salience is determinegriegedence. Why do Britons drive on the

! In a sample of 141 experimental subjects, 93 cReskin the first round, and 94 were playing Redraf
eight rounds.



left? Forget the traffic code or the police: excaf¢w fools, nobody drives on the left for
fear of sanctions; we do it because we do not waaotash into one another. If everybody
else were to swap from left to right, we would e same, regardless of the law. In
Britain we drive on the left because every drivas been doing it in recent history, and
we expect them to continue to do so in the future.

Lewis’ account was remarkable for a number of reasti pioneered the application of
game theoretic tools in the field of social ontglolj introduced the concept of common
knowledge, and highlighted the importance of repegaiay — an insight that has recently
been vindicated by the development of evolutiorgame theory. Finally, it exposed the
limitations of “pure” rational choice theory foralanalysis of collective behaviour. If we
want to understand how institutions emerge fronimddal interaction, we must study
the ways in which cognitive, cultural, and biolagibiases constrain our behaviour,
make it more predictable, and hence reduce thevenm complexity of social
interaction. To constantly engage in the calcufetiof a perfectly rational player would
be too time consuming, perhaps impossible for cogahy limited creatures as we are.
Thus the a priori project of modelling perfectlyioaal players can only take us so far in
the study of social behaviour. The study of conierstis inevitably aempirical, as well
as a theoretical task.

Conventions and norms

In one important respect Lewis’ theory sits firnmythe rational choice tradition. Our
main motivation to follow a convention is stricgglfish: we drive on the left because we
want to avoid accidents; we say “cat” rather thi@t™ because we want to be understood
by our interlocutors; we wear black at funeralséhese we want to communicate our
grief. Lewis’ approach then leads naturally to atrseparation between social norms and
conventions. A social norm always comes with aririgic “ought”, and is usually

backed up by a system of sanctions. The sanctiens@ant to change the payoffs of the
game: for example, to change a mixed-motives géikkeed prisoner’s dilemma) into a
coordination game (Figure 1).

Left |2,2] 0,3 Left [2,2] 0,0
Right| 3,0 1,1 Right| 0,0 1,1

v

Figure 1: Transforming a Prisoner’s Dilemma gante anCoordination game.

The transformation of (3, 0) and (0, 3) into (Onfyy take place in different ways. If the
payoffs represent utility values, as it is oftea tase in standard game theory, then the
reduction of the “free-riding” payoffs (Right-Ledind Left-Right) may be due to a feeling
of guilt or shame: the other player had trustedcogperation and | have let her down,
for example. But in many societies there are eslamechanisms that reduce our payoffs
both at the psychological and at the material tear®lerbal reproach or ostracism from

2 For a seminal game-theoretic account of sociansalong these lines, see Ullmann-Margalit (1977).



business are examples of how normative pressups ha#kining socially superior
equilibria in the game of life.

Roughly, then, a social norm exists when everwiddial (1) prefers to conform to the
norm provided that (almost) everybody else doeséme; (2) it is common knowledge
that one ought to conform; and (3) this normatixeeetation is backed up by sanctidns.
Lewis somewhat misleadingly claims that “convensiame a species of norms”. But
Lewis Conventions aneot norms in the sense specified by conditions (1)®Ra}ther,
conventions are supported &trinsic normative considerations: one follows a
convention because (a) it is individually ratiot@ato so, and (b) deviance from
conventions is usually sanctioneddifier independent social norms. A convention does
not, per se, imply a commitment to conformity to the sameteigg. While satisfying (1)
and (2), condition (3) does not apply. The sandtithrat support a convention are not
tailored to supportinthat particular strategy, but derive from consideragioha much
more general kind.

The key paragraph from Lewis (1969) is worth qupim full:

we do presume, other things being equal, that agatdo do what answers to his
own preferences. And we presume, other things beguoigl, that one ought to do
what answers to others’ preferences, especiallyhiey may reasonably expect
one to do so. For any action conforming to any eotion, then, we would
recognize these two (probable and presumptiveprsaghy it ought to be done.
We would not, so far as | can tell, recognize anylarly general reasons why it
ought not to be done. This is what | mean by cglianventions a species of
norms. (p. 98)

Notice that Lewis’ expectations are “plain” expeictas, to use Margaret Gilbert’s
(1989) expression, i.e. non-normative expectatabwit what othergill do (as rational
individuals), rather than what theyght to do. Lewis does not explain why one should
answer to others’ preferences in such situatioesoiily says that not doing so is likely
to cause feelings of disapproval, and even to énganctions (pp. 99-100). So we should
imagine that breaking conventions would amountidéating some independent norm,
like “do not harm others unless there is a goodardo do so” (Gilbert 1989, p. 354).
Although “convention’ itself, on my analysis, i®ha normative term”, says Lewis,
“there are certaiprobable consequences implied by the fact that an action would
conform to a convention [...] which are presumptiasons, according to our common
opinion, why that action ought to be done” (19697, emphasis added).

Lewis’ analysis is controversial. Margaret Gilb@r®89, 2008) has argued forcefully that
conventions, norms, and related social instituti@astoms, traditions, rules) must be
analysed in terms of more primitive notions of gr@ction and collective intention. In
particular, conventions result from a “quasi-agreathamong members of a group to
pursue a certain line of action that will attaispeecific collective goal. Such quasi-

3 Although Lewis does not analyze social norms iptde“Ludovician” theories of norms can be foung.e.
in Pettit (1990) and Bicchieri (2006).



agreements need not be formulated explicitly, dtehalerive from the mere observation
that people do pursue a certain line of action $kates the goals of the relevant group.
Collective intentions result injaint commitment that cannot be unilaterally breached by
an individual group member. This is why, accordim@silbert, we usually feel the need
to excuse and justify a breach of convention imtfiaf other group members. One of
Gilbert’'s complaints is that “conventions in Lewggnse do not seem apt to give rise to
the ‘ought’ judgments typically associated with gentions as ordinarily conceived”
(1989, p. 354).

Theories of group action are sophisticated andaceming increasingly influential, but
this is not the place to examine them in détaibwis’ approach conflicts with these
accounts in a number of ways. Gilbert even dispihitascoordination games provide a
good starting point for a philosophical analysigofivention. In what follows | will
bracket such issues and focus on the main disagreesancerning normativityEven if
coordination games did not provide necessary cimmditfor social conventions, they
would still model a number of situations that wentoonly associate with conventions.
These “Lewis Conventions” — a technical term froowron — are the focus of this paper.
But arethere any Lewis Conventions, after all?

Analysis and intuitions

It is not clear how this question should be tackleslvis has been commonly read as
providing an analysis of the vernacular notion @fivention. Accordingly, critics like
Gilbert have focused on counterexamples that exploonsistencies between his theory
and the everyday conceptual apparatus associateaevvention. Luckily, she claims,
“we can tell much that we need to know about cotecbp telling science fiction tales
and such” (Gilbert 1989, p. 10). Here’s one sudtdt ta

People in a certain community regularly take tefmat in the afternoon. Though
this is population common knowledge no one affagbgirticular positive attitude
towards the practice, beyond generally conformini.tin particular, it is not
regarded as mandatory in any way. When Sally sugge<harles that he come for
tea at five, Charles may be a little surprisediag no sense of impropriety. If this
is the way things are | suggest that we would agttbat they have a convention
that four o’clock is the time to have tea. (Gilb#889, p. 350)

Let us take Gilbert’'s suggestion seriously: wowtglsay that there is a convention to
have tea at four, or not? It is hard to say. Lisgaipractices do not constrain the usage
of terms like “convention” enough for there beindedinite answer to this questién.

* See Gold and Sugden (2007) for a critical anakysis overview.

® Notice that other philosophers do not associaetition of collective intentions strictly with tigea of
joint commitment. Searle (1990) and Bratman (1988)example, have proposed non-normative theories
of collective intentionality. Sugden’s (2000) anddBarach’s (2006) theories of “team reasoning” also
reject Gilbert’'s notion of commitment and restncrmativity to the “ought” of logical inference.

® Concerns of this kind are not new and are not ldo the philosophy of social science. They have
emerged first in epistemology (see e.g. Stich 19@@) ethics (Horowitz 1998). For general surveys of



Philosophers’ tales often stretch our intuitiveaeapes to the breaking point (as in the
guoted paragraph) where clear intuitions are habine by.

Of course this conceptual gymnastic is far fronrmtemesting. In telling us what a
conventiorreally is Gilbert constructs a complex conceptual stmgcthat is bound to be
partly revisionary of the way in which we use camdguage. The logical positivists
pointed out a long time ago that philosophical gsialcan (and perhaps ought to) have a
critical as well as a descriptive functibBut then agreement with our linguistic practice
or with our intuitions in highly fictional scenasa@annot be the ultimate test of validity
for philosophical reconstructions of folk concepts.

Indeed, it may be more important to come up witlea, coherent concept of convention
than trying to mirror a muddled discourse. In argcontribution to social ontology
Raimo Tuomela (2002) for instance declares to teasted in analyzing the “common-
sense framework of [collective] agency”. This framoek is presented as the carrier of a
great amount of useful information about socialitgaand as an important testing device
for philosophical constructs. However, he admitd tiitimately the common-sense
framework is likely to be incoherent. Only by rewig it we can construct a coherent
system that may help future social scientists:

the resulting account [of social reality] does reslly compete with what social
scientists are doing as it rather is meant in fgactitically analyze the
presuppositions of current scientific research [anjdo provide a new conceptual
system for theory-building (Tuomela 2002, p. 7)

Scientific theories, | take, must then be testetth@nusual way. Ontological investigation
can play a heuristic role, but is eventually apgedion the basis of the science it has
produced. The ultimate validation must be empiricather than conceptual, in character.

Analytical empiricism

There are reasons to believe that Lewis himselfldvoat disagree. Lewis (1969) says
repeatedly that he is providing an analysis of emtion. What he doe®ot claim,
however, is that he is primarily interested in pdig an analysis of our folk notion of
convention. While expressing thepe that it captures the vernacular concept of
convention, Lewis is adamant that agreement with suconcept is neither the only nor
the most important criterion for the appraisal isf theory:

recent work in so-called “experimental philosopkgk also Knobe (2006), Alexander and Weinberg
(2006).

" See e.g. Reichenbach (1938, pp. 3-6). On revisjanataphysics in general, see Carrara and Varzi
(2001).

® Here | am consciously conflating “pure” concepalgmis with the analysis of everyday usage of cptse
as revealed by linguistic practice. Philosophesagliee about the nature of concepts, and thig ifheo
place to resolve such disagreements. Notice thgtigge analysis can (and should, in my view) be an
empirical activity, so in a sense | am here singulyocating the replacement of one kind of empirizdah
(how people use the concept/term “convention”) waititother kind of data (are there such things as
conventions in Lewis’ sense).



| hope it is an analysis of our common, establist@mttept of convention [...].
But perhaps it is not, for perhaps not all of ustare any one clear general
concept of convention. At least, insofar as | hadacept of convention before |
thought twice, this is either it or its legitimdteir. And what call convention is
an important phenomenon under any name (Lewis 1268,see also p. 46 for a
reiteration of this point).

The analysis of folk theories of course plays apantant role in Lewis’ philosophy in
general. One of Lewis’ lasting contributions cotsecisely in clarifying a method of
philosophical analysis (the “Carnap-Ramsey-Lewigtmad) that is applicable to a wide
range of folk theories — from psychology, to math&os, colours and even holes. So
readers may have been misled into thinking thaptbgect pursued i€onvention is
analogous to the analyses that Lewis provides élsevBut this is doubtful, and the
best way of seeing this is by trying to place theory of conventions in the context of
Lewis’ method.

In “Psychophysical and Theoretical Identificatiohgwis (1972) gives a detailed
account of the method of analysis of folk theoriHse analysis proceeds in four steps.
First, collect all the “platitudes” of the folk tbey in question. In the case of psychology,
for example, the platitudes are going to be everydanciples like “if people want an
object, believe that the object is within theiradleaand no counteracting reason
intervenes, then they try to grab that object”, atier trivialities of this sort.

Second, form the conjunction of these platituti€his conjunction will include both
problematic, “Theoretical” terms (mental states,dwample), and unproblematic “Old”
terms referring to familiar objects and phenomédaeaigl expressions, linguistic
utterances, etc.). Following Carnap, Lewis propdisasthe meanings of the T-terms be
defined by their functional role in the folk theorytheir relations with one another and
with the O-terms of the theory. (For this reasoewls calls the conjunction of platitudes
“the postulate of the term-introducing theory”.)

All the T-terms can now be replaced with variabbeg] these variables can be quantified
over to obtain claims of the form: “There are X,2,.. that stand in such-and-such
relations among themselves and with the O-termisis uantified version of the
conjunction of platitudes is the “Ramsey-senterafahe folk theory. By “Ramseyfing”
we explicate the role of problematic T-terms, siyripy showing what their job is in the
overall economy of the folk theory. Although ther@ap-Ramsey-Lewis approach has
been widely debated, these three preliminary stiepsneant to capture the core activities
that most philosophers associate with the methaoteptual analysis. “Collecting the
platitudes” actually gives a false appearancerop§city to what is typically a difficult,
controversial task. Counterexamples and “fictidagaplay a prominent role in deciding
which platitudes are to be included among the paigs, and the definition of the folk

° | am simplifying here (and elsewhere) for easprefentation. See Lewis (1970, 1972) for the full
account.



theory is achieved by a difficult balancing actvioen general principles and intuitions
about specific casé$.

Frank Jackson (1998) has argued that conceptubiseses instrumental to the goals of
“serious metaphysics”. The Ramseyfication of a tbkory, in other words, should not
be pursued as an end in itself. Serious metaphgsiss bring order and simplicity in the
heterogeneous list of what there is — the listroities and properties that figure in our
folk theories. The fourth step in the Carnap-Rarisayis method in fact is concerned
with reduction, whereby problematic T-terms are shown to be éereatial with the less
problematic terms of a base theory. In many casdie the mind-body problem that
concerns Lewis (1970, 1972) — the reduction ismicikrather than actual. We do not
know yet what the T-terms of folk psychology ref@ralthough presumably future
neuroscience will let us know. In the meantime ae still say something general about
the denotation of the folk concepts, by explicatimg causal roles that brain states will
have to account for, in order to attain the redurctf mental states.

Successful completion of this four-step procesgédsrcrucially on the strength of the
analysandum, that is, on the correctness of thetfi@ory in question. In the case of
psychology we seem to have a decisive advantagejefdave direct access to the folk
theory in question. Lewis goes as far as to sayiagthe principles of folk psychology
are common knowledge (albeit of the tacit kind) #retefore only require to be made
explicit for all members of the folk to recognizesir validity. This advantage can be
used to pull out a simple trick. Consider thatRamsey-sentence implies the theory: if
X, Y, Z exist then the theory is true. The latt@piication (or “Carnap-sentence”s R

T) is analytic in Lewis’ view. Lewis introduces mbdified Carnap sentence” to ensure
uniqueness: on pain of indeterminacy of referetieetheory must refer to one set of
entities only. And here comes the trick: if the rfied Carnap-sentence is analytic, then
obviouslyeither the T-terms do not refeor our platitudes about them are true. But if the
folk theory has been analyzed properly, then thé&tptesare true (they are platitudes
after all!). So the T-terms do refer (although waymot know exactlyhat they refer

to).

Lewis uses this trick explicitly in his work on thand-body problem. The T-terms are
names of mental states, and the O-terms name gesisouli, motor responses, and the
like. Once our folk-psychology has been Ramseyfiegiknow what sort of job the

entities that will replace mental states in ouufatbase theory must do — even though we
do not know exactly what these entities are. Lealisws more or less the same strategy
in his work on colours and the foundations of mathgics:* but the case of conventions

is more complicated. Unlike folk psychology, verakat social ontology is hardly
common knowledge among the folk. On the contrdrggpcial psychologists are right we
should expect it to be deeply mistaken on a nurabessues, and in a systematic way

10 Jackson (1998) offers a book-length exposition defénse of the analytical method that owes much to
Lewis’ work.
1 According to Nolan (2005).



too? With such a problematic analysandum, the CarnapsRg-Lewis project cannot
even take off.

And in fact there is an important disanalogy betwkeewis’ approach iit€onvention and
his method of analysis of folk theories. The ketefim (“Lewis Convention”, as we shall
call it) is defined by Lewis usingsgientific model rather than a set of folk platitudes.
The model is partly borrowed from the theory of gammand is partly of Lewis’ own
invention. There is no doubt that Lewis believest thany platitudes can be captured by
his theory — and yet the platitudes do not cortstitiee theory itself.

There are, to sum up, two possible interpretatairisewis’ project. On one reading, he is
indeed attempting an analysis of our folk notiorcofivention. He is concerned with the
first three steps of the Carnap-Ramsey-Lewis metimoother words. And yet, consider
the O-terms: far from relying on unproblematic nas, Lewis analyzes convention using
sophisticated concepts such as utility maximizatiesh equilibrium, and common
knowledge. Once this has been done, the Ramsagficait Lewis’ theory of conventions
will not deliver the trick. According to the anaty{modified) Carnap-sentence, either
Lewis Conventions do not exist, or the theoryitBut since the theory is not just a
conjunction of platitudes, it may well be falsewlie Conventions may not exist after all.

On another reading, Lewis is proposinggientific theory that may (or may not) provide
the base for the reduction of “folk” conventionse K4 concerned with the last step
(reduction) of the Carnap-Ramsey-Lewis method theowords. Of course we cannot
guarantee that a scientific theory is able to a&pali the features of folk conventions.
We may have to be eliminativist regarding at lsashe of the latter. But this may not
matter if, as Lewis says, “whatall convention is an important phenomenon undgr a
name” (1969, p. 3).

Under the first reading, Lewis can be criticizeddoing an imperfect analysis of the folk
notion of convention. His theory does not fit ooreintuitions. This is Gilbert’s
interpretation, and should be dismissed in my Vig#ccording to the second
interpretation, the question of the correctnedsentis’ theory is ascientific one.

Consider an analogy with physics: the reductiothefmodynamics to molecular physics
is predicated on the fact that the latter gets riosgs right, at its own level of analysis.
The discovery that the motion of particles canam¢st all) the job of temperature is
exciting precisely because the laws governingrtiosion are secure on experimental
grounds. Similarly, the reduction of mental statebrain states will occur only when the
principles of neurophysiology will be properly umsimod and validated. Has this
prerequisite been satisfied in the case of conestl If Lewis’ theory were not
confirmed by empirical data, then it would not evena contender for metaphysical
reduction. If the theory did not describe the pheana adequately at its own level of

12 See for example Rothbart and Taylor (1992).

13 Gilbert (2008) has argued recently that Lewisbityecan be interpreteubth as an attempt to analyze a
folk conceptand as a descriptive account of a real-world phenomeAtihough this is surely a move in

the right direction, | still believe it to be fal§er the reasons outlined in this section. Conesatlysis is at

best a secondary goal for Lewis (1969).



analysis, then the issue of whether we have gaodions about, say, normativity,

would not even arise. We wouldn’t have to chooge/éen a scientific and a folk theory,
if the scientific theory was imperfect or even plgifalse. That's why, according to this
reading, Lewis’ theory must be assessed in thadbiy, rather than in the philosopher’s
armchair.

Back tothelab

We have seen that coordination is achieved qugiyea small groups playing
repeatedly the game in Table 1. But this does re#mthat Lewis was right. Lewis
Conventions involve a particular set of mechanitimas facilitate and support
coordination, and the mere observation that coatdtin takes place sheds little light on
the underlying mechanisms. Are experimental subjédven by the motives highlighted
by Lewis, or is there a more complicated storyedddd? In particular, was Lewis right
on normativity? Do instrumental rationality andexial norms provide an exhaustive
account of the “ought” of convention, or is therei@atrinsic normative pressure to
conform?

We can answer these questions by manipulatinghtdentives of the game. Suppose that
after nine rounds of “normal” coordination playettenth and final round includes a
surprise: instead of the incentive structure ofl&dh players will face the payoffs in
Table 2. Whatever convention evolved in the eadgass of the game (Red-Red or Blue-
Blue), one player (we shall call her the “potentiaViant”) has an incentive to deviate
from it. In Table 2 the potential deviant is thevrplayer, and as usual the other two
members of the group are jointly represented aswol The key feature is that by
breaching the convention a deviant imposes a peaalthe other group members.

Red Blue

Red | 200, 200 300, 0

Blue | 300, 0 200, 200

Table 2: Incentive to deviate in the 10th round

Before the tenth round the potential deviant isiimfed about this change in the payoff
structure, but the other two group members areSiw.is told that they are not aware of
this change, but that at the end of the game thiepevfully informed about the payoff
structure and the choice of the potential devi8@otbefore the tenth round the potential
deviant can safely assume that the two other pdayér continue to follow the
convention. As a potential deviant, your choicedion is very simple: eith@onform
(everybody earns 200) breach the convention (you earn 300, they earn nothing).

We can now detect the effect of norms by obserwihgther potential deviants are
willing to forego individual earnings and conformthe convention that evolved in
earlier roundsThe normativity of convention is the (normative) expectation that you
ought to bear the possible costs of non-deviance, because | am planning my choices
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based on the expectation that you will conform. Normativity is manifested in the decision
to “leave some money on the table” and privilegedhoup’s earnings with respect to
one’s own private gait’

Our tenth round can then be used as an “acid test&tect the influence of normative
forces that may have emerged during the early mohdroup play. As a matter of fact
in the laboratory less than one-third (30%) ofplogential deviants decide to breach the
convention. This may sound remarkably low, butact fis consistent with a large body of
experimental dat& So why do people decide to conform? Notice thatinkentive
structure of the tenth round is similar to a se¢jaégame in which the first mover does
not have any other option except to put hersefienhands of the potential deviant. After
the tenth round the game is over and the threeeayill never meet again. So a purely
consequentialist, looking-forward agent will notdfeaid of disrupting the convention
that has emerged in the previous rounds.

If strategic considerations cannot play a role hitve remarkably high level of
conformity with the convention can be explainedtig existence of social norms that
prescribe cooperation. A norm atruism (*you ought to help the members of your
group”) for example may prescribe to conform toélséablished regularity. If it is
common knowledge in the group that the norm apptiestuations of this kind, the
potential deviant may be willing to comply with therm at the expense of some
individualistic gain. Similarly, norms of fairness equality will prescribe to conform to
the behaviour of other group members becauseslhieeiway to achieve an equal
distribution of the resourcé$.

We know that these norms are at work, because weneaipulate them. By changing
the payoffs in the last round it is possible tgder (or shield) different norms that dictate
cooperation. Consider the payoffs in Table 3. lntdnth round now the potential deviant
faces a straight choice between earning 300 atsiteepenses, and letting them earn

% This use of monetary incentives is very commoexperimental psychology and economics. In
experiments with Prisoner’s Dilemma or Ultimatumnges, monetary incentives are used to observe the
factors that prompt individuals to deviate from gredictions of standard rational choice theory. By
“standard theory” | mean the theory of rationalygb@sed on Nash equilibrium, together with the
assumption of self-interest that is commonly ineldidh economic models. It is sometimes pointedioatt
game theory doeawt, strictly speaking, predict that individuals makimtheir expected monetary payoffs.
The theory says that individuals act so as to mepdrtheir expectedtility, and the latter does not have to
be an increasing function of their monetary gainly.dJtility, however, is not directly observabBy
observing deviations from the prediction of thendt@d model we can try to reconstruct utility fuons
using behavioural evidence. This strategy is pabfyfruitful, and has led to the creation of irasingly
sophisticated models incorporating normative cagrsitions of altruism, fairness, equality, and remifty.
Philosophical and methodological discussion ofeghissues can be found in Bicchieri (2006), Guala
(2006), and Woodward (forthcoming).

15 See Guala and Mittone (2008) for a more detailsdussion of the experimental results, as well as
footnote 16 below.

' The same behaviour can be captured by postulathey-regarding preferences. Although models of
other-regarding preferences are popular among eaist®in virtue of their simplicity and tractabjljithey
are known to have a number of defects. | will natspie this distinction here, but a thorough disicurssf
the difference between theories of social normstheadries of other-regarding preferences can beddo
Bicchieri (2006, Ch. 3).
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200 at her own expense. Instead of a choosing eatae individualistic and a
cooperative outcome, as in Table 2, she now chasesg an altruistic and an
individualistic outcome. Unsurprisingly, the propon of deviants is much higher in this
condition. 65% of players now choose a differenbgpand take the 300 tokens. This is
to be expected if, as plausible, only a minorityalfuists is willing to donate money at
their own expense.

Red Blue

Red | 0, 200 300, 0

Blue | 300, 0| 0, 200

Table 3: Altruistic vs. individualistic option

The design so far does not allow one to discrinaitegtween “external” norms of
cooperation and the “intrinsic” normative forcecoivention. When the potential deviant
approaches the tenth round, she may be influengdaebhistory of play that has
developed in her own group. Repeated team playtbesfirst nine rounds may have
generated an extra pressure to conform, over aovkahe considerations listed above.
Perhaps, as suggested by Gilbert, this presstine isonsequence of a joint commitment
associated with collective intentionality. In arase, the mere fact that some subjects are
willing to conform to the convention and foregoiwidual gains merely tells us that there
is some norm at work, but does not indicate exaethat kind of normativity we are

dealing with.

If the intrinsic normativity of convention emergéa repeated group play, we should be
able to observe the net effect of external nornesgribing cooperation simply by
eliminating group play. We can subtract the infidrierce of convention, and leave only

the effect of external norms. This is what happertee one-shot game represented in
Figure 2.

Player 3

Red Blue

(200, 200) (300, 0)

Figure 2: The one-shot game.
The decision tree represents the game as seeritieoniewpoint of the potential deviant

(“Player 3”). The first two players do not moveheir colour is arbitrarily assigned by a
computer. The potential deviant can observe thdtremnd then decide whether to play
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the same colour or not. Notice that at this poat is facing exactly the decision situation
of the tenth round of the repeated game, excepttikee is no history of group play, and
thus no opportunity for the intrinsic normativity @nvention to emerge. Whatever
expectations are formed regarding the potentialaaié'® behaviour, they must arise from
external social norms prescribing cooperationtimegions of this kind.

When the one-shot sequential game is played ifatiratory, 68% of the experimental
subjects decide to deviate, compared to 30% imepeated gam€. The mere fact of
playing together for nine rounds is sufficient tthance conventional behaviour.
Conventions are not only sustained by external safitooperation, but also by an
intrinsic normative pressure to conform to an dghbd regularity.

Arethere L ewis Conventions?

A Lewis Convention solves a coordination problenaloting as a focal point that guides
our choices in future play. In Lewis’ model eachydr follows the convention for two
sets of reasons: to pursue her own selfish gaohpacause external social norms dictate
not to hurt others, ceteris paribus. Both reasoosviaite the behaviour of real players
facing simple choices in laboratory settings. Bthied factor also influences real
decision-makers. When a group of players buildséohy of joint action, they
unintendedly create an additional pressure towesdformity that goes beyond the
“ought” of individual rationality and the “ought’f@xternal social norms. Whether this
intrinsic normativity is to be explained by a joogmmitment or some other mechanism
is an important question that we do not know howartewer yet. More data must be
collected to disentangle the complex causal presessderlying the dynamics of group
play. For the time being, we can say that Lewistelmverlooks these processes and
provides only a partial account of the ontologygofventions.

The experiments were designed to deliver a padrgupowerful message. In real life,
admittedly, we do not always interact anonymoushh\a group of strangers whom we
are unlikely ever to meet again. But consider thatanodyne experimental settings are
muchless likely to create social pressure on the participants, tte sort of situations we
face in everyday life. And yet, the intrinsic nomm#y of conventions can be observed
even in these unfavourable conditions. We can erpect the pressure itacrease when
we play indefinitely repeated games with our fanmilgmbers, friends, and colleagues.

Y This replicates what we already know from siméaperiments. Charness and Rabin (2002) for instance
have found remarkably similar results in a two-plagequential game where the first mover chooses
between opting out and staying in the game. Ifggite out, she will earn nothing and the first mowék
earn 800 tokens; if she stays in, the second mwagr choice between taking all the money (0, 800)
sharing in equal parts (400, 400). In their sampéefirst mover opts out, 56% of the second movers
choose the “fair” outcome, and 44% choose the itajle one. The importance of history is apparésd a
in Charness and Rabin’s game. In another condiiqerimental subjects are offered a straight choice
between the two allocations, (0, 800) and (400)408chnically, this is a mini-version of a so-eall
Dictator’'s game, where the other player (the edaivizof the “first mover”, in the sequential ganiejot
allowed to make any decision whatsoever. In theiddictator's game players opt in majority for the
inequitable division (78%). So the mere fact tihat first movers are allowed to do something andshko
to stay in the sequential game is sufficient tdt timost 35% of the subjects towards the equitable
outcome.
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Thus “Lewis Convention”, as a theoretical termicly speaking does not refer. To
conclude that “folk” conventions do not exist wollave a whiff of absurdity — surely
we cannot question their existence, for we dedl winventions all the time. That's why
some philosophers, contemplating the prospecthats Conventions may not exist,
suggest that they were a bad idea right from the. $ince Lewis did not capture the
everyday notion of convention, surely we shouldhisttheory rest in peace? This would
be too hasty. If Lewis was not analyzing a folkdig his theory should not be appraised
with criteria that are appropriate to the analggi®olk theories. The relevant criteria are
scientific, and Lewis’ theory should be assessed in the bttiese only. Intuitions do
play a role in the test of social scientific thestibut they are not the evidence against
which such theories are tested. They rather woHeasstic devices, suggesting
mechanisms and hypothesis which must then be igegstl empirically.

One final point is worth making: | have said thatnis’ theory is falsestrictly speaking.
But “strictly speaking” is too strictll scientific theories are false to some extent, as fa
as we know. If literal truth was our criterion gfaaisal, then no theoretical terms would
refer, even in the most advanced sciences. Theunédvb@ no quarks, electrons, atoms,
chemical elements, molecules, cells, organismssarah and so forth. This seems to
result in too much waste: the physical, chemiaad, biological theories used to define
these concepts are too important and successhubke referential success hostage to
literal truth. Lewis (1970) calls the entities nair®y the T-terms of a theory the
“realizers” of T. If there are no exact realizefsaany important scientific theory, then we
should only require that a theorynearly realized by a set of entities, in order for its T-
terms to refer. Or, at any rate, that itvisre nearly realized than its rivals. Lewis’ theory
has some rivals, and some rival accounts (likeeBil)'® seem to capture some details
of the story that are overlooked by Lewis.

It is still early days, of course, and we shouldmand judgment until more data have
been gathered to test these alternatives. Evensbere difficult choices will lie ahead:
to specify a metric of realization is a notorioudlfficult problem in the philosophy of
science. An adequate metric may have to combirierdift criteria on various
dimensions, in the skilful and ingenious ways g@éntists master. Although we are still
far from cracking all these problems, it would belfsh to abandon the task. What
conventions are is a scientific, empirical questenmd we should invest our energies into
answering it in a proper, scientific way. Lewisétiry gave us the conceptual framework
and the methodological tools to pursue this projeseems appropriate, then, to answer
our question as follows:

Are there Lewis Conventions?
Probably not, but luckily we had Lewi€onvention.
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