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abstract. According to Longtermism, our acts’ expected influence on the ex-
pected value of the world is mainly determined by their effects in the far future.
There is, given total utilitarianism, a straightforward argument for Longtermism
due to the enormous number of people that might exist in the future, but this ar-
gument does not work on person-affecting views. In this paper, we will argue that
these viewsmight also lead to Longtermism if Prudential Longtermism is true. Pru-
dential Longtermism holds for a person if and only if our acts’ overall influence on
that person’s expected well-being is mainly determined by the acts’ effects in the far
future. We argue that (due to a small chance of anti-ageing and uploading) there
could be an enormous amount of prudential value for some contemporary person
in the far future and that value may be so large that it dominates their overall ex-
pectation of lifetime well-being.

According to

Longtermism Our acts’ expected influence on the value of the
world is mainly determined by their effects in the far future.1

Longtermism is counter-intuitive. It implies that our influence on the
short-term, which we normally focus on, is outstripped by our influence
on the far future. Yet, given a total utilitarian view of expectations, there is
a straightforward case for Longtermism. Even a small possibility of a very
large population living in the far future outweighs the importance of our
acts’ effects in the near future. Consequently, when evaluating acts, we
can often simply ignore their short-term effects and focus on their effects
in the far future.

It’s less clear whether there is a similar case for Longtermism if we
accept a person-affecting view, on which an outcome cannot be better
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1 The term ‘longtermism’ was coined by MacAskill and Ord (2020: 46, 306n27). See
Greaves and MacAskill forthcoming for a defence of (strong) longtermism.



than some other outcome unless it is better for someone.2 Our acts today
affect not only the number and quality of future lives but also who will
exist in the future — so that each act we can perform results in different
people existing in the future due to the ripple effects of these acts.3 So, if
it can’t be better or worse for someone to exist than not to exist, it seems
that the only people we can make better off are those who already exist
(and maybe people who will exist very soon).4 In that case, if it’s certain
(or almost certain) that no one alive today will be alive in the far future,
then person-affecting views lead to the rejection of Longtermism.5

But, in fact, there is a different path to Longtermism that is perfectly
compatible with person-affecting views. Instead of total utilitarianism,
this path appeals to

Prudential Longtermism Prudential Longtermism holds for
person 𝑆 if and only if our acts’ overall influence on the expected
prudential value for 𝑆 is mainly determined by the effects of these
acts in the far future.

If Prudential Longtermism is false for all currently existing people, then
normative views on which only these people matter lead to the rejection
of Longtermism.6 Or, at least, they do so if we assume (as seems plausible)
that a current person’s well-being can only be determined by effects in the
far future if they affect the well-being of some individual in the far future
for whom the current person is justified in having prudential concern.7

2 Narveson 1973: 80, Parfit 1984: 394–400, and Temkin 1987: 166–7.
3 Parfit 1984: 351–5.
4 It’s controversial whether it can be better for a person to exist than not to exist.

Williams (1973: 87), Parfit (1984: 487), and Broome (1993: 77) argue that it cannot, while
Arrhenius and Rabinowicz (2015: 427–32) argue that it can.

5 Bostrom 2003: 312. In contrast, asymmetrical views on which creating happy lives
does not make the world better but creating unhappy lives does make the world worse,
may lead to Longtermism. See Thomas forthcoming: 25–6. (See also Mogensen forth-
coming and Steele forthcoming.)

6 Many of the new insights from the recent flurry of research on effective altruism
have yet to be applied to prudential concerns — an endeavour which we may call effec-
tive prudentialism. If we’re effective when it comes to spending 10% of our income on
altruistic causes, why be careless with the remaining 90%?

7 Scheffler (2013: 73; 2018: 44) claims that, for many people, the value of their current
activities depends on there being future generations continuing these activities — even
though they accept that they, themselves, will die young. If so, Prudential Longtermism
might be true for them, since their current well-being depends on the existence of other
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In this chapter, we will explore whether Prudential Longtermism is
true. Prudential Longtermism depends mainly on the feasibility of differ-
ent forms of life extension. But, as we shall see, it also depends on what
relation matters in survival and on how we should aggregate personal
value in cases of fission — that is, cases in which there are multiple indi-
viduals in the future who are all related to a person (as the person is now)
in the way that matters for survival.

Wemaydistinguish betweendifferent strengths of Prudential Longter-
mism:

Strong Prudential Longtermism Strong Prudential Longtermism
holds for person 𝑆 if and only if our acts’ overall influence on the
expected prudential value for 𝑆 is overwhelmingly determined by
their effects in the far future.8

Weak Prudential Longtermism Weak Prudential Longtermism
holds for person 𝑆 if and only if our acts’ overall influence on the
expected prudential value for 𝑆 is mostly determined by their
effects in the far future.

If Weak Prudential Longtermism holds for someone, then the far future
matters more in expectation than the near future for their prudential
value. In contrast, if Strong Prudential Longtermism holds for someone,
then the far future matters overwhelmingly more than the near future
for their prudential value, and, for their prudential concerns, we can of-
ten simply ignore our acts’ short-term effects and focus on the long-term
effects.

In this chapter, we will discuss whether Weak and Strong Pruden-
tial Longtermism hold for some currently existing people and whether
thismeans that even person-affecting views lead to (impersonal) Longter-
mism. It’s clear that there are things we could do such that we would have
no hope of any prudential value after the short-term. So, in our discus-
sion, we will look for acts and technologies that may provide a lot of pru-
dential value in the long-term. By performing such acts rather than the

people in the far future. Scheffler (2018: 53–7), however, denies that the existence of
future generations after our deaths would provide us with prudential reasons — see
also Greaves 2019: 138–140 for some objections to Scheffler on this point. In this chapter,
we will not explore this posthumous route to Prudential Longtermism.

8 MacAskill (2019) defines Strong Longtermism as the view on which we should
be most concerned about the long-run outcomes, while Very Strong Longtermism is
defined as the view on which the long-term outcomes are of overwhelming importance.
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acts that offer no expectation of long-term prudential value for some per-
son, our acts have an enormous influence on their expected prudential
value. And then Prudential Longtermism holds for that person.

As mentioned, the case for Prudential Longtermism relies on the fea-
sibility of extreme life extension.9 There are a number of ways in which
we might be able to extend our healthy lifespans. While these forms of
life extension may be far-fetched, we will argue that, for some of them,
even a small chance of them working is sufficient to support Prudential
Longtermism. Hence, while we defend Prudential Longtermism, we are
not claiming that any of these forms of life extension are likely to work.

1. Anti-ageing

Anti-ageing is the attempt to stop, or even reverse, ageing.10 Research on
anti-ageing has recently made some significant progress and may soon
move on from non-human to human trials.11 Could anti-ageing, by itself,
lead to Prudential Longtermism? If it succeeds in stopping or reversing
ageing, it could, of course, significantly lengthen our lives. But, even if
we stop ageing, we may still die from other causes. Given a 0.13% chance
of death per year (the proportion of people aged 30–31 who died in the
U.S. in 2019), one has a 27% chance of surviving for 1,000 years and just a
0.00022% chance of surviving for 10,000 years. And one’s life expectancy
is 1/0.0013 ≈ 770 years.12 This estimate assumes that the annual back-
ground risk of death (from injury or illness) won’t change, and it doesn’t
take into account rare events, such as wars, global catastrophes, or exis-
tential risks.13 Is 770 years a sufficiently long life expectancy to lead to

9 Bostrom 2003: 312.
10 See de Grey and Rae 2007 for an overview and defence of the feasibility and pru-

dential value of anti-ageing, and see Bostrom 2005 and Bostrom and Ord 2006: 676–7
for further defences of the desirability of lengthening our healthspans.

11 For an optimistic overview of recent advances in anti-ageing research, see Partridge
et al. 2020. Crimmins (2015: 908–9) offers a less optimistic take, claiming that the neces-
sary interventions may need to be done at a very young age. So, even if anti-ageing will
be invented in our lifetimes, it may be too late for current adults. In other words: if you
can read this, it may be too late for you.

12 Based on data from Arias and Xu 2022: 10. Similarly, Bostrom and Roache (2007:
124) estimate that, if we lived at the mortality rate of someone in their late teens or early
twenties, our life expectancy would be around 1000 years.

13 Ord (2020: 167) estimates that the risk of human extinction within the next 100
years is already 1/6.
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Prudential Longtermism?
Let the next 100 years constitute the short-term, and let the long-term

start thereafter.14 And let us assume (somewhat arbitrarily) that a tech-
nology leads to Strong Prudential Longtermism if and only if, due to this
technology, a person’s expected number of life years in the long-term (the
period starting after the next 100 years) is at least 10,000 times as great
as their expected number of life years in the short-term (the next 100
years). This will be true if their life expectancy is at least 1 million (plus
100) years, assuming that the person will certainly live for 100 years.15
If there were such a technology, then it would be plausible that our acts’
overall influence on the expected well-being of some currently existing
person is overwhelmingly determined by our acts’ effects in the far future.
Next, let us assume that a technology leads to Weak Prudential Longter-
mism if and only if a person’s expected number of life years in the long-
term (the period starting after the next 100 years) is greater than that per-
son’s expected number of life years in the short-term (the next 100 years).
Then, assuming that the long-term does not provide opportunities for
far greater or far lower welfare per unit of time than the short-term, it’s
likely that our acts’ overall influence on some currently existing person’s
expected well-being ismostly determined by their effects in the far future.

How high must our credence in anti-ageing working be in order for
it to lead to Weak Prudential Longtermism? By anti-ageing working for
a person, we mean anti-ageing being successfully used by them. With
𝑝 being the constant probability of death each year if anti-ageing works
(which we have assumed to be 0.13%), we find that the expected years of
life in the short-term (that is, the next 100 years) if anti-ageing works is

100

∑
𝑛=1
(1 − 𝑝)𝑛 ≈ 93.7.

14 In Greaves and MacAskill (forthcoming), the far future is ‘everything from some
time 𝑡 onwards, where 𝑡 is a surprisingly long time from the point of decision (say, 100
years).’

15 Temkin (2008: 202–4) argues that an extremely long life may get boring after a
while, noting that he has listened to his favourite music (mostly late 60s and early 70s
rock) so much that it no longer gives him much pleasure. (For a similar complaint, see
Williams 1973: 90.) Note that, if our lives would inevitably become more or less neu-
tral in the far future, then we would not make a difference to how much well-being
we would have in the far future even if we develop anti-ageing technology. So might we,
like Temkin, eventually run out of new pleasures? That seems unlikely. There is a simple
solution to Temkin’s predicament: Try some new music.
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Let 𝑞 be the probability of anti-ageing working. And assume that a per-
son’s current life expectancy without any new life-extension technology
is 50 years (the U.S. life expectancy at age 30 in 2019).16 Now, anti-ageing
alone leads to Weak Prudential Longtermism if

(1
𝑝
− 93.7) 𝑞 > 93.7𝑞 + 50(1 − 𝑞).

Hence anti-ageing leads to Weak Prudential Longtermism if 𝑞, the prob-
ability of anti-ageing working, is greater than 8%. Then, the person’s ex-
pected number of life years in the long-term is greater than their expected
number of life years in the short-term.17

But anti-ageing alone does not lead to Strong Prudential Longter-
mism (as we have defined it). Even assuming that anti-ageing is
guaranteed to work, the expected number of life years in the long-term
is less than 8 times greater than the expected number of life years in the
short-term, given a 0.13% yearly chance of death. Of course, we may be
able to decrease our yearly risk of death and thereby improve our chances
of survival significantly. In order to get 10,000 times as great expectation
of number of life years in the long-term as in the short-term, we need the
annual risk of death to be at most one-in-a-million. But this, of course,
assumes that anti-ageing works. Since there is uncertainty about the
feasibility of anti-ageing, the annual risk of death needs to be even lower
for anti-ageing alone to lead to Strong Prudential Longtermism.

2. Cryonics

Cryonics is the process of storing a person’s brain (or whole body) at a
very low temperature after their legal death in the hope that they will one
day be revived. A current way to cryopreserve a brain is through vitrifica-
tion, which hardens water like glass without crystal formation that would
cause damage to cells. The brain is then kept cool with liquid nitrogen.
The hope is that this process will preserve the brain without further tis-
sue degradation and that medical science will eventually make advances
that allow the stored brains to be revived (and repaired) back to a healthy

16 Using data from Arias and Xu 2022: 3.
17 But anti-ageing alone need not give us Weak Prudential Longtermism if we accept

the Multiplicative View of Continuity Strength (discussed in section 3) and the weight
of Relation 𝑅 holding between consecutive person-slices is less than one.
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life.18
One worry about cryonics is whether it can preserve memories.19

Many philosophers believe that psychological continuity is what matters
in survival.20 On this view, an outcome is as bad as death for a person un-
less they are psychologically continuous with someone in that outcome.
Psychological continuity in turn consists in overlapping sequences of psy-
chological connections. And these connections are usually taken to be
memory relations, that is, the relation of the current person’s experiences
being remembered by the future person.21 So, on these views, cryonics
does not preservewhatmatters in survival if it fails to preserve one’smem-
ories.

Yet there are other candidates for what matters in survival. Some be-
lieve that physical continuity is what matters.22 On these views, an out-
come is as bad as death for a person unless that person has the same brain
(or enough of the same brain) as someone in that outcome. Thus, on these
views, cryonics could preserve what matters in survival even if it fails to
preserve memories (or any other psychological connections) — as long
as it’s possible to revive the same spatio-temporally continuous brain.

Does cryonics in combination with the technology to revive a cryop-
reserved brain lead to Strong Prudential Longtermism? Even if cryonics
combined with such a technology leads to a successful revival, it is still
open to worries about fatal injuries that permanently destroy the brain
after the revival. So, even if it’s possible to revive the spatio-temporally
continuous brain after cryopreservation and this brain could be given a
new body, that brain may still be damaged beyond the possibility of re-
vival. The annual risk of brain destruction (during those years in which
the brain is not cryopreserved)would have to be atmost one-in-a-million
in order to get at least one million life years in expectation. This bar for

18 Merkle 1992: 6; 1994: 16. The feasibility of cryonics is controversial. While some
scientists think that it could work (see, for example, Benford 2005), others claim that it’s
impossible (see, for example, Miller 2004). For a defence of the practice of cryonics, see
Shaw 2009.

19 Doyle 2018: 124. Vita-More and Barranco (2015: 458), however, claim to have made
progress in preserving long-term memory in worms after cryopreservation.

20 According to Minerva 2018: 10, the dominant view among supporters of cryonics
is that a person is fundamentally the information stored in a brain.

21 Parfit (1984: 205), however, suggests that other psychological relations may also
matter. Plausibly though, if memory connectedness does not hold, this is likely to be
accompanied by the rupture of other connections.

22 Nagel 1986: 40 and Unger 1990: 109.
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the risk of brain destruction is still too low for Strong Prudential Longter-
mism to be true for anyone. Hence cryonics in combination with anti-
ageing and the technology to revive a cryopreserved brain at most gives
us Weak Prudential Longtermism. Still, cryonics (like anti-ageing) might
buy us time for finding better ways of extending life.

3. Uploading

Uploading (also known as whole-brain emulation) is the process of scan-
ning a person’s brain and loading the information onto a computer, where
the brain is then simulated.23

A standard worry about uploading is whether the simulation will be
conscious.24 A zombie simulation would not (assuming hedonism) have
any well-being, so it would be prudentially worthless, intrinsically. An-
other worry is whether the upload would be identical to the current per-
son, that is, whether the current person would be identical to their simu-
lated self.25 A more pressing worry, however, is whether the current per-
sonwould stand in the relation thatmatters in survival to their simulation.
The views of personal identity on which one could plausibly be identical
to one’s simulation are reductionist views where personal identity just
consists in an impersonal mental relation holding uniquely.26 Here, an
impersonal relation is a relation that can be completely described with-
out mentioning people. But, if personal identity can be reduced to an im-
personal relation (such as psychological continuity) holding uniquely, it
seems that we should also care about this relation when it holds from one
to many rather than only in the case it holds from one to one.27

The most influential reductionist view is that psychological continu-
ity is what matters in survival. As mentioned, psychological continuity
is the holding of overlapping sequences of psychological connectedness.
Psychological connectedness is a direct psychological connection
between a person at one time and a person at another time, such as
the person at the latter time remembering (or quasi-remembering) the

23 See Sandberg and Bostrom 2008: 7-15, for an overview of uploading.
24 Chalmers 2010: 44–8.
25 Aaronson 2016: 210–1 and Chalmers 2010: 48–63.
26 Parfit 1984: 263. Actually, the structure of the account must be somewhat more

complicated. See Gustafsson 2019: 2314–5.
27 Parfit 1971: 4–14; 1984: 256, 261–4 and Gustafsson 2018: 745–50.
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experiences of the person at the earlier time.28
To discuss psychological continuity and the relation of what matters

in survival, we will adopt a perdurance framework in which we anal-
yse persistence in terms of person-slices, that is, instantaneous temporal
parts of people.29 (But our discussion could also be done in an endurance
framework, changing what needs to be changed.) We will represent psy-
chological connectedness by Relation 𝐶, defined as follows:

Person-slice 𝑥 is 𝐶-related to person-slice 𝑦 (𝑥𝐶𝑦) =df 𝑥 is
psychologically connected to 𝑦 with the right kind of cause and 𝑥
is either simultaneous with 𝑦 or earlier than 𝑦.

Wewill represent psychological continuity byRelation𝑅, whichwe define
in terms of the holding of overlapping chains of 𝐶-relations:30

Person-slice 𝑥 is 𝑅-related to person-slice 𝑦 =df either 𝑥𝐶𝑦 or
𝑦𝐶𝑥, or there are person-slices 𝑧1, 𝑧2, … , 𝑧𝑛 such that either
(i) 𝑥𝐶𝑧1, 𝑧1𝐶𝑧2, … , 𝑧𝑛−1𝐶𝑧𝑛, 𝑧𝑛𝐶𝑦 or
(ii) 𝑦𝐶𝑧1, 𝑧1𝐶𝑧2, … , 𝑧𝑛−1𝐶𝑧𝑛, 𝑧𝑛𝐶𝑥.

Both Derek Parfit and David Lewis wobble a bit on whether to put the
emphasis on continuity or on connectedness — that is, whether it’s Rela-
tion 𝐶 or Relation 𝑅 that matters (or both).31 The distinction is crucial
for determining the amount of prudential value someone gets from up-
loading.

a very long simulation

One reason to think that uploading may lead to Prudential Longtermism
is that the uploads can live on for a very long time.32 If the simulations of a

28 Quasi-remembering is just like remembering except that the remembered person
needn’t be the same as the remembering person. See Shoemaker 1970: 271.

29 Brink 1992: 215–6. To avoid overlap between stages, we rely on person-slices rather
than person-stages, which need not be instantaneous. For person-stages, see Perry 1972:
467 and Lewis 1986: 202. We may wish to allow that person-slices, rather than being
instantaneous, have the minimal duration necessary to be able to have well-being. But,
if so, we need to individuate the slices in a way that avoids overlap between slices.

30 McMahan 2002: 50.
31 Parfit 1971: 21; 1984: 262 and Lewis 1976: 18.
32 Dyson (1979: 456) suggests that a finite amount of physical energy could be used

to simulate an infinite amount of subjective time.
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currently existing person 𝑆 gradually change their psychology over time,
they may eventually stop being 𝐶-related to 𝑆 as 𝑆 is now, even though
they would still be 𝑅-related to 𝑆.33 Since prudential concern is plausibly
forward (rather than backward) looking, the simulations need not have
any special interest in continuing to be directly psychologically connected
to 𝑆.34 So we may suspect that they will gradually let go of their memo-
ries of 𝑆 in order to make room (in computer memory) for more useful
knowledge.35 Hence, if Relation𝐶 is whatmatters, it seems that uploading
does not lead to Prudential Longtermism in virtue of a very long-lasting
simulation. But, if Relation 𝑅 is what matters in survival, it seems that, as
long as the simulation is kept running, one’s relation to one’s simulation
contains what matters. And, if civilization survives and people have some
interest in keeping the simulation running, then the simulation may run
for a very long time.

Assuming that 𝑆, as 𝑆 is now, is 𝑅-related to a large number of person-
slices of a long-lasting simulation, how much prudential value does this
provide for 𝑆? This depends on three factors: (i) how much 𝑆’s relation to
each of these person-slices matters, (ii) how well-off these person-slices
are, and (iii) how the well-being of these person-slices should be aggre-
gated.

Let a life-path be a maximal aggregate of person-slices that are related
by what matters to each other, that is, an aggregate of person-slices such
that (i) each slice in the aggregate is related by what matters to all slices
in the aggregate and (ii) no person-slice that is not in the aggregate is
related by what matters to all slices in the aggregate. The important thing
about life-paths is that they are unified in the sense that the relation that
matters does not branch, as all person-slices in a life-path are related by
what matters to all others in that life-path. (On some views of personal
identity, a life-path is a person.36 But we do not need to assume this.)

33 Lewis 1976: 29–31.
34 Parfit (1984: 174–7), however, challenges this bias towards the future.
35 But, if the simulations accept evidential decision theory, they may wish to keep

memories of their earlier person-slices, because letting go of those memories would be
evidence that the later person-slices will also choose to let go of their memories. (For
evidential decision theory, see Jeffrey 1965: 1–6; 1983: 1–6, Gibbard and Harper 1978:
157, and Ahmed 2014: 43–6.) Alternatively, could one try to cultivate a false belief in
backward-looking prudential concern? It seems that, if one can tell that a philosophical
view is implausible, then these descendant simulations would be able to do so too.

36 Our definition of a life-path corresponds to Lewis’s (1976: 22) definition of a con-
tinuant person.
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Now, regarding the aggregation of the well-being of the future person-
slices, consider

The Single Life-Path Total View Within a single life-path, the
overall prudential value of a risk-free prospect for person 𝑆 now is
the sum total, for all future person-slices within that life-path, of
the well-being of that slice multiplied by the weight of the
𝑅-relation between that slice and 𝑆 (as 𝑆 is now).

On this view, a person’s future momentary well-being is added up, in pro-
portion to the weights of the 𝑅-relations, to get the prudential value of
their future. The Single Life-Path Total View implies

The Single Life-Path Repugnant Conclusion For any possible
life-path in which each person-slice has very high well-being and
is 𝑅-related to person 𝑆 (as 𝑆 is now), there is a possible life-path
that is better for 𝑆 even though each of its person-slices has barely
positive well-being.

This conclusion implies that, for any number of years that a person could
live at a high momentary well-being level, there is some number of years,
duringwhich they have barely positivemomentary well-being, that is bet-
ter for them.37 The Single Life-Path Total View also entails the following
variant where the weights of the 𝑅-relations are different but well-being
is held constant:

The Weighted Single Life-Path Repugnant Conclusion For any
possible life-path in which each person-slice has positive
well-being and is strongly 𝑅-related to person 𝑆 (as 𝑆 is now),
there is a possible life-path that is better for 𝑆 even though each of
its future person-slices is barely 𝑅-related to 𝑆 (as 𝑆 is now) and,
in both cases, the person-slices within those life-paths have the
same positive well-being.

While these conclusions may seem counter-intuitive, they seem less so
than the corresponding Repugnant Conclusion in population ethics.38

37 SeeMcTaggart 1927: 452–3, Parfit 1986: 160, Crisp 1997: 24–5, and Temkin 2012: 119.
38 Parfit 1984: 388.
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Moreover, we can defend these single life-path conclusions with a
mere-addition argument:39 Adding a long life that is at each point min-
imally positive in well-being to a person’s lifespan seems to be at least
as good for them as their life without that addition. Then, making that
person’s life equal in quality throughout while increasing the average mo-
mentary level of well-being slightly seems to be better for them. Then, by
the transitivity of at least as good as, we find that the end result — that is,
a life that is at all times barely worth living — would be better for the per-
son than their current lifespan (nomatter how good their current lifespan
is).40

But it’s less obvious how to weigh the importance of being 𝑅-related
to a person-slice. Relation 𝐶 has a straightforward weighting: the pro-
portion of how much of the earlier person-slice’s psychological state the
later person-slice shares or remembers. Since Relation𝑅holds in virtue of
overlapping sequences of𝐶-related person-slices, it’s compelling to adopt

39 This argument is analogous to the Mere-Addition Paradox in Parfit 1984: 419–41.
40 If one is tempted to resist the Single Life-Path Total View, one could adopt

The Single Life-Path Average View Within a single life-path, the overall
prudential value of a risk-free prospect for person 𝑆 now is the sum total, for all
future person-slices within that life-path, of the well-being of that slice
multiplied by the weight of the 𝑅-relation between 𝑆 (as 𝑆 is now) and that slice
divided by the sum total of all the 𝑅-relations weights. (Note that all
person-slices are assumed to last equally long.)

On this view, a person’s future momentary well-being levels are averaged over (while
taking into account the weights of the 𝑅-relations) to get the prudential value of their
future. This view, however, implies

The Single Life-Path Masochistic Conclusion It can be better for person 𝑆 if,
within a single life-path, 𝑆 (as 𝑆 is now) were related by what matters in survival
to a small number of additional person-slices with negative well-being than if 𝑆
(as 𝑆 is now) were related by what matters in survival to a large number of
additional person-slices with positive well-being (other things being equal).

This conclusion follows, because the person’s average momentary well-being might be
decreased less by the addition of the person-slices with negative well-being than by the
addition of the person-slices with positive well-being. Another problem for the Single
Life-Path Average View is that, if it is future-oriented, the prudential value of immedi-
ate death is undefined as there would not be any future person-slices whose well-being
can be averaged over. But, if we take the average over one’s life-time instead, then we
get an analogous problem to the Egyptology objection to average utilitarianism: what
happened in someone’s distant childhood matters for which future is best for them. See
McMahan 1981: 115 and Parfit 1984: 420.
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the following view:41

The Multiplicative View of Continuity Strength Let a
weight-product of a sequence of 𝐶-related person-slices be equal
to the product of the weights for each 𝐶-relation in the sequence.
The weight of Relation 𝑅 holding between person-slices 𝑥 and 𝑦
is equal to the maximum weight-product of any sequence 𝑥𝐶𝑦 or
𝑦𝐶𝑥 or a sequence via person-slices 𝑧1, 𝑧2, … , 𝑧𝑛 such that either
(i) 𝑥𝐶𝑧1, 𝑧1𝐶𝑧2, … , 𝑧𝑛−1𝐶𝑧𝑛, 𝑧𝑛𝐶𝑦 or

(ii) 𝑦𝐶𝑧1, 𝑧1𝐶𝑧2, … , 𝑧𝑛−1𝐶𝑧𝑛, 𝑧𝑛𝐶𝑥.

Note that, between two person-slices, there might be lots of sequences of
overlapping 𝐶-relations and that the sequence with the greatest weight-
product need not be the longest— itmay even be the sequence consisting
of a single direct 𝐶-relation between the two person-slices.

Does this view lead to Strong Prudential Longtermism given a
successful upload with a long-lasting simulation? The trouble is that,
once we allow the 𝐶-relations between the simulated person-slices to
have weights that are less than 100%, the sum of the weights of the
𝑅-relation for all person-slices will converge relatively quickly, assuming
that current memories (or whatever the 𝑅-relation consists of) are not
retained at a higher rate than future memories. Each person-slice has
prudential reasons to prefer being remembered by the next person-slice,
so they would not opt to be forgotten by their immediate successor. But
it seems that person-slices need not have any prudential reason to prefer
that their predecessors are remembered by the next person-slice. So it
seems that person-slices may opt to forget earlier person-slices in order
to free up resources for more important information (or additional sim-
ulations). Let us therefore assume, to make the calculation simple, that
person-slices only remember their immediate successor person-slice.
Let each person-slice of the simulation be a year long. And suppose that
the well-being of each person-slice is constant at 𝑢. Let the weight of
each 𝐶-relation be 𝑤. Then, given the Multiplicative View of Continuity

41 This view entails McMahan’s (2002: 50) view that prudential concern is transitive:
If the relation thatmatters holds to some extent between person-slice 𝑥 and person-slice
𝑦 and to some extent between𝑦 and person-slice 𝑧, then it holds to some extent between
𝑥 and 𝑧.

13



Strength, the prudential value of an 𝑥 years long simulation is

𝑥

∑
𝑖=1
𝑢𝑤𝑖 = 𝑢𝑤 (𝑤

𝑥 − 1)
𝑤 − 1

As the simulation lasts longer, this converges to

∞

∑
𝑖=1
𝑢𝑤𝑖 = − 𝑢𝑤

𝑤 − 1

To see that this does not favour Strong Prudential Longtermism, note
that (given a positive well-being 𝑢 and given that the weight 𝑤 for the
𝐶-relations is positive and not greater than 100%) the infinite number of
years after the first 100 years do not contribute 10,000 times more to the
prudential value of the future than the next 100 years unless 99.9999% of
each person-slice’s psychology is retained each year.42

Would it be in each person-slice’s interest that the next person-slice
of the simulation remembers them to this extreme extent? It may seem
that it would, because the more the next person-slice remembers them,
the more the next slice (and the future) matters to them. But, if each slice
needs to remember the last one completely, it seems that the simulation
would constantly need more memory in order to store new knowledge.
(Computational resources could also be used to createmore simulations.)
So it would make sense at some point to forget the last person-slice to
some extent. But, if so, a long-lasting simulation does not (by itself) lead
to Strong Prudential Longtermism.

Another potential way in which a long-lasting simulationmay lead to
Strong Prudential Longtermism is if the well-being levels of the person-
slices of the simulation gradually get better. Even if the sumof the weights
for the 𝑅-relations converges, it might still be that the overall prudential
value increases faster and faster. With the addition of technological ad-

42 This results in a form of discounting of the future. But it is not a pure-time pref-
erence of the kind Sidgwick (1907: 381), Ramsey (1928: 543–4), Rawls (1971: 293; 1999:
259), and Parfit (1984: 125–6) object to. Yet Ahmed (2020) does object to this kind of
psychological discounting. It’s unclear, however, why we should accept his (2020: 247)
Stationarity assumption that one takes at all times the same attitude towards well-being
at the same distance in the future. If, on Monday, one knows that they will lose a lot of
memories onThursday and lose very fewmemories before then, then one plausibly cares
more on Monday about one’s Wednesday well-being than one will care on Wednesday
about one’s Friday well-being.
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vances over time, we may be able to achieve increasingly higher welfare,
and this might offset the decreasing weights of the 𝑅-relations to these
distant person-slices.

branching simulations

Earlier, we distinguished the view that some relation matters in survival
from the view that personal identity matters in survival — even if per-
sonal identity only consists in the former relation holding uniquely (that
is, without branching). When we assess the prudential value of upload-
ing, the difference between these views matters a great deal. The reason
it matters is that, once we have created a simulation of someone’s brain,
we can create many more.43

If we allow for branching in the relation that matters, we allow that
someone can stand in the relation that matters to two (or more) simul-
taneous person-slices (which do not stand in the relation that matters to
each other). But how shouldwe aggregate the well-being of future person-
slices in branching cases — that is, in cases of fission?44

Suppose that a person 𝑆 will undergo uploading and that either (𝐴)
one simulation will be created and it will enjoy four years of highmomen-
tary well-being, or (𝐵) that simulation and a separate simulation will be
created and each of these simulations will enjoy three years of high mo-
mentary well-being at the same momentary well-being level as in 𝐴 (Ω
denotes non-existence):

𝑆1 𝑆2
𝐴 4 Ω
𝐵 3 3

Consider next, expanding the additive approach of the Single Life-Path
Total View to cases involving multiple life-paths,

43 See Dainton 2012: 56 for a discussion of fission through multiple uploads.
44 One benefit of fission is that it allows one to become multi-planetary in the sense

that one could stand in the relation that matters in survival both to future people on
Earth and simultaneous (or space-like separated) future people on Mars. This allows
one to survive a catastrophe that eliminates all life on one of these planets. This is, of
course, analogous to the quest to safeguard humanity as a whole by becoming multi-
planetary. See Sagan 1994: 371, Parfit 2017: 436, and Ord 2020: 392–3n16, but compare
Ord 2020: 194.
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The Prudential Total View The prudential value of a risk-free
prospect for person 𝑆 is equal to the sum total of the well-being of
every person-slice that 𝑆 (as 𝑆 is now) is related to by the relation
that matters, where the well-being of each slice is weighted by the
strength of that relation.45

On this view, 𝑆would be better off if two three-year simulations were cre-
ated instead of one four-year simulation, that is, 𝐵 is prudentially better
than 𝐴.

Let a person’s life-paths be the life-paths that have that person’s current
person-slice as amember. The Prudential Total View entails the following
conclusion:46

The Prudential Repugnant Conclusion For any outcome in
which each of person 𝑆’s life-paths has a great prudential value
for 𝑆, there is an outcome that is better for 𝑆 even though each of
𝑆’s life-paths in that outcome has a barely positive prudential
value for 𝑆 (and, in both outcomes, the person-slices within the
life-paths have the same weights for the 𝑅-relations).

In the case of uploading, this conclusion implies that, for any number of
simulations of 𝑆 with very high well-being, there is a prudentially better
outcome for 𝑆 that contains a much larger number of simulations of 𝑆,
each with a barely positive well-being level (while holding the weights of
the 𝑅-relations fixed).

The Prudential Total View also entails the following variant, where
the weights of the 𝑅-relations are different (but well-being contained in
each life-path is held constant):47

The Weighted Prudential Repugnant Conclusion For any
outcome in which all the future person-slices of person 𝑆’s
life-paths are strongly 𝑅-related to 𝑆 (as 𝑆 is now), there is an
outcome that is better for 𝑆 even though all the future
person-slices of 𝑆’s life-paths in that outcome are barely 𝑅-related
to 𝑆 (as 𝑆 is now) and the sum total of well-being of person-slices
in each life-path is the same in both outcomes.

45 Holtug (2001: 55; 2010: 118) presents a person-focused (rather than person-slice-
focused) prudential total view. And Ross (2014) argues against a similar view.

46 Gustafsson and Kosonen forthcoming. We assume here that well-being can be rep-
resented by a real-valued function.

47 See Holtug 2001: 60.
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In the case of uploading, this conclusion implies that, for any number of
simulations that are at all times strongly 𝑅-related to 𝑆 as 𝑆 is now, there
is a prudentially better outcome that contains a much larger number of
simulations that are barely 𝑅-related to 𝑆 as 𝑆 is now (holding the well-
being of the simulations fixed).

We can contrast the Prudential Total View with an average view. The
latter is slightly more complicated than one might think, since we still
would like to maintain a sum-total view concerning the aggregation of
momentary well-being over time (within one life when there is no fis-
sion).48 To do so, we will introduce some terminology. As before, let a
life-path be a maximal aggregate of 𝑅-related person-slices — that is, an
aggregate of person-slices such that (i) each slice in the aggregate is 𝑅-
related to all slices in the aggregate and (ii) no person-slice that is not in
the aggregate is 𝑅-related to all slices in the aggregate.49 Let a successor
to a person-slice 𝑥 be the person-slice that is next after 𝑥 in a life-path of
which 𝑥 is part. Let a fission-slice be a person-slice with multiple succes-
sors.

The Prudential Average View Evaluate the prudential value of
each life-path by the Single Life-Path Total View. Assume that
fission-slices are followed by a chance node with an equal
probability of being followed by each of that slice’s successors.
Hence we transform prospects with fission into prospects of
uncertainty. The prudential value of a prospect for person 𝑆 is
equal to 𝑆’s expected well-being in the transformed prospect.50

On this view, we treat the prospect of the two three-year simulations as
if it were a fifty-fifty lottery between each of the two simulations being
implemented on its own without the other. Hence, on the Prudential Av-
erage View, the prudential value of the two three-year simulations is the

48 See note 40 for an argument against the average view concerning the aggregation
of momentary well-being over time.

49 Lewis 1976: 22.
50 Tappenden 2011: 302.Anotherway to formulate the Prudential AverageViewwould

be to average over the well-being of all life-paths. This, however, would imply that, if
person 𝑆 first splits into two and much later one of the fission products splits multiple
times (while the other does not), then that fission product’s well-being (even before the
later splits) would have overwhelminglymore influence on 𝑆’s prudential value, because
it is part of multiple life-paths. Thus this results in a form of double counting of well-
being.
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same as the prospect of a single three-year simulation — which is worse
than the single four-year simulation.

Which of these answers is more plausible? Combining Parfit’s Divi-
sion Argument and his Mere-Addition Paradox, there is a straightfor-
ward argument for the answer of the Prudential Total View.51 Consider,
in addition to 𝐴 and 𝐵, a third prospect 𝐴+ that is just like 𝐴 except that
a second simulation is also implemented and this additional simulation
has the same momentary well-being level as the first simulation but is
only run for one year:

𝑆1 𝑆2
𝐴 4 Ω
𝐴+ 4 1
𝐵 3 3

It seems that, if simulation 𝑆1 in𝐴 provides whatmatters in survival, then
the same simulation in 𝐴+ should also provide what matters in survival.
The only difference in 𝐴+ is that, in addition to 𝑆1, there is another simu-
lation to which 𝑆 also stands in the relation that matters. So, in terms of
what matters in survival, 𝐴+ should be at least as great a success as 𝐴.52
Consequently,𝐴+ should be at least as good as𝐴 for 𝑆. (Hence we should
reject the Prudential Average View.53) Next, compare𝐴+ and 𝐵. Prospect
𝐵 differs from 𝐴+ in that 𝑆1 lives for one year less but 𝑆2 lives for two
more years. Given that 𝑆 stands in the relation that matters to both simu-
lations, in terms of prudential value, the two extra years for 𝑆2 in𝐵 should
outweigh the single extra year for 𝑆1 in 𝐴+. So 𝐵 is better than 𝐴+ for 𝑆.
Then, by the transitivity of at least as good as, we find that 𝐵 is better
than 𝐴 for 𝑆.54 Changing what needs to be changed, this argument also
shows that we should accept the Prudential Repugnant Conclusion and
the Weighted Prudential Repugnant Conclusion.55

51 Parfit 1984: 419–26.
52 Parfit 1971: 5; 1984: 256, 261–2; 1993: 24–5; 1995: 42.
53 This argument is adapted from Gustafsson and Kosonen forthcoming.
54 The transitivity of at least as good as can be taken to be an analytic principle of

logic. See Broome 2004: 50–63. Or it can be defended with a money-pump argument.
See Gustafsson 2022a: 39–44.

55 The Prudential Average View also, implausibly, entails

The Masochistic Conclusion It can be better for person 𝑆 if some number of
additional life-paths with negative prudential value are created instead of some
number of life-paths with positive prudential value being created (other things
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Given that we adopt the Prudential Total View, rather than the
Prudential Average View, we seem to have a route to Strong Prudential
Longtermism. If we create not just one simulation of some currently
existing person 𝑆 but a large number of simulations, 𝑆’s prudential
value from these simulations increases in proportion to the number of
simulations.Moreover, each one of these simulations is inmuch the same
situation, as they also increase their prudential value from the future
the more simulations there will be of them. And, in turn, these further
simulations are in much the same situation, as they can increase their
prudential value by creating even more descendant simulations. Hence
it seems that we would get an explosion of more and more simulations
that are 𝑅-related to 𝑆 as 𝑆 is now.56 Since this increase in the number

being equal).

(This is a one-person counterpart to the Sadistic Conclusion. See Arrhenius 2000: 54.
See also note 40 for a life-path version.) To see how the Masochistic Conclusion follows,
consider prospects 𝐴 and 𝐵. In prospect 𝐴, there are three separate simulations of per-
son 𝑆: 𝑆1 has a well-being of 13, whereas 𝑆2 and 𝑆3 have a well-being of 1. In prospect 𝐵,
there are just two simulations of 𝑆: 𝑆1 has a well-being of 13 (just like in 𝐴) and 𝑆2 has a
well-being of −1:

𝑆1 𝑆2 𝑆3
𝐴 13 1 1
𝐵 13 −1 Ω

Here, the Prudential Average View entails that, for 𝑆, the prudential value of 𝐴 is (13 +
1 + 1)/3 = 5 and the prudential value of 𝐵 is (13 + (−1))/2 = 6. Thus it entails that 𝐵 is
better than 𝐴 for 𝑆— which is an instance of the Masochistic Conclusion.

56 Furthermore, note that, once a scan has been made of a person 𝑆, any replicas cre-
ated from that scan no longer stand in the relation that matters in survival to 𝑆 as 𝑆 is
after that scan. Or, at least, the replicas from the old scan wouldn’t do so if, as seems
plausible, the relation that matters in survival is temporally ordered (like Relation 𝑅 is
defined in this chapter). Some people take the relation that matters to be temporally un-
ordered. For example, we could define a temporally unordered variant of psychological
continuity as follows:

Person-slice 𝑥 is 𝐶′-related to person-slice 𝑦 (𝑥𝐶′𝑦) =df 𝑥 is strongly
psychologically connected to 𝑦 with the right kind of cause.
Person-slice 𝑥 is 𝑅′-related to person-slice 𝑦 =df 𝑥𝐶′𝑦 or there are
person-slices 𝑧1, 𝑧2, … , 𝑧𝑛 such that 𝑥𝐶′𝑧1, 𝑧1𝐶′𝑧2, … , 𝑧𝑛−1𝐶′𝑧𝑛, 𝑧𝑛𝐶′𝑦.

The trouble is that, in a standard fission case where Wholly splits into Lefty and Righty,
it seems plausible that Wholly is 𝐶′-related to each of Lefty and Righty. But it does not
seem plausible that Lefty has what matters in survival to Righty, even though Lefty is
𝑅′-related to Righty. (See Gustafsson 2021: 509.) Given that the relation that matters is
temporally ordered — that is, like Relation 𝑅 rather than Relation 𝑅′ — each person-
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of simulations will outweigh the diminishing weight of the 𝑅-relation
between 𝑆, as 𝑆 is now, and the simulations as they get more distant
from 𝑆, 𝑆 will (at least in expectation) get most of their prudential value
from this enormous number of simulations in the far future. Hence, if
we have a sufficiently high credence in uploading working and 𝑆 having
sufficiently many future branches (and in us being able to non-negligibly
affect the welfare levels of those branches), then we get Strong Prudential
Longtermism.

Given this explosion in the number of simulations, there will be
a similar explosion in the demand for computational resources. This
would put everyone in competition with everyone else for any available
computational resources. Could this competition be avoided? It seems
that it could. If the relation that matters in survival can split into multiple
branches, it seems that it could also merge from many branches into
one.57 In the case of Relation 𝑅, this would happen when a person-slice
is psychologically connected (that is, remembers) earlier person-slices
from multiple branches.58 Then each simulation that will merge is
𝑅-related to all descendants of the merged simulation. This solution is
structurally the same as Parfit’s example of beings who merge and divide
every autumn and spring:59

With these regular intervals of merging and splitting, everyone’s pruden-

slice has an incitement (given a prudential motivation) to get another scan done and
create even more replicas (which fuels the explosion of replicas further).

57 Yet it may be harder to merge than to split. See Hanson 2016: 51.
58 Bostrom (2014: 61) observes that digital minds might want to share memories to

increase their knowledge faster. They may be able to save computational resources by
storing just one instance of the memories, even though they can all access those memo-
ries. This raises the question of where a mind ends. See Clark and Chalmers 1998.

59 Parfit 1971: 22; 1984: 303.
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tial interests would overlap to a very large extent with those of everyone
else.

So far in our discussion of uploading, we have assumed that psychol-
ogy is what matters in survival. If (i) psychological continuity is what
matters, (ii) uploading is feasible, (iii) uploading preserves psychological
continuity, and (iv) simulations of brains would be conscious, it follows
that one would have what matters in survival to a simulation from one’s
uploaded brain. Or, at least, it follows if this continuity need not have its
normal cause: being caused by the continued existence of one’s brain.60

But there is at least one rival to the psychological view that may also
allow that uploading provides what matters. On the phenomenal view of
whatmatters in survival, someone has whatmatters in relation to a future
person-slice if and only if they are phenomenally continuous with that
future person-slice.61 Phenomenal continuity is, basically, the relation of
partaking of the same streamof consciousness. In the sameway as psycho-
logical continuity is the holding of overlapping sequences of psychologi-
cal connectedness, phenomenal continuity is the holding of overlapping
sequences of phenomenal connectedness. Phenomenal connectedness, in
turn, is the relation of experienced togetherness — that is, the relation of
one experience being experienced together with another experience in
the same conscious state. This relation can hold between experiences at
a time, such as your current visual experience and your current auditory
experience. But this relation of experienced togetherness can also hold
over time. For example, when you are listening to music and you hear
one note transition into the next, or more generally, each one of your ex-
periences flows into the next.62 On this phenomenal view, a simulation
provides what matters in survival for a person 𝑆 if and only if a stream of
consciousness 𝑆 currently partakes of will include the experiences of the
simulation.

If simulations can be conscious and have experiences at all, could we
get a human person’s stream of consciousness to transfer to a simulation?
Barry Dainton suggests that we can. By gradually replacing more and
more of the person’s brain with functionally equivalent digital silicon-

60 Parfit (1984: 283–7) defends this kind of view where there are no restrictions on
how the psychological continuity is caused.

61 Gustafsson 2021: 513n28.
62 Dainton and Bayne 2005: 553–4. Phenomenal continuity can also hold between

experiences that are separated by a period of unconsciousness, such as dreamless sleep.
See Gustafsson 2011: 291–4.
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based parts, he suggests that their stream of consciousness would con-
tinue intact.63 Then, if done gradually, uploading may still provide what
matters in survival even on the phenomenal view.

4. Biological uploading

One worry about uploading is that, as mentioned earlier, computer simu-
lations might not, for all we know, be conscious. Yet, if we have a detailed
scan of someone’s brain, we might be able to create a new human com-
plete with their psychology throughwhat wewill call biological uploading.
The standard implementation of this idea is the teletransporter: A person
steps into amachine on Earthwhich scans their body and then eliminates
it and sends the scanned information to Mars, where a biological copy of
the person is generated from the scan.64

If the creation of biological replicas with someone’s psychology is pos-
sible, it may lead to Prudential Longtermism inmuch the sameway as up-
loading. Or, at least, it may do so on the psychological view of what mat-
ters in survival. In contrast, on the phenomenal view, it seems less likely
that the scanned personwould havewhatmatters in relation to their repli-
cas, because it’s implausible that the replicas’ experiences would be part
of the same stream of consciousness as the scanned person’s experiences.

But we may be able to use a similar gradual approach to get it to work.
It seems that, if a person 𝑆’s brain is split in two, 𝑆would have phenomenal
continuity to both halves. These brain halves can then be placed in two
separate bodies and complemented with a replica of the other half. The
result should be two people who each have a complete brain and who are
both phenomenally continuous with 𝑆. Then we repeat this, if necessary,
to generate the desired number of replicas.

(Actually, if we don’t care about keeping 𝑆’s psychology intact, this
last procedure does not, fundamentally, need uploading. If we don’t care
about psychology, the brain halves needn’t be combined with replicas of
the other half — any compatible brain half will do.)

63 Or rather, onDainton’s (2012: 55) view, the person’s capacity for a continuous stream
of consciousness would continue intact. See also Chalmers 2010: 52–5 for a discussion
of gradual uploading.

64 Parfit 1984: 199.
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5. Prudential and Empirical Uncertainty

So far, we have seen that uploading and biological uploading can lead to
Strong Prudential Longtermism. This requires that either psychological
or phenomenal continuity is what matters in survival and, moreover,
that we aggregate well-being in the way prescribed by the Prudential
Total View (or some similar additive principle). These assumptions
are plausible. The prudential analogue of the Mere-Addition Paradox
is compelling and suggests the Prudential Total View or something
similarly additive. That the relation that matters in survival is some
mental relation (psychological or phenomenal) is also compelling. The
reason why our brains and bodies seem so important in survival is that
they are needed (so far) for mental continuity — but they are not what
fundamentally matters. Even so, few of us are certain that all of these
assumptions are true. To handle uncertainty regarding these normative
questions about what matters, maximizing expected prudential value is
analogous to maximizing expected moral value in decisions under moral
uncertainty.65

But we also have descriptive uncertainty. The technologies we need
in order to implement these approaches have yet to be invented, and it’s
unclear when they will, if ever. But the two technologies that did not (by
themselves) lead to Strong Prudential Longtermism (that is, anti-ageing
and cryonics) might still buy us time for uploading or biological upload-
ing to become feasible. Especially anti-ageing seems promising, as anti-
ageing research has made some significant advances in recent years.66 If
anti-ageing works, it might raise our life expectancy by several hundred
years. This should, then, give us time to perfect either uploading or bio-

65 See Lockhart 2000: 82. Maximizing expected prudential value is open to the same
worry about intertheoretic comparisons of value. See Ross 2006: 761–5 and Gustafsson
and Torpman 2014: 160–5. Some alternative approaches avoid intertheoretic compar-
isons of value, for example: My Favourite Theory (Gracely 1996: 331 and Gustafsson and
Torpman 2014: 167–70), My Favourite Option (Lockhart 1992: 35–6), the Borda Rule
(MacAskill 2016: 989 and MacAskill et al. 2020: 73). But these alternative approaches
will, in some cases of predicted future moral progress, lower the expected moral value
conditional on everymoral theory inwhichwe have any credence. SeeGustafsson 2022b:
452–66. So it seems that we have to, as well as we can, rely on intertheoretic comparisons
of value. (Still, just like average and total utilitarianism lack a common unit, the average
and total views for aggregation in fission cases and within life-paths also lack a common
unit. See Broome 2012: 185.)

66 See de Grey and Rae 2007: 49–308 and Partridge et al. 2020.
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logical uploading.67

67 One worry, however, is a prudential analogue of the Doomsday Argument — a no-
torious argument that, taking ourself to be a random sample from all people in history,
we should, given our relatively early position, lower our credence in that humanity will
colonize the stars and create an enormous number of future people. (See Leslie 1989: 10;
1996: 187–236 and Bostrom 2002: 89–108.) What we may call the Prudential Doomsday
Argument is an argument that you won’t live for an extremely long time. (See Korb and
Oliver 1998: 405n2, and, for a similar argument against the likelihood of an eternal after-
life, see Leslie 2008: 520–4 and Page 2010: 397–401.) If your life will be extremely long
(or split into an enormous amount of uploads), then most of your observer-moments
will be observer-moments where you are much older than you are now, or they will be
simulated observer-moments. We apply

The Strong Self-Sampling Assumption One should reason as if one’s present
observer-moment was a random sample from the set of all observer-moments
in its reference class.

(Bostrom 2002: 126.) We take the reference class for your current observer-moment to
include all your observer-moments. So, if you regard your current observer-moment as
a random sample from all of your observer-moments, it would be surprising if you got
an observer-moment where you are still this young and not a simulation. So, the argu-
ment goes, you should consider it unlikely that you will live for an extremely long time
or split into an enormous amount of simulations (assuming that you can tell whether
you are simulated). Or, at least, you should regard this possibility as less likely than you
did before you considered the Prudential Doomsday Argument. Bostrom (2002: 111–5)
objects that the relevant reference class should include not only your observer-moments
but also all other observer-moments. If so, he argues, the Prudential Doomsday Argu-
ment falls apart because, oncewe take into account that long lives includemore observer-
moments, we neutralize the adjustment for finding that your current observer-moment
is early. But his solution assumes that we already know the average lifespan of the people
in our reference class. In our discussion of the feasibility of extreme life extension, this
isn’t something we know in advance. Moreover, a standard defence against the Dooms-
day Argument is to adopt

The Self-Indication Assumption Given the fact that you exist, you should
(other things equal) favour hypotheses according to which many observers
exist over hypotheses on which few observers exist.

(Bostrom 2002: 66.) This principle neutralizes the Doomsday Argument. (See Bostrom
2002: 122–3.) The trouble is that this kind of move does not seem very plausible against
the Prudential Doomsday Argument. The analogue of the Self-Indication Assumption
for observer-moments would be

The Strong Self-Indication Assumption Given the fact that you have a current
observer-moment, you should (other things being equal) favour hypotheses
according to which many observer-moments exist over hypotheses on which
few observer-moments exist.

But this principle no more favours hypotheses with lots of long lives than hypotheses
with the same number of observer-moments but with only short lives.
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If either uploading or biological uploading becomes technologically
feasible and our assumptions about what matters are correct, then up-
loading could create an enormous amount of prudential value through
longevity, fission, and increasing quality of life. So, even if there were only
a small chance that these technologies will work during the lifetimes of
some currently existing people andwe are uncertainwhether our assump-
tions about what matters are correct, we should still get that Strong Pru-
dential Longtermism holds for some currently existing people in terms
of their overall expectation of prudential value.68 This is fully consistent
with these technologies being unlikely to work.

6. Longtermism based on Prudential Longtermism

Given Prudential Longtermism, a large number of theories that other-
wise wouldn’t lead to (impersonal) Longtermism may turn out to do
so.69 Person-affecting views on which we should minimize the strongest
complaint would lead to Longtermism.70 This is so, since the strongest
complaints will come from people for whom Prudential Longtermism is
true. Likewise, common-sense morality, on which one should prioritize
one’s family and friends, would lead to Longtermism if Prudential
Longtermism holds for a sufficient number of one’s family and friends.
Self-interest theories would lead to Longtermism if Prudential Longter-
mism holds for the agent. Finally, person-affecting utilitarianism would
lead to Longtermism if Prudential Longtermism holds for a sufficient
number of currently existing people.71

The practical implications of Longtermismbased onPrudential Long-
termism would differ in some respects from those of Longtermism based

68 Maximizing expected prudential value may seem to lead to a kind of fanaticism
in these kinds of cases where the overall calculation is dominated by a very unlikely
but enormously valuable outcome. See Smith 2014, Monton 2019, and Kosonen 2022:
137–239. But deviations from expected utility theory are vulnerable to money pumps.
See Gustafsson 2022a and Kosonen 2022: 196–239.

69 Prudential longtermism is fairly implausible for non-human animals. So the case
for Longtermismbased onPrudential Longtermismmay beweaker on viewswhere non-
human animals typically dominate the overall calculation of value. But, once we take
Prudential Longtermism into account, it may be that non-human animals no longer
dominate.

70 Parfit’s (n.d.: ch. 6) principle ‘Minimax Loss: The best outcome is the one in which
the greatest loser loses least.’

71 Bostrom 2003: 311–2.
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on total utilitarianism. In addition to prioritizing the reduction of exis-
tential risk to safeguard humanity as a whole, Longtermism based on
Prudential Longtermism would also prioritize speeding up technologi-
cal progress in the areas that might help life extension.72 It would pri-
oritize funding life extension, so that, in the long-run, some of us may
still be alive.73 (Compared to regular Longtermism, Prudential Longter-
mism would recommend being more willing to take greater existential
risks with AI, since fast AI progress plausibly increases the chance of de-
veloping life extension in time.) The badness of death plausibly consists,
largely, in how much better a person’s life would have been in expecta-
tion if they had lived on.74 Consequently, Prudential Longtermismmakes
avoiding an early death all the more pressing.75
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