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Abstract
This paper describes the ways in which trolls and bots impede the acquisition of 
knowledge online. I distinguish between three ways in which trolls and bots can 
impede knowledge acquisition, namely, by deceiving, by encouraging misplaced 
skepticism, and by interfering with the acquisition of warrant concerning persons 
and content encountered online. I argue that these threats are difficult to resist 
simultaneously. I argue, further, that the threat that trolls and bots pose to knowl-
edge acquisition goes beyond the mere threat of online misinformation, or the more 
familiar threat posed by liars offline. Trolls and bots are, in effect, fake persons. Con-
sequently, trolls and bots can systemically interfere with knowledge acquisition by 
manipulating the signals whereby individuals acquire knowledge from one another 
online. I conclude with a brief discussion of some possible remedies for the problem 
of fake persons.

Keywords Bots · Misinformation · Social epistemology · Social media · Testimony · 
Trolls

1 Introduction

A 2018 indictment by the U.S. Justice Department lays out a series of allegations 
against members of Russia’s Internet Research Agency (IRA). Members of the IRA 
are alleged to have taken various measures to influence the 2016 U.S. Presidential 
Election and the political system more generally. According to one such allegation, 
members of the IRA:

[C]reated hundreds of social media accounts and used them to develop certain 
fictitious U.S. personas into “leader[s] of public opinion” in the United States. 
(U.S. District Court, 2018)
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Among other purposes, members of the IRA are alleged to have used these fake 
American personas to shape public opinion and to organize political events. In one 
noteworthy instance, Facebook groups established by the IRA organized two com-
peting protests at the Da’Wah Islamic Center in Houston, Texas. The event was one 
of the hundreds organized by the IRA (Cosentino, 2020: ch. 2) and vividly illustrates 
the potential of inauthentic online activity to spill over into the offline world.

The IRA’s activities help to make salient the possibility that various forms of mis-
information, spread principally online, might be used to influence public opinion on 
a large scale. While the actual effectiveness of misinformation campaigns in shaping 
public opinion has been questioned (Mercier, 2020; Eady et al., 2023), such campaigns 
remain an important topic for epistemological study. Indeed, even if the impact of mis-
information on public opinion is largely overstated, this point would itself be worthy 
of epistemological consideration. Moreover, even if misinformation campaigns are not 
enough to sway elections, such campaigns can—as the competing protests mentioned 
above illustrate—manipulate individual activities on a smaller scale.

This paper joins a growing body of work on the epistemology of misinformation 
and social media. Whereas previous epistemological work has tended to focus on 
fake news (Bernecker et al., 2021; Fallis & Mathieson, 2019; Gelfert, 2018; Grund-
mann, 2020; Jaster & Lanius, 2018; Levy, 2017; Rini, 2017), deepfakes (Fallis, 
2021; Harris, 2021; Rini, 2020), and other forms of epistemically deficient content, 
the present study focuses on some of the entities responsible for spreading such con-
tent, namely, bots and trolls. These are entities to which epistemologists have thus 
far devoted surprisingly little attention1. In what follows, I will discuss the ways in 
which trolls and bots can in principle undermine the acquisition of knowledge on 
social media and in other online spaces. I will argue that trolls and bots, understood 
as fake persons, undermine the acquisition of knowledge by interfering with one or 
more of the truth, belief, and warrant conditions on knowledge. A key upshot of the 
discussion to follow is that trolls and bots are not simply conduits for the spread of 
fake content. Rather, being fakes themselves, the threats that trolls and bots pose to 
knowledge go beyond the simple transmission of misinformative content. I conclude 
with some brief remarks on possible remedies for the threats posed by fake persons 
online.

2  Background: Fake Persons and Threats to Knowledge

This paper is principally concerned with two types of entities encountered on online 
social networks and in other online spaces. While trolls and bots differ in impor-
tant respects, members of both categories can and sometimes do operate under 
fabricated identities that are presented as real identities. Trolls and bots that pre-
sent themselves in these ways can be regarded as fake persons. Notably, those who 
adopt online personas that differ from their own need not be fake persons, on the 
present understanding. One might, for example, post under a pseudonym that is not 

1 But see Jennifer Lackey (2021) and Regina Rini (2021) for some rare exceptions.
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presented as belonging to a real person, without thereby acting as a fake person. In 
what follows, I will be concerned with the consequences of interactions with fake 
persons for the spread of knowledge online. The epistemic problem of fake persons 
is not entirely new. The construction of false identities has, for instance, long been 
an element of spycraft. But with the rise of trolls and bots, encountering human and 
non-human entities operating under false identities has become commonplace. This 
phenomenon calls for epistemological consideration, especially in light of our epis-
temic dependence on others (Hardwig, 1985).

A productive discussion of trolls and their effects requires a disambiguation 
between some related phenomena. Until recently, trolls were mostly understood as 
individuals who exhibit provocative behavior online, often seeking to promote conflict 
within online groups for the sake of their own amusement (Fichman & Sanfilippo, 
2016;  Hardaker, 2010: 237). Key to this understanding is that trolls regard trolling 
chiefly as a way of having fun online (Krappitz, 2012; Shachaf & Hara, 2010).

While uses of the terms “troll” and “trolling” to describe politically and ideo-
logically motivated individuals and behaviors are not new, it is only recently that 
these usages have come to the fore. In recent years, commentators have described 
organized networks of individuals pushing propaganda as trolls and have used the 
terms “troll farm” (Morrison, 2021) and “troll factory” (Linvell & Warren, 2020) to 
describe these networks themselves. For example, Russian troll factories have been 
implicated in interventions in a range of geopolitical contexts, including the 2016 
Brexit Referendum (Bastos & Farkas, 2019) and the 2016 US Presidential election2 
(Linvell & Warren, 2020; US District Court, 2018). State-sponsored trolls belong to 
the wider category of politically or ideologically motivated trolls, whose epistemic 
effects will be of primary interest here. Such trolls have in common with trolls in 
general the tendency to post insincerely online but differ in their motivations and, 
consequently, in some of their behaviors. For example, whereas trolling may be per-
formed sporadically and under one’s own name, politically and ideologically moti-
vated trolls, especially state-sponsored ones, tend to engage in long-term influence 
campaigns carried out under fabricated identities. Given this distinctive characteris-
tic, it is not to be expected that all remarks on the epistemic consequences of trolls 
that take on false identities are applicable to trolls more widely. Thus, in what fol-
lows, I focus on this narrower category of trolls and use the term “troll” to denote 
these.

Trolls operate in a range of spaces online, including social media platforms (Bas-
tos & Farkas, 2019; Golovchenko et al., 2020) and comment sections (Chen, 2015; 

2 The actual efficacy of trolls and bots in shaping political outcomes is a matter of contention. For exam-
ple, while the Russian use of troll factories to influence the 2016 US Presidential election has received an 
enormous amount of media attention, a major recent study suggests that the influence of Russian Twitter 
trolls on American attitudes in the lead up to the election was trivial or non-existent (Eady et al., 2023). 
More generally, the question of whether trolls and bots have thus far been successful in interfering with 
knowledge is an empirical one and cannot be resolved here. Instead, my aim in this paper is to consider 
how trolls and bots might, in principle, interfere with knowledge. Notably, as we will see, one mecha-
nism by which trolls and bots might do so is through exaggeration of their impacts on online epistemic 
environments.
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Knustad, 2020; Morrison, 2021). On social media, trolls may engage in any of the 
actions available to ordinary users, including creating original posts, replying, shar-
ing, liking, and following. By these mechanisms, trolls influence the spread and 
reception of information online. I begin to explore the consequences of this point in 
Sect. 3.

Bots are computer algorithms that can emulate the online behavior of human per-
sons. For instance, bots that are deployed on social media platforms—social bots—
can typically post original content, reply, share, like, and follow other accounts (Dan-
iel & Millimaggi, 2020). Like trolls, bots can also operate outside of social media, 
including in the comments sections of news outlets and video-sharing platforms. 
Bots may be deployed for a range of purposes, some of which are epistemically neu-
tral or even straightforwardly beneficial. For example, it is increasingly common for 
commercial companies to utilize bots for the purposes of advertising and responding 
to consumer queries. At least so long as these bots are clearly identified as such, they 
can streamline the acquisition of information without causing undue confusion. It 
is worth noting, however, that commercial bots that are not clearly labeled as such 
might give rise to many of the problems raised below3.

Some bots are put to nefarious ends. Like trolls, bots can be deployed in an 
organized fashion to shape online narratives. Bots have often been implicated in the 
spread of misinformation online (Bastos & Mercea, 2018, 2019; Broniatowski et al., 
2018; Ferrara, 2020), and are often driven by state actors (Alsmadi & O’Brien, 
2020; Prier, 2017). In other cases, individual actors may employ bots to amplify 
their online presences (Stella et al., 2019). Overall, bots are responsible for a signifi-
cant portion of the posts on social media (Ferrara et al., 2016; Wojcik et al., 2018), 
especially those surrounding major political events (Bastos & Mercea, 2018, 2019; 
Caldarelli et al., 2020; Jones, 2019). In this way, bots may exert substantial influence 
on the social epistemic environment.

While trolls and bots can take many forms online, those that take on false human 
identities can sensibly be regarded as fake persons, and it is these entities with 
which I will be concerned in what follows. The line between trolls and bots is some-
times blurry, as in the case of “cyborg” accounts, the behavior of which is partially 
human-controlled and partially automated (Chu et  al., 2012). Some users might 
use cyborg accounts simply to enhance their engagement online, while still taking 
responsibility for the content automatically posted. However, trolls disguised as real 
persons might also use partially automated accounts to extend their influence. Such 
cyborgs can likewise be categorized as fake persons, but because cyborgs essentially 
combine features of trolls and bots, I do not discuss cyborgs independently in what 

3 Relatedly, even if bots are clearly labeled as such, the manner of their communication might lead to 
confusion as to their capabilities. Thus, for example, the impressively fluid communication of recently 
developed chatbots has been mistaken for evidence of consciousness (Tiku, 2022). Additionally, it has 
been argued that the use of emojis by chatbots should be avoided, as the use of emojis might be deceptive 
with respect to the emotional capacities of the chatbots in question (Véliz, 2023). While there are many 
concerns to be raised concerning the potential for confusion about the capacities of even bots explicitly 
identified as such, I focus here on concerns that arise from bots masquerading as persons.
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follows. Rather, I will discuss the epistemic effects of trolls and bots, construed as 
fake persons.

It might be thought that contrasting trolls and bots with “real persons” reflects an 
oversimplified binary. As an anonymous referee has rightly pointed out, the activi-
ties of biological humans—especially within social media contexts—are routinely, 
in some sense, inauthentic. Consider a few examples. Ordinary social media users 
regularly present idealized depictions of their lives, their appearances, and their abil-
ities. Such depictions sometimes cause non-trivial harms. For example, the exposure 
to manipulated photos on Instagram has been shown to cause adolescent girls to 
develop unrealistic standards of female beauty and, consequently, anxieties about 
their own bodies (Kleemans et al., 2018). As a second example, consider that indi-
viduals sometimes pretend to hold certain political attitudes in order to signal their 
loyalties within experimental settings (Hannon & de Ridder, 2021; Levy, 2022: ch. 
1; Ross & Levy, 2023; Schaffner & Luks, 2018). Given the significant rewards of 
such signaling on social media, it is highly plausible that individuals sometimes 
engage inauthentically with online political content for the sake of political advan-
tage. In short, there is good reason to suspect that even real persons often act fake 
online. Consequently, I suspect that some of the problems I will suggest are caused 
by trolls and bots and are also caused by the inauthentic activities of real persons. 
However, I focus here on trolls and bots for two reasons. First, the banal fakery in 
which ordinary individuals engage is arguably relatively benign precisely because 
it is so ubiquitous. Because nearly all of us present somewhat idealized versions 
of ourselves online and sometimes act online in such a way as to express our loyal-
ties, we have a reasonably good sense of how to interpret the depictions of others’ 
lives that we encounter online. The caveat to this first point is that ordinary individu-
als engage in banal fakery to different degrees, in different contexts, and for differ-
ent reasons. This brings us to a second reason for focusing narrowly on trolls and 
bots. By first attending to these relatively pure instances of fakery, we can establish 
insights that might then be applied to the more mixed, inauthentic activity.

To conclude this introduction to trolls and bots, I wish to emphasize three points. 
First, I am concerned here with trolls and bots construed as fake persons, and so 
only with those trolls and bots that post under fabricated human identities. Not all 
trolls and bots are fake persons in this sense. Some of the claims made in what fol-
lows about bots and trolls construed as fake persons apply to bots and trolls that do 
not operate under fake human identities. However, concentrating on the narrower 
groups of bots and trolls that operate under fabricated human identities will help 
to focus the discussion. In what follows, I refer to these relatively narrow groups 
simply as bots and trolls, or as fake persons, for the purpose of simplicity. Second, 
I do not mean to imply here that bots and trolls raise precisely the same epistemic 
concerns. For example, the relative ease of coordinating large numbers of bots might 
raise distinctive epistemic concerns, while the human intelligence of trolls might 
raise others. I focus here on the shared epistemic consequences of these entities, in 
order to emphasize how fake persons, which may exist in distinct forms, generally 
impact others’ prospects for acquiring knowledge online. Finally, I am principally 
concerned in this paper with the impacts of bots and trolls at the time of this writing. 
Future technological developments related to the artificial intelligence of bots and 
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the detection of bots and trolls will likely alter the severity of the consequences of 
such fake persons. However, part of what I want to illustrate here is that even rela-
tively rudimentary bots have significant consequences for the spread of knowledge 
online.

Throughout this paper, I will assume that knowledge is warranted by true belief, 
where warrant is simply an epistemic condition or set of conditions that bridges the 
gap between true belief and knowledge. Warrant might thus be understood in terms 
of internalist or externalist justification, a modal condition, or some combination of 
these. Given this approach to knowledge, there are at least three pathways by which 
fake persons might compromise knowledge. Fake persons might interfere with the 
truth condition, the belief condition, or the warrant condition on knowledge. Insofar as 
fake persons threaten each of these conditions, fake persons constitute what I will call 
a deceptive threat, a skeptical threat, and an epistemic threat4, respectively. In Sects. 
3–5, I discuss the ways in which fake persons constitute each of these kinds of threats.

3  The Deceptive Threat of Fake Persons

In this section, I discuss the ways in which fake persons are likely to cause false 
beliefs in at least some audiences. A core aim of this section is to show that the 
deceptive threat of fake persons is not simply the familiar deceptive threat of liars 
carried out online. Liars are, in effect, conduits for information believed to be false. 
While bots and trolls also sometimes pass on false or misleading content, the decep-
tive threat of such fake persons is not limited to this communicative role. The com-
paratively deep deceptiveness of trolls and bots is rooted in their fake identities.

Fake persons constitute deceptive threats to the extent that they are likely to cause 
false beliefs. As I suggested above, the deceptive threat of fake persons is, in part, 
linked to the deceptive threat of other sorts of fakes. For example, to the extent that 
trolls and bots distribute fake news and fake science, such fake persons thereby 
amplify the deceptive threat of these other fakes. In fact, the deceptive activities of 
fake persons—especially bots—often take the form of simply passing on—by way 
of Retweets or similar sharing functions—fake news (Ferrara, 2020; Jones, 2019). 
Passing along existing content in this way is a simpler task than introducing original 
deceptive content. Still, trolls and bots likewise engage in the latter, more sophisti-
cated form of deception.

That fake persons can spread fake content—whether original or recycled—does 
not by itself show that such fake persons constitute a deceptive threat. If trolls and 
bots were especially unconvincing fake persons, those exposed to their content 
might place little weight on it and thereby avoid deception. However, trolls and bots 

4 It bears noting here that, in the context of a discussion of the epistemology of deepfakes, Don Fallis 
(2021) uses the term “epistemic threat,” in a more encompassing way than the one adopted here. Fal-
lis effectively treats what I call deceptive threats, skeptical threats, and epistemic threats as “epistemic 
threats” in his sense. In a discussion of online misinformation, Keith R. Harris (2022) follows Fallis in 
using “epistemic threat” in this relatively encompassing way.
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pose a deceptive threat by way of the content they spread by, in part, deceiving with 
regard to their identities. In short, some of the false beliefs fake persons are prone to 
causing have to do with the identities of those very fake persons. Such deception can 
be facilitated by various means. For example, some trolls use pictures taken from 
elsewhere on the internet (Chen, 2015; Hampton, 2019), including others’ social 
media accounts (O’Sullivan, 2017). Likewise, bot accounts often utilize stolen pho-
tos of real humans (Ferrara et al., 2016: 100).

Trolls and bots are not merely potentially deceptive with regard to their identi-
ties; empirical studies suggest that such fake persons succeed in deceiving ordinary 
human users. Early empirical studies indicate that bots on social media are effec-
tive at passing themselves off as real people, with neither human users (Cresci et al., 
2017) nor bot-detection algorithms (Martini et al., 2021) being able to reliably iden-
tify bots as such. The detection of trolls on social media has likewise proven dif-
ficult, although various methods have been proposed (e.g., Fornacciari et al., 2018). 
Notably, even if sophisticated technological or non-technological methods for iden-
tifying bots and trolls are developed, the mere existence of such methods will not by 
itself help ordinary users to distinguish between real and fake persons online. At a 
minimum, ordinary users will require ready access to this information.

Given that fake persons are at least somewhat effective at deceiving others into 
thinking that they are real persons, there is reason to expect that fake persons can 
further deceive audiences by way of the content they share. In sharing content like 
fake news and fake science, trolls and bots not only expose audiences to that content, 
but also provide evidence that real people believe that content. In this way, fake per-
sons spread not only fake first-order evidence, but also fake high-order evidence—
evidence of the quality of first-order evidence. Suppose, for example, that a troll or 
bot shares a fake news story alleging the involvement of a prominent politician in a 
corruption scheme. In addition to the allegation and whatever evidence is contained 
in the story, the fake person thereby provides some higher-order evidence as to the 
warrant for the allegation. Notably, the deceptive higher-order evidence furnished by 
a single troll or bot sharing a fake story might well be negligible. However, coordi-
nated bot and troll campaigns can give the appearance that bogus content is widely 
deemed to have merit. For example, bots and trolls on Twitter often participate in 
vast “Retweet networks,” which are characterized by the mass re-sharing of content. 
The re-sharing of content through such networks serves not only to distribute it but, 
at the same time, to give that content the appearance that it has been widely con-
sidered and deemed worthy of sharing. While the norms of social media testimony 
are unsettled—such that the re-sharing of content cannot straightforwardly be inter-
preted as an endorsement of that content (Marsili, 2021; Rini, 2017)—some human 
users exposed to widely-reshared content will no doubt interpret the apparent popu-
larity of the content as evidence of its legitimacy and will consequently be deceived 
(Ferrara et al., 2016: 98-99).

The tools by which troll and bot campaigns can distort perceptions of public 
attitudes toward online content are not restricted to the use of shares. The ability 
to “like” content, which is available on social media and a broad range of other 
online platforms, can shape perceptions of public attitudes toward liked content, 
thereby artificially inflating the credibility of that content. While philosophers have 
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argued that liking something online does not straightforwardly signify endorse-
ment (McDonald, 2021), empirical results suggest that likes are often interpreted 
as “endorsement cues,” which signal the credibility of the content liked (Luo et al., 
2022). Summarizing early work on online credibility, Johan Jessen and Anker 
Helms Jorgensen (2012) write that likes, shares, and other forms of social validation 
figure significantly in judgments of credibility for information retrieved online. By 
impersonating real persons, trolls and bots can exploit this tendency to rely on social 
indicators of credibility.

Notably, a fake person might distort perceptions not only of public opinion in 
general but of the opinions of some segments of the population. For example, white 
supremacists have sometimes impersonated black Twitter users with the aim of distort-
ing perceptions as to the views of this segment of the population (Rashid, 2017). Such 
efforts are especially pernicious insofar as they play on and encourage existing stereo-
types among social media users. Some such campaigns have been combated through 
the coordinated investigative efforts of genuine black feminists (Hampton, 2019).

The concern about fake persons deceiving by way of the content they share or 
otherwise promote might seem too quick, unless there is good reason to expect that 
fake persons are especially likely to share false or misleading content. It is not an 
essential feature of the category of fake persons that they usually or always act so as 
to deceive audiences about more than their identities. It might thus fairly be asked 
why mistaking trolls and bots for real persons exposes one to further deception. 
There are at least two reasons for this. First, as the preceding paragraphs anticipate, 
deception by fake persons need not involve the sharing of fake content. Consider an 
example. Bot and troll accounts might share accurate content or content that is not 
subject to assessment in terms of accuracy5, in a way that is nonetheless deceptive 
insofar as the mass-sharing of the content in question presents a misleading picture 
of public opinion toward it. In short, fake persons might be deceptive with respect to 
what people think, even if they are not deceptive with respect to the content of the 
material shared.

Second, there is good reason to expect fake persons to share false or misleading 
content relatively frequently. Admittedly, it should be acknowledged that disguising 
or otherwise concealing one’s identity has some legitimate applications, and need 
not indicate the unreliability of the subject’s testimony in all cases. For example, 
testifiers in vulnerable positions may have strong reasons to conceal their identities 
in certain contexts. However, protection of the vulnerable does not, in typical cases, 
require the fabrication of a distinct identity. Moreover, there is cause for skepticism 
as to the reliability of information received from trolls and bots. This includes infor-
mation that is introduced by the troll and bot accounts, as well as information merely 
passed on by such accounts through sharing, retweeting, and related methods. I will 
subsequently use the general term “posts” to capture all such contributions. First, the 
fabrication of an identity plausibly removes whatever default basis there is for trust 
in the information a subject provides. Typically, testifiers have a practical incentive 

5 For an example of the latter, consider that mass-sharing of a photo of a political candidate, X, together 
with the caption “X for President,” might distort perceptions of that candidate’s degree of support.
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to adhere to the truth, as departures from the truth are likely to damage their reputa-
tions and, especially, their perceived credibility. The extent to which this point gen-
eralizes to sharing is an open question for social epistemologists, largely because 
the sharer’s attitude toward the shared content is often unclear (Marin, 2021; Mar-
sili, 2021; Rini, 2017). However, even if the sharing of bad information does not 
redound upon the sharer in the same way that bad testimony redounds upon the testi-
fier, there remains an incentive for careful sharing practices. Habitually sharing bad 
information can be expected to cause one to develop a reputation for doing so and 
perhaps for having poor judgment. In general, then, individuals typically have rea-
son to introduce and to share information that they at least perceive to be accurate. 
But this incentive does not apply to trolls and bots—or, more conservatively, does 
not apply to the same degree. By disguising one’s identity online—either by posting 
under a fabricated identity or deploying bots—one can substantially reduce the prac-
tical incentive to avoid posting bad information. So long as the disguise is effective, 
bad epistemic practices will not redound on the individual.

It might be objected that there is an incentive for even trolls and bots to typically 
post truthfully. Bad posting practices will not damage the reputation of the human 
individuals behind troll and bot accounts, but they will plausibly reduce the per-
ceived credibility of the troll and bot accounts themselves. Such accounts will be 
most effective if they are not immediately dismissible as non-credible. For example, 
if a state actor aims to shift public opinion on a certain issue, this goal might be best 
achieved through posts by trolls and bots that are perceived as credible. The dissemi-
nation of accurate information to establish credibility for future deceptive efforts is 
a familiar strategy sometimes called “pre-propaganda” (Ellul, 1973; Golovchenko 
et al., 2020). Given the importance of establishing credibility, one might argue that, 
even for trolls and bots driven by the ultimate aim of deception, there is an incentive 
to typically post truthfully.

Three responses to this objection are in order. First, it is consistent with the objec-
tion that mistakenly perceiving trolls and bots as real persons contributes to decep-
tion about certain key points. For example, even if trolls and bots deployed by a state 
actor mostly post to establish credibility with respect to a target issue, mistaking 
these trolls and bots for real persons will facilitate one’s deception with respect to 
that target issue. In principle, this means that even fake persons deployed to deceive 
about a particular issue might have a net positive epistemic impact, supposing their 
deception is outweighed by the earlier spread of truths6. However, a second response 
to the present objection is more pessimistic as to the overall epistemic impacts of 
fake persons. It is not clear that the value of high perceived credibility provides an 
incentive to post truthfully in most cases. Perceived credibility requires at most that 
one’s posts are perceived as true by the audience, not that they are in fact true. If a 
given audience already has an inaccurate picture of reality, trolls, and bots can main-
tain and even heighten their perceived credibility with that audience through inac-
curate posts. Moreover, it would be a mistake to suppose that an account’s perceived 
credibility is owed primarily to its posting history. While attention to track records 

6 Thanks to an anonymous referee for raising this point.
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plausibly contributes to the perceived credibility of others in more traditional rela-
tionships and perhaps in long-term online interactions, many online platforms 
expose users to posts from accounts with which they are not familiar. The epistemic 
track records of such accounts can be assessed, if at all, only with substantial effort 
(cf. Rini, 2021: 40). Consequently, rather than assessing the perceived credibility 
of online accounts according to their track records, users are more likely to rely on 
crude strategies like consulting the account’s biography, profile picture, and follower 
count. As we have seen, trolls and bots can fabricate biographical details to signal 
credibility. By acting in concert, such fake persons can likewise achieve misleading 
follower counts. Finally, even if the perceived credibility of a troll or bot account 
is damaged by a poor track record, identities can be shed relatively easily online—
limiting the costs of low perceived credibility. For example, trolls may open new 
accounts under which to post or may change the biographical details associated with 
their accounts. Likewise, those employing bots may simply employ new bots or may 
instead allow existing bots to take on new identities.

I have thus far focused on the deception likely to befall thoroughly credulous 
audiences—those inclined to accept trolls and bots as real persons and to believe 
the content such fake persons share. But some users who interpret re-sharing as an 
endorsement and who mistake fake persons for real ones are likely to be deceived in 
a final, further way. To get an initial grasp on this further concern, consider the fol-
lowing case. Suppose that a given internet user, Tim, is entirely unaware of the exist-
ence of trolls and bots, but nonetheless, encounters them regularly online. Knowing 
nothing of trolls and bots, Tim can only think of the behavior of these entities as the 
behavior of real human beings. Tim will likely come to believe, rationally in light 
of the evidence, that real human persons are often entirely unreasonable and unreli-
able testifiers, at least in the online environment. In short, Tim might come to be 
deceived concerning what ordinary human beings are like7.

The present case is contrived, but not unrealistic. Individuals no doubt have vary-
ing degrees of awareness of trolls and bots, and especially of the degree of effort that 
is put into making trolls and bots resemble genuine human persons. Consequently, 
it is likely that some individuals routinely mistake trolls and bots for real persons. 
Such mistakes are likely to lead individuals to, again rationally, reduce their esti-
mations of the reliability of online human testifiers, and perhaps human testifiers 
more generally. Mistaking online trolls and bots for real persons often enough will 
lead one to be skeptical of the content one encounters online. I discuss some fur-
ther consequences of this point in Sect. 4. For the present, it bears emphasizing that 
the reduced estimation of real persons that is likely to result from misidentifying 
trolls and bots is not solely an epistemic matter. Tim, and those like him, will likely 

7 It is worth acknowledging here that phenomena other than fake persons can cause similar problems. 
For example, out-of-context clips or simply non-representative examples are sometimes used to frame 
members of the political opposition as especially unreasonable. Still, fake persons add a new dimension 
to this issue as they are often encountered directly and, hence, may appear to better represent what per-
sons are really like.
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mistakenly ascribe the negative traits that are actually exemplified by fake persons to 
real ones.

It might be objected that mistaking trolls and bots for real persons does not 
happen frequently enough to significantly alter perceptions of real persons. Three 
responses to this objection are in order. First, the objection may well underappre-
ciate the prominence of trolls and bots online. Trolls and bots are responsible for 
a great deal of social media posts, especially around certain topics (Bessi & Fer-
rara, 2016; Ferrara, 2020; Morrison, 2021; Stukal et al., 2022). Second, while I am 
chiefly concerned here with the threat currently posed by fake persons, it is worth 
noting that this threat may increase as the utility of troll and bot campaigns is recog-
nized and as automation technology advances.

A third response is that trolls and bots might dramatically alter perceptions of 
real persons, even if this effect is not entirely general. As I have suggested above, the 
perceived credibility of troll and bot accounts may be facilitated by the fabrication 
of biographical details. The suggestion here is that the inclusion of certain biograph-
ical details may increase the perceived credibility of an account’s posts. Likewise, 
routinely posting noncredible content may reflect poorly not only on an individual 
account, but also on accounts with similar biographical details. For example, if trolls 
and bots that identify themselves as supporters of the Green Party consistently post 
misinformation, this activity will likely undermine the perceived credibility of real 
human users who identify themselves as members of the Green Party. More gener-
ally, for those who mistake trolls and bots for real persons, the negative behaviors of 
these fake persons encourage false beliefs critical of real persons with biographical 
details similar to those adopted by the trolls and bots in question.

4  The Skeptical Threat of Fake Persons

Whereas deceptive threats challenge the truth condition on knowledge, skeptical 
threats challenge the belief condition. Thus, as presently understood, skepticism is a 
psychological phenomenon. The close connection between deception and skepticism 
is central to epistemology, even if it is not always considered in terms of threats. For 
example, Descartes treats his history of being taken in by false theories as a basis for 
resisting belief in any subsequent theory that cannot be placed on an unimpeachable 
foundation. More generally, Descartes uses the possibility of deception by a malev-
olent and powerful being as a means of resisting the psychological pull of belief. 
While the abandonment of belief is a desirable intermediary state within Descartes’ 
project, threats to belief are potentially harmful to practical purposes. Thus, I treat 
the tendency of bots and trolls to discourage certain kinds of beliefs as a skeptical 
threat. As I argue in what follows, the skeptical threat of fake persons shadows the 
deceptive threat—for whatever form of deception fake persons might bring about; 
there is a parallel form of skepticism.

Whereas one unfamiliar with trolls and bots is likely to mistake certain fake per-
sons for real ones, one more familiar with these entities is likely to mistake real per-
sons for trolls or bots, thereby failing to believe that real people are real. Just as fab-
ricated biographical details can be used to encourage the mistaken belief that trolls 
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and bots are real persons, the recognition that it is possible to fabricate such details 
encourages some degree of skepticism toward the realness of persons encountered 
online. For this reason, as we will see in what follows, frequent media reporting 
on the existence of trolls and bots likely increases the skeptical threat of these fake 
persons.

The misidentification of real persons as trolls or bots is likely to be especially 
appealing in some cases. For example, suppose that one finds oneself confronted 
with a news story that challenges one’s political convictions and that has been 
widely shared online (Koslowska, 2020). Given the knowledge that trolls and bots 
exist and sometimes share false or misleading information, it will be tempting for 
one to dismiss both the news story and its apparent popularity as fake. In other 
words, because trolls and bots sometimes effectively provide fake higher-order evi-
dence, recognition of the existence of trolls and bots may lead one to improperly 
dismiss as fake the legitimate higher-order evidence furnished by the popularity of a 
given news story.

More generally, the knowledge that the online environment is populated by bots 
and trolls enables a convenient strategy for dismissing certain kinds of evidence. 
Whenever one encounters social evidence—in the form of testimony, shares, likes, 
and so on—one can dismiss this evidence as the work of trolls and bots. The concern 
here resembles the concern that Regina Rini (2020) raises for deepfakes, namely, 
that the existence of sophisticated fake videos in the form of deepfakes makes pos-
sible the dismissal of video evidence in general as fake. As Rini emphasizes, such 
dismissals are likely to be especially attractive when the video evidence in ques-
tion challenges one’s beliefs or interests. In effect, Rini links the deceptive threat of 
deepfakes to the skeptical threat of such videos. The present point is that the poten-
tially deceptive nature of fake persons encourages skepticism concerning the identi-
ties of those one encounters online, of the quality of content shared online, and of 
apparent endorsements of that content. In this way, the suspicion that a given envi-
ronment contains fake persons encourages the dismissal of the evidence constituted 
by content shared online, as well as the higher-order evidence furnished by others 
sharing or responding positively to that content.

Bots and trolls can encourage skepticism even for those individuals that fail to 
recognize the existence of such fake persons. As I noted in section 3, those individu-
als who mistake fake persons for real ones are likely to develop negative attitudes 
toward certain groups of real persons, and real persons more generally. Some of the 
negative attitudes in question are likely to be epistemic—concerning, in particular, 
the credibility of real persons. Insofar as one comes to believe that real persons are 
non-credible, one will have reason to conclude that the social evidence provided 
by such persons—in the form of testimony, shares, and likes—is of little evidential 
import. In this respect, the skeptical consequences of the posts of bots and trolls for 
those of real persons resemble the skeptical consequences of mistaking the posts of 
real persons for those of trolls and bots. However, there is an important respect in 
which mistaking trolls and bots for real persons has more dire consequences. This 
point is vividly illustrated by returning to the case of white supremacists imperson-
ating black Twitter users. One apparent aim of such campaigns has been to discredit 
black voices (Hampton, 2019). More generally, mistaking trolls and bots for real 
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persons may carry over to offline life, leading one to dismiss the evidential signifi-
cance of what real human persons do in the world at large. As the preceding example 
illustrates, such activities may be especially pernicious when they target subgroups, 
especially those already facing imbalances in power.

I have argued in this section that one of the mechanisms by which trolls and bots 
can interfere with the acquisition of knowledge online is by encouraging skepticism 
toward even genuine persons and content encountered online. Notably, this suggests 
that fake persons are likely important tools for certain forms of disinformation—
especially those associated with the Russian model—thought to aim at producing 
doubt rather than false belief (Paul & Matthews, 2016; Pomerantsev, 2014; Rini, 
2021). Ironically, some attempts to recognize and confront the threats of fake per-
sons have plausibly enhanced their skeptical threat. Some recent empirical work has 
suggested, for example, that IRA trolls had limited reach (Eady et al., 2023), inter-
acting mainly with small numbers of highly partisan voters. In contrast, mainstream 
reporting about IRA trolls had an enormous reach and has plausibly impacted trust 
in persons and information encountered online. In this way, the entanglement of the 
deceptive and skeptical threats of fake persons makes it difficult to bring attention to 
the former without exacerbating the latter.

5  The Epistemic Threat of Fake Persons

I have thus far discussed the deceptive threat and the skeptical threat of fake per-
sons. These threats are alike in that they consist of the distortion of beliefs. Given 
that what a person believes shapes how that person acts, the deceptive and skeptical 
threats are of immediate practical concern. In this section, I turn to the epistemic 
threat of trolls and bots, which consists of the tendency of such fake persons to inter-
fere with the warrant condition on knowledge.

How to substantiate the warrant condition remains a matter of contention among 
epistemologists. I will not address this matter at any length here, preferring instead 
to consider some ways in which fake persons can interfere with the warrant condi-
tion, regardless of how precisely this is construed. First, the very existence of fake 
persons degrades the import of certain kinds of evidence. Ordinarily, the biographi-
cal details and posting history associated with a given account would likely be inter-
preted as evidence of the identity of the person associated with that account. For 
instance, if an account specifies that it belongs to a female attorney located in the 
UK and has a profile picture and recent posts that accord with these details, this 
information would naturally be interpreted in favor of concluding that the account 
is run by such a person. However, in an environment populated by trolls and bots, 
these forms of evidence carry less weight than they otherwise would. Here, an anal-
ogy is helpful. Ordinarily, the outward appearances of animals and plants carry 
significant information as to the species to which individual organisms belong. 
However, in environments populated with mimic species resembling the species in 
question, the markings of individual organisms carry less weight. Previously, Fallis 
(2021) has used this analogy to discuss the epistemology of deepfakes, and Harris 
(2022) has applied the analogy to online fakes more generally. Notably, the analogy 
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is especially fitting in the case of fake persons, which effectively mimic real persons. 
Just as animal and plant mimics reduce the evidential significance of certain percep-
tible features of target species, so too do fake persons reduce the evidential signifi-
cance of biographical details and posting behaviors. Trolls and bots thereby make 
it more difficult to know who real persons are online, even if the truth and belief 
conditions are satisfied.

The preceding remarks suggest a template by which fake persons can interfere 
with the acquisition of knowledge online, especially on social media. We have seen, 
thus far, that fake persons can deceive by way of posting content—as well as by 
various forms of social validation including shares and likes, and that fakes and bots 
can, in this way, encourage skepticism about the legitimacy of posts and social vali-
dation. Given the epistemic threat of fake persons, this skepticism may well be rea-
sonable. In other words, trolls and bots might compromise these forms of evidence 
such that one cannot form warranted beliefs based upon them. In part, the epistemic 
threat of trolls and bots resembles the epistemic threat of more familiar kinds of 
liars. Social epistemologists have often suggested that conditions of the background 
epistemic environment can interfere with the acquisition of warrant from testimony 
(Adler, 1996; Goldberg, 2007; Graham, 2000; Harman, 1973; Lackey, 2008). For 
example, suppose that one forms the true belief that p is based on sincere and com-
petent testimony that p from a speaker, S. Whether or not one thereby comes to 
know p in this way plausibly depends on the conditions of the background epistemic 
environment. For example, if S is the only sincere and competent speaker in the 
environment, and one could easily have believed ~p based on the testimony of one 
of the many liars in the environment, one arguably does not come to know p through 
S’s testimony. Diagnoses of this case may differ. It may be that one lacks knowledge 
in this case because one’s belief is unsafe (Goldberg, 2007), because S’s assertion 
fails to carry information in the context (Graham, 2000), because the process by 
which it is formed is unreliable (Schmitt, 2017), because the proximity of liars intro-
duces uneliminated relevant alternatives (cf. Blake-Turner, 2020) or a defeater for 
one’s belief, or some further possibility. Because I aim to illustrate the epistemic 
consequences of bots and trolls given a wide range of epistemological perspectives, 
I will not attempt to adjudicate between these diagnoses here.

Instead, the point I wish to emphasize here is that trolls and bots may alter online 
environments such that they come to resemble, in some respects, a room largely 
populated by liars, thereby undercutting the power of testimony to transmit knowl-
edge. Consider some examples. After viewing a video online, one may look to the 
comments section for judgments on the credibility of the video. Ordinarily, the testi-
mony that the video is credible would plausibly provide some evidence to that effect. 
However, supposing that the comments section is mostly composed of insincere 
comments from trolls, even the sincere, competent, and correct testimony of a genu-
ine user will carry limited epistemic weight. Consider next the environment on a 
given social media platform following some major geopolitical event. As one looks 
to better understand the situation, the ability of sincere and competent testifiers to 
convey warrants may be undercut by the prevalence of social bots spreading mis-
information. Notably, such examples are not farfetched but reflect the actual condi-
tions under which online testimony is often received.
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While the epistemic threat of trolls and bots resembles the epistemic threat of 
liars in some respects, it would be a mistake to conclude the former is just a version 
of the latter, carried out online. First, as we have seen, trolls and bots are decep-
tive about their very identities, a dimension of deception atypical of ordinary liars. 
Second, while some forms of social validation can plausibly be understood as lies—
shares and likes, for example—others cannot. For example, follower counts consti-
tute a kind of social validation. That one has a high number of followers on Twitter 
is some indication of one’s epistemic worth, for instance. Yet, the act of following 
on Twitter cannot plausibly be understood as a lie, even if it serves to artificially 
boost the credibility of some dishonest figure. Fake persons thus resemble liars in 
the effects they have on the evidential weight of testimony, but the epistemic threat 
of fake persons goes beyond that of mere liars.

We form beliefs not only based on the content with which we interact, but also 
based on how this content is received by others. This point is not specific to the 
online world. How we react to statements made during a political rally need not 
be purely a matter of the content of those statements but may be responsive to how 
these statements are received by other members of the audience. Given the partici-
patory nature of the modern web, the posts and reactions of other users are highly 
visible. In simple terms, the epistemic threat of fake persons is that such persons can 
appear and behave in much the same way as real persons online, thereby systemati-
cally reducing the value of the signals provided by real persons.

6  Concluding remarks

In the preceding pages, I have discussed the deceptive, skeptical, and epistemic 
threats of fake persons. As we have seen, these threats are closely interrelated. It is 
because we recognize the threat of deception by trolls and bots that we are likely to 
be skeptical of some of the forms of evidence encountered online. This skepticism 
is well-founded to the extent that, at least in some contexts, trolls and bots genuinely 
do interfere with the significance of evidence encountered online. The interrelations 
between these threats make clear the difficulty of resolving them. Without adopt-
ing a defensive posture toward evidence encountered in spaces likely populated by 
trolls and bots, we run the risk of deception. But by adopting such a posture, we risk 
excessive skepticism.

It might be thought that the problem of fake persons has a straightforward solu-
tion. By simply declining to form beliefs on the basis of evidence that might be 
distorted by trolls and bots, we thereby avoid the problem. However, such a sug-
gestion is misguided for two reasons. First, for all its flaws, social media and other 
features of the participatory web make possible the rapid spread of information and 
remove obstacles to epistemic contributions by those who otherwise lack platforms. 
The suggested solution effectively amounts to succumbing to the skeptical threat 
with respect to these contributions. Second, we cannot simply choose whether or not 
to form beliefs on the basis of evidence encountered online. Even if we use social 
media principally to connect with friends and family members, we will inevitably 
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encounter information that shapes our beliefs, whether we like it or not (Marin, 
2022).

Alternatively, one might think that the problem of fake persons might be resolved 
by developing our abilities to distinguish between fake and real persons. However, 
even those possessed of such an ability would struggle to apply it to resolve the chal-
lenges raised here. For example, when one is confronted with a dubious tweet with 
tens of thousands of likes, one cannot realistically examine the Tweet to determine 
whether its apparent popularity is due only to fake persons. A more feasible alter-
native to this individualistic suggestion will likely involve technological solutions 
that make readily available information concerning the extent to which the spread 
of content online is due to fake persons. Such an alternative holds some promise of 
helping individuals give evidence its proper weight, thereby avoiding both deception 
and excessive skepticism.
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