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Partial Dynamic Semantics for Anaphora:

Compositionality without Syntactic Coindexation

DAG TRYGVE TRUSLEW HAUG

Abstract

This article points out problems in current dynamic treatments of anaphora and pro-
vides a new account that solves these by grafting Muskens’ Compositional Discourse
Representation Theory onto a partial theory of types. Partiality is exploited to keep
track of which discourse referents have been introduced in the text (thus avoiding the
overwrite problem) and to account for cases of anaphoric failure. Another key assump-
tion is that the set of discourse referents is well-ordered, so that we can keep track of
the order in which they have been introduced, allowing a semantic characterization of
anaphoric accessibility across stretches of discourse. Unlike other dynamic approaches,
the system defines semantic values for unresolved anaphors. This leads to a clear sep-
aration of monotonic and non-monotonic content (in this case anaphoric resolution)
and arguably provides a sound basis for a non-monotonic theory of anaphoric
resolution.

1 INTRODUCTION

The realization that language meaning is sensitive to the discourse con-
text led to the development of dynamic semantic frameworks such as
Discourse Representation Theory (DRT; Kamp 1981) and File Change
Semantics (FCS; Heim 1982). The main motivation was anaphoric ex-
pressions, for example pronouns such as he, she, but also tense and aspect
in discourse (Kamp & Rohrer 1983). The idea is to have sentences
denote not truth values, as they do in static semantics,1 but ‘updates’
or context change potentials (CCP), that is, their ability to transform the
context in which they are uttered.

This is spelled out formally in various ways in different dynamic
frameworks, but the general principle is the same. Individual-type ex-
pressions introduce discourse referents (Karttunen 1976). Contexts are
assignments of individuals in the model to these discourse referents.2

1 Throughout the article I consider only an extensional semantics.
2 The approach is easily generalized to cover events and times by having different types of

discourse referents.
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A CCP, then, naturally comes out as a relation between input and
output assignments (or alternatively a function from sets of input assign-
ments to sets of output assignments).

Dynamic semantics nicely captures some facts about anaphoric ex-
pressions. For example, expressions such as negation, quantifiers and
conditionals can be given meanings that introduce embedded contexts
which are not available in the further discourse. This accounts for the
non-felicity of the discourse in (1), where the indexation shows in-
tended coreference.

(1) No1 girl walks. *She1 is sad.

Roughly speaking, the CCP of the first sentence will be a relation
between input contexts i and identical output contexts o, such that o
cannot be extended with a discourse referent 1 which is a girl and walks.
Thus the fact that no girl does not introduce a discourse referent in the
global context falls out of the semantics of no.

While the treatment of anaphora is hailed as one of the big achieve-
ments of dynamic theories of semantics, quite a number of problems are
left unsolved in the ‘standard’ frameworks FCS, DRT, compositional
DRT (CDRT; Muskens 1996) and Dynamic Predicate Logic (DPL; see
Groenendijk & Stokhof 1991).3

First, the semantic account sketched above for the accessibility viola-
tion in (1) only holds in DRT and arguably in FCS; other dynamic
frameworks rather capture the effect through a syntactic familiarity con-
straint requiring anaphoric expressions to be coindexed according to
stipulated rules. Second, dynamic frameworks suffer from the so-
called ‘overwrite problem’: how to avoid the same discourse referent
being used twice, either overwriting the old value or causing unwanted
coreference (van Eijck & Visser 2012, section 6.6). This is again solved
syntactically, through a novelty constraint.

The most serious problem with dynamic treatments of anaphora,
however, is that none of them offers a model-theoretic interpretation
of unresolved anaphora, that is words like he, she do not have meanings
at all until they are assigned a referent. Instead, it is either assumed that
they have already been assigned referents in the input to semantics; or
the meanings of anaphors are characterized procedurally, as ‘invitations
to pick a reference from the current context’ (van Eijck 2001: 349). On
both approaches, it is impossible to construct a meaning for a sentence

3 For expository purposes, I discuss only these theories in the introduction. There are other
approaches that have been developed in reaction to perceived failures of the ‘standard’ frameworks.
I discuss a number of these in Section 5.1.
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with unresolved anaphors. But the sentence meaning (and even the
meaning of sentences following the anaphor) is an important input to
anaphor resolution, so we seem to have gotten things the wrong way
around. While a procedural account of anaphor resolution is desirable at
some stage, the procedure should start from the semantic representa-
tions, and not be a prerequisite for constructing them.

The use of syntactic and procedural solutions makes the treatment of
anaphora representational in the sense that it is not reducible to semantic
values alone (Muskens 1996: 172)—the representations themselves are
essential.4 This clashes with Montague’s original programme for formal
semantics, but several proponents of dynamic semantics, notably Hans
Kamp (see e.g. Kamp et al. 2011, chapter 5), have argued that essential
use of representations is necessary and desirable. However, Kamp’s de-
fence of representationalism is tied to his theory of propositional atti-
tudes and logical omniscience. As far as I know, no one has argued that
it is desirable to have a representational account of anaphora and the goal
of this article is to show that a fully semantic account is both possible and
preferable.

The plan of the article is as follows. In Section 2, I look closer at the
problematic aspects of anaphora in dynamic semantics and show how
existing frameworks fail. In Section 3, I give an introduction to DRT
and its compositional version CDRT. In my view, it is an advantage to
build on this tradition, which is well-known and has been used exten-
sively in research on many languages. In Section 4, I introduce a partial
theory of types which will be the logical underpinning of my theory.
Readers who are not interested in the formal details can go lightly on
this. Section 5 is the core of the article: I reconstruct CDRT in a partial
setting and show how we can construct model-theoretic meanings for
anaphors that can serve as input to a pragmatic theory of anaphor reso-
lution. Anaphor resolution itself, however, is beyond the scope of this
article. Section 6 offers conclusions and outlook. Some formal details are
relegated to the appendices.

2 ASPECTS OF ANAPHORA IN DYNAMIC SEMANTICS

I will now discuss some problematic aspects of anaphora in dynamic
semanatics. First, in sections 2.1–2.3, we will see how unresolved an-
aphora, anaphoric accessibility and the overwrite problem are dealt with
in the above-mentioned ‘standard’ versions of dynamic semantics. As far

4 Notice that on this definition, the question is not whether a framework itself is representational
or not, but whether its treatment of a particular phenomenon is representational.
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as possible, the discussion will be kept neutral with respect to particular
frameworks, but on some occasions there are important differences that
must be noted.

The problems discussed in sections 2.1–2.3 are all tied to the repre-
sentationalism of the standard frameworks. In section 2.4, I argue that to
solve them properly, we need a theory with a clear separation of mono-
tonic and non-monotonic meaning, where all monotonic meaning can
be constructed without relying on non-monotonic meaning. Later on,
in section 5.1, we will see that more recent approaches to dynamic
semantics than the ‘standard ones’ also do not achieve this, even
though they solve the overwrite problem and the problem of giving a
semantic characterization of accessibility.

2.1 Unresolved anaphors

Why would one want a model theoretic treatment of unresolved ana-
phors? Intuitively, I think the answer is that it is part of the meaning of an
anaphoric expression that it should refer to some item in the preceding
context. A syntactic account fails to capture this and that leads to at least
two serious problems.

First, Beaver (2002) observes that if the semantics deals only with
resolved anaphors, then resolution must happen in a pre-semantic com-
ponent of the grammar. But it is unclear which component is resonsible
for this. Syntax is unlikely to do the job, since anaphoric resolution
works across sentences. Lexical ambiguity seems far-fetched, since
there appear to be no languages that actually distinguish such words as
he1 and he12. Indeed, anaphoric resolution is commonly thought of as a
pragmatic process, but if anaphors are already indexed in the input to
semantics, this would entail pragmatics operating before semantics.

Second, a fully pre-semantic account of anaphoric resolution is un-
realistic because it is clear that the semantic content of a sentence con-
tributes to the resolution of any anaphor in it. Consider (2)

(2) It mooed.

It is likely to be resolved to an animal that makes the appropriate sound,
because whatever it denotes, its denotation must be in the denotation of
the predicate mooed. If we want to model this in a formal characteriza-
tion of the semantics–pragmatics interface, we need to have a semantic
representation of the sentence with unresolved anaphors, which can serve as
input to such reasoning.5

5 A reviewer suggests an alternative picture in which we first get a syntactic tree with unresolved
anaphora which is then expanded to a set of syntactic trees with all possible anaphoric resolutions.
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DRT offers a representation of unresolved anaphors in the form of
preliminary discourse representation structures. However, these repre-
sentations are uninterpreted, which is unsatisfactory and means that they
cannot serve as a basis for reasoning about anaphoric resolution.

FCS, DPL and CDRT, on the other hand, assume that the input to
semantics bears referential indices spelling out any coreference relation-
ships. Obviously, such theories cannot offer a model theoretic treatment
of unresolved anaphors: it is not possible to represent unresolved ana-
phors in the first place, let alone provide an interpretation of the
representation.

Muskens (2011) offers a solution to this problem within CDRT. In
his approach, anaphoric expressions are modelled as free variables over
discourse referents. So (1) will look as in (3).

(3) No1 girl walks. She?2 is sad.

?2 stands for a variable index, and in the next step, a constant is sub-
stituted for this variable. However, nothing in the interpretation of this
altered CDRT language prevents the substitution of ?2 by 1, leading to
the same situation as in (1). In fact, nothing in the semantics prevents us
from substituting the unused discourse referent 3 for ?2, which will let
the anaphoric expression introduce a new discourse referent. So al-
though the approach of Muskens (2011) gives us a model-theoretic
denotation for unresolved anaphors, it is not the correct one.
Anaphoric expressions are treated as variables over discourse referents,
but they are semantically unconstrained variables. Constraints on anaphora
must be stated in purely syntactic terms, which brings us to the next
section.

2.2 Constraints on anaphora

A syntactic account of accessibility is non-explanatory in the sense that it
just stipulates constraints on coindexation. On a semantic account of
accessibility, these constraints would ideally follow from the semantics

Each of these are then processed to give a semantic representation, with some filtering happening in
this component (e.g. resolutions of it in it mooed to non-animate entities are ruled out as semantically
non-felicitous). Finally, we get pragmatic reasononing over the output semantic representations.
Observe that on this view, if constraints on anaphora are semantic, the presemantic generation of
all anaphoric resolution would have to include inadmissible indexations such as in (1), which would
then be filtered out by the semantics. The approach seems computationally unattractive since it
requires the computation of several syntactic representations that are identical up to the represen-
tation of anaphors, with consequent computation of semantic representations that only differ in their
assignments of values to anaphors.
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of words such as negation, quantifiers and conditionals that put con-
straints on accessibility.6

DRT has such a semantic account of constraints on anaphora, as can
be seen when we consider discourses with resolved anaphors. Consider
the indexed discourse in (4).7

(4) No1 girl walks. *If she1 talks, she1 talks.

The denotation of the first sentence will be a relation between input
assignments i and identical output assignments o, such that o cannot be
extended to an assignment k that assigns an individual to discourse ref-
erent 1 such that that individual is in the denotation of walk. Observe
that the semantic representation of the negated sentence is just a test on
output assignments and no discourse referent 1 is added to the global
context. DRT uses partial assignments to model contexts, so the global
context will not map 1 in the second sentence to any individual and the
sentence is semantically infelicitous. In FCS, (4) will be ruled out syn-
tactically by the Novelty-Familiarity condition because the second sen-
tence has an anaphoric discourse referent which is not coindexed with a
discourse referent in the context. But on a partial setup of FCS, which is
what Heim (1982) intends, (4) will also be semantically malformed for
precisely the same reasons as in DRT.8

CDRT loses this model-theoretic characterization of accessibility.
The reason is its classical (i.e. non-partial) setup. There will be more
formal detail in section 3.2, so suffice it to say that she1 is guaranteed to
have an interpretation and therefore the tautology in the second sen-
tence will be true. Muskens (1996: 172) solves this through a syntactic
constraint on acceptable indexations, not unlike Heim, so there is no
model-theoretic treatment of these constraints. Muskens also shows that
the same problem arises in DPL and must be given a syntactic solution
there too.

2.3 The overwrite problem

Using constants (as in CDRT) or free variables (as in DRT, FCS and
DPL) for discourse referents provides an account of coreference, but it

6 There is an interesting parallel here to the discussion of whether the presupposition projection
behavior of the logical connectives in dynamic semantics can be made to follow from their seman-
tics or not, see Rothschild (2011) for discussion and references.

7 This slightly artifical-sounding example is from Muskens (1996: 171, ex. (46)). As a reviewer
points out, a more natural example could perhaps arise from the discourse No two-year old boy1 is an
angel. Boys will always be boys. if we try to replace the tautology with something expressing a similar
thought such as If he1’s a boy, he1’s a boy.

8 However, Heim does not give an interpretation for a partial type theory, so her partial frame-
work is arguably not compositional.
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can also entail unwanted coreference. This is the so-called ‘overwrite
problem’. Consider the discourse in (5).

(5) A1 boy arrived. A1 girl was sleeping.

If we merge the representations of these two sentences, we will get an
unwanted coreference: the discourse referent 1 will refer both to the
boy who arrived and to the girl who was sleeping. The question, then, is
how to avoid using the discourse referent 1 when we construct the
representation of the second sentence. In FCS, this is captured by the
Novelty/Familiarity Condition, and there is a similar condition in stand-
ard construction algorithms for DRT. Note that a syntactic account is
not a priori implausible here. We only need to stipulate that the syntax
can tell the two tokens of the same item (in casu the indefinite article)
apart and this is in effect what DRT, FCS and DPL does. Still, the fact
that the indefinite article introduces a new referent is intuitively part of
its meaning, not a syntactic feature.

More damagingly, there are cases where a natural semantic analysis
involves reuse of a single syntactic token, as in the distributive reading
of (6) from Muskens (1996: 181).

(6) Bill1 and Sue2 own a3 donkey.

We somehow want to use a donkey twice, but syntax provides only a
single index. It is unclear how this can be fixed in a purely syntactic
analysis. CDRT, on the other hand, will predict the correct truth con-
ditions for (6), but it will make the wrong predictions about anaphoric
accessibility, since the donkey owned by Bill will be ‘overwritten’ by the
donkey owned by Sue and only the latter will be available for anaphoric
uptake.

2.4 Monotonic and non-monotonic content

Developing a theory of actual anaphora resolution is beyond the scope
of this article. But it is important that the framework can be extended
with a theory of anaphora resolution. As I will argue here, that requires a
proper separation of monotonic and non-monotonic content. Consider
the mini-discourse in (7).

(7) a. Pedro1 is in a2 bar.
b. Every3 woman who ever dated a4 man despises him5.
c. He6 is a well-known date crasher.

Let us assume that after (7-b), the preferred interpretation takes him5 as
coreferent with a4, perhaps according to a preference for the closest
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antecedent. But (7-c) attaches most coherently (in the sense of
Segmented Discourse Representation Theory, Asher & Lascarides
2003) to the previous discourse as an Explanation of (7-b). This requires
he6 to be coreferential with him5. But him5 is not accessible to he6 if it is
coreferent with a4;

9 in this discourse, him5 can only be accessible to he6 if
it is coreferent with Pedro1. So we need to change the interpretation of
an anaphor in (7-b) based on the contents of the entire discourse (7-a)–
(7-c).

The best way to achieve this is to have a clean separation of the
monotonic part of the interpretation (7-a)–(7-c), including any accessi-
bility constraints on anaphora, and the non-monotonic part of the in-
terpretation, including anaphoric resolution. We can then model
resolution as non-monotonic reasoning over premises that include the
monotonic content of the discourse. Besides traditional conditions on
individuals (the entities discourse referents refer to), the monotonic
content must also deliver input such as the order of discourse referents
and perhaps even their topicality and so on, that is conditions on dis-
course referents themselves, and not just their referents. In other words,
discourse referents are not simply superfluous but convenient
machinery.

These preliminaries to a theory of anaphora resolution are in fact
problematic for some of the ‘non-standard’ frameworks that have dealt
with anaphora in non-representational ways. As an example, let us now
look at how Transition Preference Pragmatics (Beaver 2002) will deal
with the discourse in (7).

Transition Preference Pragmatics models anaphoric resolution as a
preference order over state transitions. Let us say that we are in state sa
after processing (7-a). The meaning of (7-b) is ambiguous between a
transition hsa; sb1

i (where him5 is resolved to a4 man) and hsa; sb2
i (where

him5 is resolved to Pedro1). Let us assume that resolution of him5 to a
man4 is preferred, so the preference order puts us in state sb1

. Now we
come to (7-c). This attaches more coherently to the discourse if we
assume that he6 from (7-c) corefers with him5 from (7-b), which means
that him5 must corefer with Pedro1. But there is no transition hsb1

, sci such
that in sc him5 refers to Pedro5, since the underlying Resolution Predicate
Logic does not allow destructive updates. Presumably we need to
‘downdate’ our interpretation, but we cannot simply go back to sa
and reprocess (7-b). Instead, we need to go back to sa plus the monotonic
content of (7-b)-(7-c), namely that some discourse referent occurring in
(7-a) or (7-b) (or both) has the property of being a well-known date

9 Unless, that is, the indefinite a4 man takes wide scope. We ignore this reading here.
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crasher, but there is no obvious way to do this if monotonic and
non-monotonic contents are mixed, as they are in Beaver’s states,
where unresolved anaphors are treated as ambiguous rather than
underspecified.

The issue arises because Transition Preference Pragmatics (like other
dynamic frameworks) cannot represent discourse with the proper,
monotonic constraints on resolution of anaphors but without the
actual resolution. What we need is the ability to merge representations
of long streches of discourses without resolving anaphors. In fact, ana-
phors should never be resolved in the representation of monotonic se-
mantics, as anaphor resolution is a fundamentally non-monotonic
process. This requires a notion of anaphoric accessibility (which is
monotonic) within our representations of the discourse.

2.5 Summary

Table 1 sums up the extent to which the various standard frameworks
offer model-theoretic treatments of the problems in sections 2.1–2.3. To
do better than these theories, then, we need a model-theoretic inter-
pretation of unresolved (and resolved) anaphors and give a model-the-
oretic characterization of accessibility. The theory should also be
compositional10 and based on lambda calculus.11

My proposal builds on the DRT/CDRT tradition. The standard
frameworks—in particular DRT—are more developed and empiric-
ally well-tested in studies on numerous languages than the alternatives,
so I believe there is an important value in building on a DRT-like
language. CDRT gives us that, and moreover it does not go beyond
ordinary type logic. As we will see, Muskens shows that if we adopt
certain first-order axioms, we can view DRSs as abbreviations for terms
in ordinary type logic. This has several formal advantages: everything we
know about ordinary type logic carries over to CDRT, we do not need
special mechanisms for binding variables etc. There are also some prac-
tical advantages that are not negligible: although some of the object-
language entities are unfamiliar, they are kept behind the scenes, as it
were, and the framework gives the impression of being just DRT with

10 According to the classification in Geurts & Beaver (2011), DRT is not compositional, FCS is
intended to be compositional and the frameworks they lump as ‘dynamic semantics’ (see below) are
fully compositional. Krahmer (1998) is based on the DRT construction algorithm rather than being
compositional, but otherwise it is in some respects similar to the framework presented here.

11 The latter point is essential for theories of the syntax-semantics interface that rely on the
Curry-Howard isomorphism, as in for example Categorial Grammar (van Benthem 1986),
Dynamic Syntax (Cann et al. 2005) or Glue Semantics (Dalrymple 1999).
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lambdas. Everything the working linguist knows about DRT carries
over to CDRT—everything, that is, except the treatment of anaphora.

The problems in Table 1 all arise from the fact that dynamic theories
use constants or free variables as the semantic representations of dis-
course referents. As pointed out by Jacobson (1999: 127), following
Barbara Partee, John loves x1 and John loves x2 never seem to function
like different semantic objects. But if x1 and x2 are constants or free
variables, they will be different semantic objects.

We will adopt a two-fold strategy to solve this underlying problem.
First, we will graft Muskens’ CDRT onto a partial theory of types12 (see
e.g. Lepage 1992, Lapierre 1992 and Muskens 1995, though my par-
ticular approach will differ from all of these). This will make sure that
used and unused discourse referents have different interpretations.
Second, we will assume a total precedence order on the set of discourse
referents. This makes sure we can define a function that at any point
picks out the next unused register. In this way, we will have a variable-free
dynamic semantics (as argued for in Jacobson 1999, who develops a
static semantics without variables). But before we do this, we will pre-
sent more details concerning (C)DRT.

3 DYNAMIC THEORIES OF SEMANTICS

3.1 DRT

In this section we present the basics of DRT, in the main following the
exposition of Two Stage Bottom-Up DRS Construction in Kamp, van

Theory Semantics for

unresolved anaphors

Semantic account of

constraints on anaphora

Semantic solution to

overwrite problem

DRT No Yes No

FCS No Yes No

CDRT No* No No

DPL No No No

*As we saw in section 2.1, Muskens (2011) offers an (ultimately unsatisfactory) solution to this

with CDRT.

Table 1 Model-theoretic aspects of anaphora in dynamic theories

12 Muskens (1996: 148n4, 172n13) already noted that using partial assignments would give a
more realistic theory, which would be easier to generalize to other phenomena.
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Genabith, and Reyle (2011: 139–44). In this modern version of DRT,
each sentence is first assigned a preliminary representation, which is a
pair consisting of the set of presuppositions that the sentence gives rise
to, and its assertoric content. Both the presuppositions and the assertoric
part are represented as Discourse Representation Structures (DRSs, also
known as ‘boxes’).

There are various proposals on how to construct these preliminary
representations; see Kamp et al. (2011: 315–26) for discussion. All of
these use a unification-based algorithm rather than relying on functional
application as the means of combining meanings. For our purpose here
we need not focus on how the sentence representations are built, but
only on the end result.

Consider the mini discourse in (8) from Kamp et al. (2011: 138). The
first sentence receives the representation in (9).

(8) A delegate arrived. She registered.
(9)

delegate(x)

x

arrive(x)

(8) carries no presuppositions, so the first member of the paired
representation is the empty set. The second member is the DRS that
represents the assertoric part of the sentence. The DRS has two parts: a
(possibly empty) universe, which declares the discourse referents intro-
duced by that DRS; and a (possibly empty) set of conditions. DRSs are
interpreted on models similar to those of first-order logic:M¼ hU ;Ii,
where U is a non-empty domain and I is a function mapping names
to U and n-ary predicates to sets of n-tuples in Un. Assignments, or
in DRT terminology, embeddings, on such models are partial
functions mapping discourse referents to U. The notation i� fx} o
means that o extends i with x, that is i and o are (partial) functions
with the same value for all arguments in the domain of i, and o is also
defined for x.

The interpretation of the assertoric DRS in (9) is as in (10).

(10) fhi; oiji �fxg o ^ oðxÞ 2 IðdelegateÞ ^ oðxÞ 2 IðarriveÞg

In other words, i is an input assignment and o is an output assignment
and o extends i by assigning to the discourse referent x some individual
o(x) who is a delegate and arrives.
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The second sentence gets the representation in (11).

(11)

representation

arrive(x)
delegate(x)

context

female(y) registered(y)

x y y

The first member of the pair is a set of presuppositional DRSs. The tuple
does not get an interpretation: instead, the presuppositional DRSs must
be resolved. In this case, there is only one, and resolution happens by
accommodating the condition female(x) in the context, based on the
knowledge that delegates are either male or female, and resolving the
anaphor by adding the condition x = y in the non-presuppositional
DRS. The result is as in (12).

(12)

representation

arrive(x)
delegate(x)

x

x = y

y

context

female(x)

registered(y)

The representation in (12) is interpreted as the set of assignment pairs
fhi; oiji �fyg o ^ oðyÞ 2 IðregisterÞ ^ oðxÞ ¼ oðyÞg. As the final step, we
can now merge the representation with the preceding context, yielding
the DRS in (13).

(13)

arrive(x)
delegate(x)

x y

x = y

female(x)
registered(y)

This is interpreted as in (14):

(14) fhi; oiji �fx;yg o ^ oðxÞ 2 IðdelegateÞ ^ oðxÞ 2 IðarriveÞ^
oðxÞ 2 IðfemaleÞ ^ oðyÞ 2 IðregisterÞ ^ oðxÞ ¼ oðyÞg
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We see that the CCP of the discourse is a relation between assignments i
and o such that o extends i with values for the discourse referents x and y
such that the conditions in (13) are true.

3.2 Compositional DRT

Compositional DRT aims at equipping DRT with lambdas to achieve
compositionality and replace the construction algorithm with standard
functional application. The idea of CDRT is to inject the part of the
metalanguage dealing with assignments into the object language. DRSs
can then be viewed as abbreviations for more complex lambda terms
that contain variables for states, which as we will see serve as CDRT’s
reconstruction of assignments/embeddings. The attraction of the lan-
guage lies not primarily in the full representations, but in the fact that
the working linguist can use lambda terms over DRSs/abbreviated terms
and be guaranteed that the result has a proper set-theoretic
interpretation.

To achieve this, the language is enriched with new types. Apart from
ordinary individuals (type e) and truth values (type t), it has registers
(type p) and states (type s). We let � be a non-logical constant, a total
function of type s(pe), and use the type e term �(i)(�) to denote the
inhabitant of register � in state i. In other words, each state assigns an
inhabitant to each register; it works as an assignment. In Muskens’ for-
mulation, there are two types of registers, specific (for names) and non-
specific. Here, and throughout the article, we simplify the presentation
by only considering non-specific referents and leave for future research
how Muskens’ treatment of names could be implemented within the
theory developed here.

We need a couple of axioms to restrict the models we consider. In
stating these we will use the abbreviation i[�1 . . . �n]j for

(15) 8�((�1 6¼ �6. . .6�n 6¼ �)! �(i)(�) = �(j)(�))

that is states i and j differ at most in the inhabitant they assign to registers
�1 . . . �n. We can now state the axioms. Muskens’ AX2 and AX4 are not
needed here as they concern the difference between specific and non-
specific referents. u1 . . . un are register constants.

(16) AX1 8i.8�.8x.9 j.i[�]j6�(j)(�) = x
(17) AX3 un 6¼ um for each two different un and um

The first axiom ensures that we have enough states: for each state, each
register and each individual, there is another state just like the first one,
differing only in having the given register inhabited by the given
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individual. The third axiom requires that our model does not interpret
two different constants as referring to the same register.13

We can then view a DRS such as (18) as an abbreviation for the
lambda term in (19):

(18) u1 ... un

(19) �i.�o.i[u1 . . . un]o6�1(o)6. . .6�n(o)

For reasons of space, we will often use the condensed notation [u1 . . . un j

�1, . . ., �n] for boxes such as (18).
In stating the conditions �1, . . ., �n, we use the abbreviations in (20),

where K and L are DRSs in complex conditions.

(20) Rð�1, . . . , �nÞ �i:Rð�ðiÞð�1Þ, . . . , �ðiÞð�nÞÞ

�1 is �2 �i:�ðiÞð�1Þ ¼ �ðiÞð�2Þ

not K �i::9j:KðiÞðjÞ
K or L �i:9j:KðiÞðjÞ _ LðiÞðjÞ

K ) L �i:8j:LðiÞðjÞ ! 9k:LðjÞðkÞ

The assertoric DRS in (9) does not get a direct interpretation, but is
viewed as an abbreviation for (21), where u1, though it represents a
register, which can be thought of as a variable, is in fact a constant of
the language.

(21) �i.�o.i[u1]o6delegate(�(o)(u1))6arrived(�(o)(u1))

This expression is interpreted on a usual type theoretic (Henkin) model,
and it is useful to see how this works. Consider a simple model where
there are only two individuals, kim and kirsten, and three discourse ref-
erents 1, 2, 3. Formally we have M¼ hfDe;D�;Dt;Dsg;Ii where
De = fkim, kirsten}, Dp = f1, 2, 3}, Dt = fT, F}, Ds = fs1, s2, . . ., s8}.
It follows from AX1 that there must be states assigning each possible

13 This axiom is often found confusing and/or tautologous. The need for it arises from the fact
that CDRT deals with assignments in the object language. In classical DRT, an assignment i can of
course assign the same individual to the variables/discourse referents x and y, but x and y will not
denote the same individual across all possible assignments. But in CDRT, if we allowed models in
which Iðu1Þ ¼ Iðu2Þ, then � would assign the same inhabitant to u1 and u2 in all states.
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inhabitant to each register, so we cannot have fewer than 23 = 8 states.
The function �, which assigns inhabitants to each register in each state, is
as in (22).

(22) register

State 1 2 3

S1 kim kim kim

S2 kim kim kirsten

S3 kim kirsten kim

S4 kim kirsten kirsten

S5 kirsten kim kim

S6 kirsten kim kirsten

S7 kirsten kirsten kim

S8 kirsten kirsten kirsten

I interprets the constants of the language, which are the two predicates,
delegate and arrive, plus the constants naming the three registers. By AX3,
two constants cannot refer to the same register. So I will be as in (23),
in the case where Kim is the only individual in the extension of delegate
and arrive.

(23) delegate � fkimg

arrive � fkimg

u1 � 1

u2 � 2

u3 � 3

As is transparent from the term, (21) is interpreted as a function from
states to a function from states to truth values. We can view this as the
characteristic function of a two-place relation between states i and o such
that o differs from i at most in the inhabitant it assigns to 1 and the
inhabitant that o assigns to 1 is in the extension of the predicates delegate
and register. The pairs of states that satisfy this relation in our model are
given in (24).

(24) fhs1, s1i, hs2, s2i, hs3, s3i, hs4, s4i, hs5, s1i, hs6, s2i, hs7, s3i,
hs8, s4i }

It is useful to compare this interpretation to the standard DRT inter-
pretation in (10). The assignments that were only part of the
metalanguage in DRT are now object-language entities (states), and
DRSs are relations between these. But if we consider how � assigns
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inhabitants to registers in these states, the similarities between (24)
and (10) emerge and we see that the output states in (24) are s1, s2,
s3, s4, which all map u1 to kim, who is in the extension of delegate and
register. The crucial difference is that these states also map arbitrary in-
habitants to the registers u2 and u3, which do not occur in the text.
Whereas in DRT a discourse context is something that grows as the
discourse proceeds and new referents get added, CDRT models a dis-
course context as something that gradually gets fixed. Unfortunately,
there is no way to tell whether an inhabitant is arbitrary or fixed.
Partializing � with respect to registers, on the other hand, will give us
control over which registers are actually in use and let us keep the
model-theoretic characterization of accessibility which is found in clas-
sical DRT.

Before we go on, we need a way of combining DRSs. This we do by
means of the sequencing operation ; which is defined in (25).

(25) K ; L� �i.�o.9k.K(i)(k)6L(k)(o)

That is, the sequencing of K and L introduces an intermediate state k
which is the output of K and the input to L.

Let us now see how CDRT deals with anaphoric expressions.
Consider the second sentence She registered. CDRT does not have
rules to expand presuppositional DRSs like the one in (11) to lambda
terms. Instead it requires that the syntax deliver discourse referents with
indices. So the input is as in (26).

(26) A1 delegate arrived. She1 registers.

With these indices, it is possible to define a function ant which returns
the antecedent of an anaphoric expression, and dr which returns the
discourse referent introduced by a lexical item. We can therefore give
meanings to a and she as in (27).

(27) an �P:�P0:½unj� ; PðunÞ ; P0ðunÞ

shen �P:Pð�Þ ; ½ j femaleð�Þ� where � is drðantðshenÞÞ

With these meanings in place, She registered is as in (28).

(28) �P.P(u1) ; [ j female(u1)](�x.[ jregister(x)])� [ jregister(u1)]; [|female(u1)]

The sequencing of [ jregister(u1)] ; [ jfemale(u1)] results, as we would
expect, in (29).

(29) [ jregister(u1), female(u1)]
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This sequencing is relatively trivial since the universes of the DRSs are
empty. Let us now look at what happens when we sequence (21) and
(the expansion of the abbreviation in) (29). By the definition in (29), this
gives us (30).

(30) �i.�o.9k.i[u1]k6delegate(�(k)(u1))6arrive(�(k)(u1))6k[ ]o6
register(�(o)(u1))6 female(�(o)(u1))

We see that since state o does not differ from state k in the value of any
register � which occurs in a term of the type �(k)(�), we can reduce this
by eliminating state k:14

(31) �i.�o.i[u1]o6delegate(�(o)(u1))6arrive(�(o)(u1))6register(�(o)
(u1))6female(�(o)(u1))

(31), unlike (30), can be abbreviated as a single DRS, namely (32):

(32) [u1jdelegate(u1), arrive(u1), register(u1), female(u1)]

This is clearly a reasonable representation of the discourse, but it pre-
supposes that the discourse referents are coindexed in the input to se-
mantics. As we noted in section 2.1, the modification of CDRT
proposed in Muskens (2011) does not really offer a satisfactory solution
to this: in our case, it would involve replacing the representation in (32)
with (33), where x1 is a variable.

(33) [u1jdelegate(u1), arrive(u1), register(x1), female(x1)]

Nothing in the semantics prevents us from substituting the constant u4

for x1. The declaration of u1 in the universe means that the input and
output states are only allowed to differ in their inhabitant of u1. But all
registers are inhabited in all states, so (33) with u4 for x1 is semantically
well-formed.

4 A PARTIAL THEORY OF TYPES

Let us now build up a partial theory of types, which will allow us to
have partial assignments. We use a semantics based on a special ‘un-
defined object’ # (as in Blamey (1995) for first-order logic and Lapierre
(1992) and Lepage (1992) for the theory of types). This allows us to give
a functional semantics for partial lambda calculus rather than the more
unfamiliar relational semantics given in Muskens (1995), although the
latter would also be fully adequate.

14 More formally, this reduction follows from the merging lemma, which is discussed in Muskens
(1996: 150, 159), and (for partial CDRT) in Appendix A of this article.
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Notice that it is not trivial to build a partial theory of types. Several
approaches to anaphora (e.g. FCS and Predicate Logic with Anaphora
(PLA), Dekker 1994) make use of a first-order language which is partial
in the sense that atomic formulae can fail to have a truth value. These
approaches typically assume that a lambda calculus over such a language
is automatically available, but this is in general not the case. There are
various problems with a partial theory of types, including the failure of
currying, observed by Tichý (1982) (see Lapierre (1992: 521f.) for other
problems).

There are several ways to solve the problems that arise in partial type
theory, and the issues are not only technical. The logics of Blamey
(1995), Lapierre (1992) and Lepage (1992) are all based on an underlying
philosophy of undefinedness as lack of information, which leads to a
focus on monotonicity: if the arguments of functions increase in defined-
ness, then so should the definedness of the output. This is the same
intuition as that underlying Kleene’s strong logic. As Fox (2008: 248)
put it, ‘at every point of evaluation, w, every instance of # should be
thought of as either 1 or 0; it’s just that we are not told which one it is. If
we can determine the truth value of a sentence in w ignoring all in-
stances of #, the sentence will receive that value’.

But our motivation for partiality is different. What we need is to
control which discourse referents have been introduced. Attributing
properties to discourse referents that have not been introduced (as in
(33) with u4 for x1) should be nonsensical. This is the intuition behind #
in weak Kleene logic. Moreover, we need a non-monotonic identity
predicate. Remember that in CDRT, we talk about states (aka assign-
ments) in the object language. To compare partial assignments, we need a
classical identity predicate, in which # = # is true, rather than undefined.
Such a predicate is clearly non-monotonic.

4.1 Types

(1) a, b, e are types (times, eventualities, individuals)
(2) pa, pb, pe are types (registers for times, eventualities,

individuals)15

(3) s is a type (states)
(4) t is a type (truth values)
(5) n is a type (integers)
(6) if � and � are types, then (��) is a type

15 Throughout the article, we simplify and assume there is only one type p for individuals.
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4.2 Syntax

Since our focus is not on the properties of the formal language, we do
not consider issues such as expressive completeness, but simply define
the connectives that we will need.

(1) Every variable and constant of any type is a term of that type.
Terms are subscripted with their type unless no confusion can
arise.

(2) * is a term of type t.
(3) (At6Bt), :At and @At are terms of type t.
(4) (A�= B�) is a term of type t.
(5) A��(B�) is a term of type �.
(6) �x�.A� is a term of type (��).
(7) 8x�.At is a term of type t.

@ is Beaver’s unary presupposition operator (Beaver 1992). We use the
abbreviations in (34).

(34) > for ? ¼ ?
? for ? ¼ >
ðAt _ BtÞ for :ð:At ^ :BtÞ

ðAt ! BtÞ for :At _ Bt

ðA� 6¼ B�Þ for :ðA� ¼ B�Þ

9x:At for :8x::At

4.3 Semantics

We interpret the language on a set of pairs of domains hD, D0i for each
type such that

(1) For base types � the classical domain D� is a non-empty set
where #� =2 D� (in particular Dt is fT, F}), and the fixed-up
domain D0� is D�[ f#�}.

(2) For functional types ��, the classical domain D�� is the set of
functions D�}D� and the fixed-up domain D0�� is the set of
functions D0� � D0�.

Let v� be a partial order on the fixed-up domains of base types D0� such
that x v� y iff x = y or x = #�. On the fixed-up domains of functional
types D0��, f v�� g iff for all x 2 D0�, we have f(x) v� g(x). Clearly, for all
types �, hD0�;v�i is a meet semi-lattice and we will refer to its bottom
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element as the undefined object of type �. If in a model a term of type � is
interpreted as the undefined object of type �, we will say that it is
undefined.

Let M be a model consisting of the set of domains as defined above
and an interpretation function IðcÞ, which maps constants of each type
� to D0� and a be an assignment of variables of each type � to elements
of D0�. As usual, a�/d is the assignment that differs from a only in assign-
ing d to the variable �. We define an interpretation of our language
relative to the model M and the assignment a as in (35).

(35) ck kM ,a ¼ =ðcÞ if c is a constant

xk kM ,a ¼ aðxÞ if x is a variable

*k kM ,a
¼ #t

ðA ^ BÞ
�� ��M ,a

¼ T if Ak kM ,a is T and Bk kM ,a is T

¼ #t if Ak kM ,a is #t or Bk kM ,a is #t

¼ F otherwise

:ðAÞ
�� ��M ,a

¼ T if Ak kM ,a is F

¼ F if Ak kM ,a is T

¼ #t otherwise

@ðAÞ
�� ��M ,a

¼ T if Ak kM ,a is T

¼ #t otherwise

ðA� ¼ B�Þ
�� ��M ,a

¼ T if Ak kM ,a¼ Bk kM ,a

¼ F otherwise

	��ð �Þ
�� ��M ,a

¼ 	��
�� ��M ,a

ð  �
�� ��M ,a

Þ

���:	�
�� ��M ,a

¼ the function f : D0� � D0�,

¼ such that for all d 2 D0�, f (d) ¼ 	k kM ,a�=d

8��:	tk kM ,a ¼ #t if 	k kM ,a�=d is #t for all d in D�

¼ F if 	k kM ,a�=d is F for some d in D�

¼ T otherwise

This truth definition induces standard weak Kleene semantics for ^, _
and!. Observe that bound variables range only over the classical do-
mains. Our underlying logic is in fact a free logic where (for the base
types) the inner and outer domains differ only by # and there are no
quantifiers ranging over the outer domains. Also, in line with our in-
terpretation of #t as nonsense, quantifiers range over ‘sensible’ values,
that is if P(x) is #t for some values of x, 8x.P(x) can still be true as long as
P(x) is true of all values of x that do not make P(x) undefined.

So far we have a general, partial theory of types. But for our pur-
poses, we do not want to consider all possible models on these domains.
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First, we want to put some restrictions on partiality. Since we are not
interested in the formal system per se, we do not attempt to axiomatize
these, but some remarks are in order. We want a classical identity predi-
cate: every object, even the undefined one, is identical with itself.
Predicates of (n-tuples of) individuals should be classical whenever
their arguments are defined, and nonsensical whenever (one of) their
arguments are undefined. Notice that this means our system admits
existential generalization as in (36) as a theorem.

(36) P(a1, . . . , an)!9x1. . . . 9 xn.P(x1, . . . , xn)

where P is a predicate distinct from identity. This will be of some use in
proving the unselective binding lemma (Appendix C). Note also how
(36) follows naturally from our view of undefinedness as absurdity.16

Besides restricting partiality, we need some axioms that make sure
our logic functions as a logic of change, extending Muskens’ original
proposal but keeping much of the same machinery. This is introduced
formally here. It is also explained in a more informal way in section 5.1,
so the reader who is not interested in the details can go directly to that
section.

For each type of register �, we have a constant �� of type s(p�e). To
each state s, �� assigns a (possibly partial) function from registers to
individuals of type �. If �(s)(�) is undefined, we will say that � is unin-
habited in s. Similarly if �(s)(�) denotes an individual e, we will say that e
is the inhabitant of � in s. If �(s) is undefined, our definition of undefin-
edness for non-base types means it is interpreted as the bottom of
hD0�e;v�ei, which is the function that maps all registers to the undefined
individual #e, that is s is ‘the empty state’, the state where no register is
inhabited.

We require all sets D�� of registers to be well-ordered under a rela-
tion<. In other words, we can take D�� to be N.17 This will let us pick
out the next discourse referent to introduce: we have a successor func-
tion s� on each domain D�� , and for each register type p� we have a
function L� of type (sp�) which gives us the first uninhabited register in
the given state.

Notice that if we have three states i, j, k and j differs from i only in
assigning an inhabitant to Le(i) and k differs from j only in assigning an

16 In strong Kleene logic, on the other hand, it would not be natural to exclude the undefined
object from having properties: for example, if P was true of all defined objects in the model, it
should be true of the undefined object as well.

17 Observe that the fixed-up domain D0�� is not well-ordered as neither x< y nor y< x holds
whenever IxI is #�� . This follows from the fact that we do not let #�� have any properties except
self-identity.
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inhabitant to Le(j), then k differs from i only in assigning inhabitants to
Le(i) and se(Le(i)) since the order of registers is identical across states. In
other words, we can express the difference between i and k without
reference to the intermediate state j, something which will be useful
when dealing with DRS sequencing. We will use xi1 to abbreviate L(i).
In other words, xi1 picks out the register which is ‘next in line’ among
those not present in i. Writing sn� for n applications of s�, xi2 abbreviates
s(L(i)) and xin abbreviates sn�1(L(i)).

Our states must satisfy certain axioms. In expressing these, we use the
abbreviation i[�1 . . . �n]o that was defined in (15), but require that
�1 . . . �n is a continuous range of registers according to the order<.
From the point of view of the definition in (15), o could ‘overwrite’
inhabitants of �1, . . ., �n in i, but we will use L to limit such destructive
updates to embedded states where we want to rule out coreference.

We can now state the following three axioms concerning �.

(1) 9s.8�.:9e.�(s)(�) = e
(2) 8s:8e:9s0:s½xs1 �s

0 ^ �ðs0Þðxs1Þ ¼ e
(3) 8s.8�.8�0.(9e.�(s)(�) = e6�0<�)!9e0.�(s)(�0) = e0

1 says that there is an empty state. We will occasionally use s; as a
constant referring to this state. 2 says that for each state and each indi-
vidual, there is another state which differs only in assigning the given
individual to the first uninhabited register in the given state. This has the
same function as Muskens’ AX1 (16), ensuring that we have ‘enough
states’ to encode all combinations of registers and individuals. 3 says that
there are no gaps among the inhabited registers; if a given register is
inhabited in a given state, then all lower registers are inhabited in that
state. We do not need an equivalent to Muskens’ AX3, as we are simply
going to avoid using constants for registers.

5 PARTIAL CDRT

5.1 Tracking discourse referents: states, stacks and other contexts

The crucial part of any dynamic system is the tracking of discourse
referents. This is what sets dynamic systems apart from static ones: in
contrast, the conditions that we put on discourse referents work similarly
as in static systems.

A set of discourse referents and their associated values is traditionally
called a context in dynamic semantics and this is what gave rise to the
notion of sentence meanings as context change potentials. CDRT, both
in Muskens’ version and the present one, uses states for a very similar
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notion. In this section we explain how states work in partial CDRT,
and compare them to another concept that has been used to reconstruct
the contexts of traditional dynamic semantics, namely stacks (Vermeulen
1993; Dekker 1994; Bittner 2001; van Eijck 2001; Nouwen 2003;
Schlenker 2005; Bittner 2007; Nouwen 2007; van Eijck & Unger
2010).18

We saw in section 3.2 that in classical CDRT, states work as total
assignments, that is each state assigns inhabitants to all discourse referents
of the language. DRSs are interpreted as state updates, that is functions
from states to states. Discourse referents that have been used get fixed
inhabitants, that is the update functions are not allowed to change them.
Unused discourse referents, on the other hand, have arbitrary inhabitants.

In partial CDRT, states are partial assignments. They assign inhabit-
ants only to discourse referents that have been used, and are undefined
(in the technical sense that was made precise in section 4.3) for other
discourse referents. Moreover, we assume that discourse referents are
ordered and that there is a lowest discourse referent according to this
order. Except for the empty state, which is undefined for all discourse
referents, all states assign an inhabitant to the first discourse referent 1
and possibly to a continuous range of other discourse referents. That is,
our axioms admit of states such as s; (the empty state), j, k and l in (37),
but state m in (38) is malformed, since the range of inhabited discourse
referents is not continuous.

(37)
s∅:

1 2 3 4 . . .
#e #e #e #e . . .

j :
1 2 3 4 . . .

kim #e #e #e . . .

k :
1 2 3 4 . . .

kirsten #e #e #e . . .

l :
1 2 3 4 . . .

kim kirsten #e #e . . .

(38)
m:

kim kirstene e

Update functions, then, will be ordered list of inhabitants to add to the
input state. The sentence A delegate arrived would update the input state

18 The terminology actually varies here too, but I will use stack to refer to any data structure
which is a list where new referents get added to the end.
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by adding some individual who arrived to the next uninhabited register.
If kim is in the denotation of delegate and arrived, a possible update would
take s; to j. That means the names we use for discourse referents are
completely inessential, and we can sequence states by simply adding the
inhabited registers of the second state to those of the first. For example,
sequencing j and k yields l. The fact that kirsten moves from the first
register in k to the second register in l lets us avoid overwrites.

The ordered and partial nature of states in partial CDRT makes them
very similar in concept to stacks, which were also devised to avoid the
overwrite problem in dynamic semantics. In the original implementa-
tion (Vermeulen 1993), there is stack associated with each discourse
referent. When a discourse referent is reused, the new value is pushed
to its stack, which also tracks the values of previous uses of that discourse
referent. van Eijck (2001) then showed that it is possible to do with one
stack, thus avoiding the use of discourse referents altogether. For con-
creteness, we base our presentation here on the stack-based theory de-
veloped in van Eijck & Unger (2010, chapter 12), which also works
with a single stack, though everything we will have to say about stacks
carry over to the other approaches, including those that use variables and
multiple stacks.

In the approach of van Eijck & Unger (2010), stacks are lists of
individuals, or in other words, (partial) functions from indices to invi-
duals. ˆ is the append operator: if c is a stack, then c ˆx is the result of
appending x to c. Dynamic existential quantification is defined as in (39).

(39) 99 �c.�c0.9x.c ˆx = c0

So 9 has the effect of extending an input stack c with an element x from
the domain, and creating an output stack c ˆx. If the sentence we analyse
is A delegate arrived, then x must be in the denotation of delegate and
arrived. This is exactly the same thing as what happens in partial CDRT.
The same could be said about other stack-based approaches, but the
single-stack approach in van Eijck & Unger (2010) makes the similarity
especially striking. One is tempted to ask what the advantage of our new
formal machinery really is.

The crucial difference is that in partial CDRT states track occurrences
of discourse referents, whereas stacks track values of discourse referents.
This difference shows up if we extend the discourse with She registered.
In partial CDRT, all referring expressions, also anaphoric ones, will
extend the state with a new inhabited register. If the referring expression
is explicitly anaphoric, as is the case with she, then the semantics of
anaphoricity will have to make sure that that register must corefer
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with some previously introduced register. Notice that we are returning
to the classical DRT approach, which is otherwise abandoned in all
compositional versions of dynamic semantics. As we saw in section
3.1, Kamp et al. (2011) assume that anaphoric expressions do introduce
new discourse referents, whose reference is then pinned down by con-
ditions like y = x in (13).

In stack-based approaches, things work differently. Anaphoric ex-
pressions do not push new values onto the stack; instead they pick an
element from the stack as their referent. How this is done varies from
approach to approach. One way is to use indexation so that shen picks up
the n-th element from the stack: this is what we find in the formalism
developed in the first half of chapter 12 in van Eijck & Unger (2010),
and in the main body of the article van Eijck (2001) as well as in
Dekker’s Predicate Logic with Anaphora (Dekker 1994), Bittner’s
Logic of Change with Centering (Bittner 2001, 2007) and Schlenker’s
semantic approach to binding theory (Schlenker 2005). The idea is ex-
pressed in the following way by Nouwen (2007: 132): ‘[p]ronouns pick
out antecedents by choosing stack positions, not by choosing a variable
name.’ Since at each point in the discourse, the stack contains all and
only the accessible antecedents, this provides a semantic account of ac-
cessibility, unlike coindexation approaches, which as we saw in section
2.2, need to stipulate syntactic constraints on accessibility.

However while such indices are less problematic than coindexation,
where they come from remains just as mysterious as in coindexation.
One could perhaps try to see shen as a function from integers to indi-
viduals, where the integer is to be provided by a pragmatic component
that deals with anaphoric resolution. So the denotation of She registered
would be a function from integers n to truth values such that we get
truth if the n’th element on the stack is in the denotation of registered.
However, it would still be necessary for the pragmatic component to
disambiguate n before we process the next sentence; for once we do
that, the stack changes, and there is no way we can extract past states of
the stack from the semantic representation of the discourse. This means
we cannot keep monotonic and non-monotonic content properly sepa-
rated across stretches of discourse, and we get the problems observed in
section 2.4.

Another way is to assume lexical ambiguity. After all, while it seems
preposterous to claim that languages have a special word he16 that is used
to refer back to a16 and john16 and so on (as a lexical view of the
coindexation approach would require), it seems less counterintuitive
that there should be a special anaphor that refers back to the last
mentioned or most topical referent, and other anaphors to refer to
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less central participants in the discourse. Pronouns distinguishing the
fourth most topical participant from the fifth most are less appealing,
though. There is also a problem pointed out by Nouwen (2003: 138f.):
the lexical entry for an anaphoric pronoun will really have to be a list
of entries he1, he2. . ., hen. Using he16 in a context where the stack is
only five elements long will yield an undefined meaning, so we do have
a semantic characterization of its malformedness. However, ‘by
making indexation context dependent, we expect that, in principle,
there should be a way of deriving defined interpretations only’
(Nouwen 2003: 139).

Aware that indexation is a simplification, van Eijck (2001: 349) sug-
gests that ‘pronouns can be translated as invitations to pick a reference
from the current context. The author is aware that this sketch is far too
concise, but a more detailed account of all this will have to wait for
another occasion’. A similar idea is found in de Groote (2006), who
assumes that anaphors are resolved by choice operators that act as ‘or-
acles’, taking a left context as their argument and yielding back an in-
dividual. The second part of chapter 12 in van Eijck & Unger (2010) is a
bit more precise and implements pronoun resolution as a function pick-
ing out the elements from the stack that are compatible with the gender
information in the pronoun in order of salience, yielding a list of pos-
sible antecedents in order of preference (for our purposes, we can ignore
how salience is spelled out).

But appealing though it might be to see anaphoric resolution as the
picking of a reference from the current context, there are problems with
this view. As we saw in section 2.4, anaphoric resolution can often be
guided by material in the context following the anaphor. It is unclear how
to deal with this in systems where anaphoric resolution is a (determin-
istic or non-deterministic) ‘function’ from left contexts to resolutions.
Again, there is no way to retrieve past contexts from the semantic rep-
resentations, and there is no way to ‘downdate’ the interpretation by
going back to the unresolved anaphor but keeping the new, following
context.

There is also a more technical reason why this view of anaphoric
resolution goes wrong. As first pointed out by Nouwen (2003: 140), we
get the wrong result in quantified structures. Consider (40), with two
alternative continuations in (40-a) and (40-b).

(40) France1 is a monarchy. Every2 nation cherishes its3 king.
a. So the French love King François.
b. That is because his appearances in the UN have been so

convincing.
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(40-a) suggests an interpretation where 3 = 2, that is, for each nation, it
is the case that that nation cherishes its king. (40-b), on the other hand,
suggests that 3 = 1, that is, every nation cherishes the King of France. So
the resolution of 3 is ambiguous. But ever since Kamp (1981) and Heim
(1982), dynamic semantics analyses every as quantifying over contexts:
every P Q is a test on contexts that succeeds just in case every extension
of the global context that satisfies P can be extended to a context that
satisfies Q. This means that if pronouns are resolved in context (in the
technical sense of dynamic semantics), then the reference of 3 must be
resolved for each context P that provides a value for the quantifier every
nation; possibly, it would be resolved to 2 in some of these contexts and
1 in others. In other words, we predict that there is a reading of (40)
where every nation cherishes either the French king or its own king.
This is clearly wrong.19

Nouwen (2003: 140–44) offers a representational solution to this
kind of problem, which is sufficient for his purposes, the analysis of
problematic kinds of plural anaphora. But such a solution is directly at
odds with the task we have set ourselves here, which is to develop a
non-representational account of anaphora.20 To my knowledge, there is
no such account in the literature.

How can a system that tracks occurences of discourse referents rather
than their values fare better than the approaches we have seen? There
are two crucial points: first, in this way, when anaphoric expressions too
leave their mark on the context, we have a way of reconstructing the
context of that anaphor from the semantic representation: it is simply the
context up to the anaphor. Contrast this with stack-based approaches
where we cannot reconstruct previous states of the stack from the se-
mantic representation.

Second, we get a way of referring to an anaphoric expression irre-
spective of its reference. This yields a clear distinction between monotonic

19 While this problem is quite general to all approaches that model anaphora as ‘functions’ from
contexts to value(s), it is perhaps most easily seen in the framework of Groote (2006). Every farmer
who owns a donkey beats it is represented as in (i).

(i) �e.�	.(8x.farmer(x)! (8y.(donkey(y)6own(x, y))! beat(x, selit(x :: y :: e))))6	(e)

e is a left context, which is modelled as a set of discourse referents. 	 is a function from left contexts
to right contexts, so 	(e) just says that the right context should take the sentence’s left context as
input, that is the sentence itself does not change the global context (because quantification only
introduces embedded contexts). The interesting part is selit(x :: y :: e). selit is an ‘oracle’ picking an
antecedent for it from a context, in this case the context consisting of y and x appended to the
original left context e. We see that selit(x :: y :: e) occurs in the scope of the quantifiers 8x and 8y, so
we cannot be sure that it makes the same choice for all values of these variables.

20 On the other hand, we will have nothing to say about plural anaphora, which will have to be
left to future work.
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and non-monotonic content. Consider (13) again. The condition x = y
represents non-monotonic content; the rest is monotonic. What is lack-
ing in DRT is a way of representing accessibility in stretches of dis-
course: if we sequenced (13) with a representation of the following
discourse, the result would be a new DRS with possibly more discourse
referents in its universe, and these would be accessible inside the DRS.
This is why it is essential to resolve preliminary DRSs before DRS
sequencing. The variable y gives us what we need to talk about the
anaphoric expression without fixing its reference (as seen in the trad-
itional notation y = ?), but the unordered nature of DRS universes
makes it impossible to leave the value of y open across stretches of
discourse.21

5.2 Introducing boxes

The logic developed in section 4 extends CDRT with the ingredients
that will allow us to develop a clear model-theoretic interpretation of
anaphora and accessibility. But like classical CDRT, the representations
are somewhat cumbersome and the real attraction lies in the possibility
of defining abbreviations which allow us to work with representations
quite close to those of ‘normal DRT’. We will therefore adopt abbre-
viations similar to those of Muskens (1996) given in (20), but we need
some extra machinery to deal with the expressions for registers. This is
to make sure that our abbreviations keep track of the ordering of regis-
ters in the underlying language.

We want whatever discourse referents occur in the universe of a box
to be abbreviations for registers picked out by the functions s and L
(remember that xi1 abbreviates L(i), which gives us the first uninhabited
register in state i). So we will let x� abbreviate xi� ,

22 where i is in input
state of the DRS in whose universe x� occurs. This means we no longer
use constants to refer to registers. Instead, the registers that are intro-
duced in the universe of a box are always the next registers ‘in line’ and
the overwrite problem is avoided. Moreover, since the registers are
ordered, we can generalize DRT’s notion of accessibility to registers
which are inhabited in the same state, that is inside DRSs.

21 In fact, the ambiguity of anaphoric expressions can even be more radical than what we have
discussed in this section, and involve more than just uncertainty of reference. The majority of the
world’s languages lack a definite article altogether, and in such languages NPs are systematically
ambiguous as to whether they are anaphoric or not. Again, this ambiguity might only be resolvable
in the following context. Given the very different way stack-based approaches treat anaphoric and
non-anaphoric expressions, it is not obvious how they could deal with this situation without
assuming a lexical ambiguity.

22 It is sometimes necessary to renumber the discourse referent when we expand abbreviations,
see below.
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The abbreviations in (41) will achieve what we want. K�
� is a DRS

abbreviation in whose universe the discourse referents x� . . . x� are
declared, where x� . . . x� is a set of variables with a continuous range
of subscripts � . . . � with �> 0. (For the purposes of index calculations,
an (unembedded) DRS with an empty universe is K1

0 ).

(41) ½x� . . . x�j�1, . . . ,�
 � �i:�o:@ði½xi1 . . . xi�þð1��Þ �oÞ ^ �*
1ðoÞ ^ � � � ^ �*


ðoÞ

Rð��, . . . , ��Þ �i:Rð�ðiÞð��Þ, . . . , �ðiÞð��ÞÞ
@ðRð��, . . . , ��ÞÞ �i:@ðRð�ðiÞð��Þ, . . . , �ðiÞð��ÞÞÞ
�� is �� �i:�ðiÞð��Þ ¼ �ðiÞð��Þ
:K �i::9j:KðiÞðjÞ
K _ L �i:9j:KðiÞðjÞ _ LðiÞðjÞ

K�
� ) L�" �i:8j:KðiÞðjÞ ! 9k:LþðjÞðkÞ

K�
� ; L�" �i:�o:9k:KðiÞðkÞ ^ LþðkÞðoÞ

The abbreviated notation is somewhat less expressive than the full lan-
guage: the full language indexes discourse registers relative to a particular
state, whereas the abbreviations do not express relative to which state we
index. Therefore we need to make sure that in all abbreviations x�, � is
always interpreted relative to the same state, the (input state of the) main
DRS in the expression. This is why we allow DRS universes to start
with indices higher than 1. When such universes occur alone, the trans-
lation alters the index the amount of the ‘offset’ 1��, for in such cases
we index relative to the input state of that DRS. But when such a DRS
is embedded, the index is altered relative to the offset in the main DRS,
which is typically zero, since we now index relative to the input state of
the main DRS.

The *- and +-rules help us translate the abbreviated discourse refer-
ents to the full representations. To define them, we need to introduce
a distinction between bound and free discourse referents in the abbre-
viated language.23 We first introduce a relation ‘is directly embedded
under’, L<K, which holds between two DRSs iff 1. K contains a
condition of the form :L, or 2. K contains a condition of the form L
_ M or M _ L, or 3. K contains a condition of the form L)M, or 4.
K and L occur in a condition of the form K)L. or 5. K and L occur in
an expression of the form K ; L.< defines an accessibility path from a
DRS K, and the transitive closure of< gives us the set of DRSs access-
ible from K. An occurrence of a discourse referent � in a condition � in

23 The distinction we define here pertains to binding from DRS universes, for which we need
special renaming rules to keep track of accessibility. Discourse referents can also be lambda-bound, in
which case the usual renaming rules (alpha equivalence) apply. In the full language, freedom and
bondage of variables are of course as defined in type theory.
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a DRS K is said to be bound from the universe of L iff � occurs in the
universe of L and either K = L or L is the first DRS along the acces-
sibility path from K where � occurs in the universe.

We can now define * and +. �* is the formula that results from
changing � by changing every bound occurrence of x� (whether
bound from the universe of the main or an embedded DRS) to
xi�þð1��Þ . L+ is the box that results from changing every free occurrence
of x� that is free in L but bound in K)L or K ; L to xi�þð1��Þ .

24 We see
that only discourse referents that are bound from the universe of their
own or an embedding DRS (except those bound from the antecedent
of a conditional or in sequencing) are changed by the *-rule. The +-rule
deals with cases where a discourse referent is bound from the antecedent
of a condition or in sequencing.25 Consider the expressions in (42).

(42) a. [x1jP(x1)]) [x2jQ(x1, x2)]
b. [x1jP(x1)]; [ jQ(x1)]

In these cases, x1 is free in the rightmost DRS but bound in the entire
expression. Hence, the +-rule applies and ensures that it is translated as a
bound variable. Let us look at (42-b). By the definition of the sequen-
cing abbreviation, (42-b) becomes (43).

(43) �i:�o:9k:½x1jPðx1Þ�ðiÞðkÞ ^ ½ jQðxi1Þ�ðkÞðoÞ

We see that x1 in the second box has been replaced by xi1 , where i is the
input state of the first box. By the definition of the box abbreviations
(and subsequent reduction), this becomes (44).

(44) �i:�o:9k:@ði½xi1 �kÞ ^ Pðxi1ÞðkÞ ^ @ðk½ �oÞ ^Qðxi1ÞðoÞ

Here we see that the occurrences of x1 in the first box also end up as xi1 ,
so we get the desired effect of binding in sequencing.

24 In the usual case, universes start with x1, in which case (1��) is 0 and both the + -rule and the
*-rule simply replace x� with xi� . Observe that the +-rule will not apply to conditionals when they
are embedded as conditions in another box, since x� is bound and will be changed by the *-rule.
But + is needed to give a meaning to conditionals out of context. The difference is that we index
relative to different input states, that of the antecedent DRS in the contextless case, that of the main
DRS in other cases.

25 Notice that free discourse referents remain unaltered, as in [jQ(x1)], which rewrites as
�i.�o.@(i[ ]o)6Q(x1). x1 is a free variable in the full representation too. This means that a DRS
abbreviation with free discourse referents (an ‘improper DRS’ in the terminology of DRT) gets
translated as an open formula. In other words, we have a semantic characterization of the (im)prop-
erness of DRSs.
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In general, sequencing in the abbreviated language behaves as in
(45), provided there are no free variables in ½x� . . . x�j�1; . . . ;�
 � ;
½x� . . . x�j�

0
1; . . . ;�0�.

26

(45) ½x� . . . x�j�1; . . . ;�
 � ; ½x� . . . x�j�
0
1; . . . ;�0� ¼

½x� . . . x�x�þ1 . . . x�þ�þð1��Þj�1; . . . ;�
;�
0†
1 ; . . . ;�0† �

�0† is the formula which results from �0 by adding �+ (1��) to the
index of any discourse referent in �0 that is bound from the universe of
the second DRS.27 This replacement lets us preserve the well-order on
discourse referents in the underlying logic in our abbreviations as well.
The equivalence in (45) is the abbreviated form of the merging lemma,
which we prove in Appendix A.

Finally, in order to have the subscripts on discourse referents in the
abbreviations accurately reflect the order of registers in the full language,
we need a convention for renumbering bound discourse referents
during beta reduction: whenever we substitute a term containing a
DRS K in a position where it is embedded by another DRS L�� , we
must add � to the index of all bound discourse referents in K. Whenever
we subsitute in a position where K�

� embeds another DRS L, we must
add � to the index of all bound discourse referents in L. These renum-
berings take place before further beta reduction. In other words, we will
renumber as in (46).

(46) �Q:½x1j:ðQðx1ÞÞ�ð�x:½x1jseeðx, x1Þ�Þ;

½x1j:ðð�x:½x2jseeðx, x2Þ�Þðx1ÞÞ� �

½x1j:½x2jseeðx1, x2Þ��

The effect is that embedded DRSs always start indexing referents with
the lowest index not used in their accessibility path when they are
embedded via functional application.

Observe that the renumbering is not an arbitrary convention to avoid
variable clashes, but a reflection in the abbreviations of what happens in
the unabbreviated formalism: Whenever we embed a DRS, we can start
counting its discourse referents relative to the embedding DRS; and if
we wish to be able to sequence the embedded DRS with other DRSs,
we must do this. The worked out example in section 5.3 gives several
examples of the application of this rule, and the unabbreviated version

26 Among other things, this proviso ensures that we do not get ‘reverse binding’ from L to K in
K ; L. A similar proviso is found in classical CDRT.

27 In the usual case, universes will start with x1, in which case (1��) is 0 and we simply add � to
the index of bound discourse referents, that is, we start counting discourse referents in the second
DRS at the point where the universe of the first DRS ends.
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(of parts of the example) in Appendix B shows what happens in the
unabbreviated representation.

5.3 A discourse example

We can now see how to deal with a simple discourse. Consider (47)

(47) Pedro is in a bar. Every woman who ever dated a man despises
him. He is sad.

We build the meaning of the first sentence compositionally using the
word meanings in (48) (assuming that the copula makes no semantic
contribution apart from tense, which we ignore).

(48) in �P:�x:ðPð�y:½ jinðx, yÞ�ÞÞ
bar �x:½ jbarðxÞ�
Pedro �P:½x1jpedroðx1Þ� ; Pðx1Þ

a �P:�Q:½x1j� ; Pðx1Þ ; Qðx1Þ

Since we want to remain completely agnostic about the syntax, we
make no attempt to model the syntax–semantics interface, but simply
provide the semantic tree in (49), which shows how the meaning is
built. Also, we do not try to show how the order of discourse referents
within a sentence can be represented, as this again necessarily hinges on
details of the syntactic framework.

(49) [x1 x2 |P edro (x1), bar (x2), in (x1 , x2)]

Pedro
λP.[x1 |pedro (x1)] ; P (x1)

λx.[x1 |bar (x1), in (x, x 1)]

in
λP.λx. (P (λy.[ |in (x, y )]))

λQ.[x1 |bar (x1)] ; Q(x1)

a
λP.λQ.[x1 | ] ; P (x1) ; Q(x1)

bar
λx.[ |bar (x)]

It is worth saying something about the uppermost functional applica-
tion, where Pedro applies to in a bar. The second occurrence of x1 in
Pedro is bound in sequencing, but would be accidentally bound by x1

from in a bar after � reduction. However, when we subsitute for P in
the embedded position in Pedro, we must renumber indices in the
DRS we insert. This gives us (50).
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(50) [x1jpedro(x1)] ; (�x.[x2jbar(x2), in (x, x2)])(x1)

This works because crucially, and unlike in classical CDRT, discourse
referents are bound variables. (50) reduces to (51).

(51) [x1jpedro(x1)] ; [x2jbar(x2), in(x1, x2)]

The result of this sequencing operation is as in the top node of (49), or
the more pictorial version in (52).

(52) x1x2

P edro (x1)
bar (x2)
in (x1, x2)

We now go on to the second sentence of (47). The new lexical entries
we need are as in (53) (we ignore the contribution of ever).

(53) every �P:�Q:½ jð½x1j� ; Pðx1ÞÞ ) Qðx1Þ�

woman �x:½ jðxÞ�
who �P:�Q:�x:QðxÞ ; PðxÞ

dated �P:�x:ðPð�y:½ jdateðx, yÞ�ÞÞ
man �x:½ jmanðxÞ�

despises �P:�x:ðPð�y:½ jdespiseðx, yÞ�ÞÞ
him �P:½x1jmaleðx1Þ, antðx1Þ� ; Pðx1Þ

For now, ant(x1) is just an unspecified predicate that marks x1 as an
anaphoric discourse referent. The challenge will be to spell out this
predicate in a convincing way, and this will be the task of section 5.4.
For now we look at how the meaning of the sentence is built compos-
itionally. In this section we do that using the abbreviated notation; the
reader who is interested in how things work on the unabbreviated level
can consult Appendix B.

The VP despises him composes straightforwardly as in (54).

(54) λx.[x1 |despise (x, x 1 ), male (x1 ), ant (x1 )]

despises
λP.λx. (P (λy.[ |despise (x, y )]))

him
λP.[x1 | male (x1 ), ant (x1 )] ; P (x1 )

(55) gives the composition of the subject NP every women who dated a
man. (Since the relative clause VP composes analogously to the matrix
VP, the composition has already been performed.)
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(55) λQ.[ | [x1x2 |woman (x1 ), man (x2 ), date (x1 , x2 )] ⇒Q(x1 )]

every
λP.λQ.

[ | ([x1 | ] ; P (x1 )) ⇒ Q(x1 )]

λx.[x1 |woman (x), man (x1 ), date (x, x 1 )]

woman
λx.[ |woman (x)] λQ.λx.Q(x) ; [ x1 |man(x1 ), date (x, x 1 )]

who
λP.λQ.λx.Q (x) ; P (x)

dated a man
λx.[x1 |man (x1 ), date (x, x 1 )]

Observe that in the uppermost functional application, where every
combines with its restrictor, we need to renumber x1 in the second
DRS to x2, because we now index discourse referents relative to the
first DRS in the sequencing.28 Applying the subject meaning in (55) to
the VP meaning in (54) gives us the sentence meaning in (56):

(56) �Q.[ j[x1x2jwoman(x1), man(x2), date(x1, x2)])Q(x1)]
(�x.[x1jdespise(x, x1), male(x1), ant(x1)])

We need to renumber x1 in the argument to x3, the lowest index that is
not already used in the accessibility path. [See the (89)–(90) in Appendix
B for how this works in the unabbreviated language.] The expression
then reduces to (57), shown in box notation in (58).

(57) [ j[x1x2jwoman(x1), man(x2), date(x1, x2)])
[x3jdespise(x1, x3), male(x3), ant(x3)]]

(58)

x1x2

woman(x1)
man (x2)
date (x1, x2)

⇒

x3

despise(x1, x3)
male (x3)
ant(x3)

Now if we sequence (52) and (58) we get (59).

28 The interested reader can consult (87) in Appendix B to see what happens in the unabbre-
viated notation.
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(59) x1x2

P edro (x1)
bar (x2)
in (x1, x2)

x3 x4

woman (x3)
man (x4)
date(x3, x4)

⇒

x5

despise (x3, x5)
male (x5)
ant (x5)

The final sentence of (47) straightforwardly gets the representation in (60).

(60) x1

sad (x1)
ant (x1)

We then sequence this with the representation of the third sentence
(60). Observe that in this sequencing operation x1 gets rewritten as x3,
even though x3 already occurs in an embedded DRS. The sequencing
rule only calls for renumbering discourse referents starting with the first
one not in the main universe of the first DRS. This will in fact help us
avoid unwanted accessibility. We therefore get (61), where we have
labelled the DRSs for convenience in the following discussion.

(61)

o:

x1 x2 x3

P edro (x1)
bar (x2)
in (x1, x2)

k :

x3 x4

woman (x3)
man (x4)
date (x3, x4)

⇒ l :

x5

despise (x3, x5)
male (x5)
ant(x5)

ant(x3)
male (x3)
sad (x3)
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(61) is certainly a plausible representation of the discourse, but we ob-
viously need to make sense of the ant-predicate. To do that properly, we
need an account of accessibility. Observe that (61) gives an intuitive
representation of accessibility, not only across DRSs (as in DRT)
but also inside them: we follow the accessibility path as defined in sec-
tion 5.2, o< k< l, and always choose the first instance of a register
name. Thus x5 in l has access to x4 and x3 in k, and to x2 and x1 in
o, but not to x3 in o, since there is already an x3 in the accessibility path.
Inside boxes, accessibility is determined by the order of discourse refer-
ents: x1 and x2 are accessible to x3. If the discourse is extended, there will
be subsequent referents x4 and so on in o, but these will be inaccessible
to x3 (both in l and o). This means that unlike in DRT, it is possible to
sequence two boxes where one of them contains an anaphoric discourse
referent without changing the accessible referents of the unresolved
anaphors.

How does this notion of accessibility in the abbreviations play out in
the full representations? Consider the full representation of (61) in (62).
All the conditions except ant have been removed, since we are only
interested in these. Observe that in the full representations, ant is eval-
uated in the output state of the DRS in which it occurs, just like other
conditions. This is why ant takes both a state argument and a register.

(62) �i:�o:@ði½xi1xi2xi3 �oÞ ^ antðoÞðxi3Þ ^ 8k:o½xi3 xi4 �k! 9l:ðk½xi5 �l ^ antðlÞðxi5ÞÞ

This is a promising representation. We see that the model theoretic
characterization of the accessibility relation between referents in DRT
carries over to partial CDRT, unlike what happens in classical CDRT.
For example, the discourse referents xi3 , xi4 and xi5 that are introduced in
the conditional are not accessible in the global DRS and this is reflected
in the fact that k and l are allowed to differ from o (the main DRS) wrt.
the inhabitants of these registers. On the other hand, xi1 and xi2 intro-
duced in o are accessible inside the conditional and this is reflected in
that the fact that k, l and o have the same inhabitants for these registers, as
the conditions o½xi3 xi4 �k and k½xi5 �l make sure. Put another way, the
order on discourse referents gives us the accessibility relation, as long as
we make sure that we interpret both registers in the same state.

5.4 Interpreting anaphora

How can we best represent anaphoric relations? We saw in section 5.1
that because our object language quantifies over contexts, it is problem-
atic to think of anaphora as discourse referents picking antecedents in
context. Instead, we will return to the simple idea that underlies the
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coindexation approach, namely that anaphoric relations are just relations
between words. On the other hand, we want to abandon the idea that
these relations are pre-semantic or part of the monotonic content, so
we should be able to give semantic representations of discourses with
unresolved anaphoric expressions—waiting, as it were, for an ana-
phoric resolution (which will always remain ‘hypothetical’, liable to
change as other non-monotonic content) to provide the reference of
the anaphoric expressions. However, since we want a semantic charac-
terization of accessibility, we do want the monotonic content to be able
to put constraints on the resolution. A full interpretation of a discourse,
then, will be a tuple hK, Pi where K is a DRS, including among other
things a proper semantic characterization of accessibility, and P is a set of
pragmatic enrichments of the interpretation, containing an anaphoric
resolution R, among other things such as Gricean inferences, etc.

If anaphoric relations hold between words, we can represent R as a
function mapping integers to integers. These integers will arise as indices
on linguistic tokens in the syntax. The indexation we require is entirely
uncontroversial: it only serves to ‘name’ words and so keep linguistic
tokens apart. For example, a stretch of discourse may contain several
instances of she, which will be shex and shey where x 6¼ y, irrespective of
whether they are interpreted as coreferent or not: we only require the
syntax to be able to tell them apart. This is certainly not an unreasonable
assumption, and it is one which is explicitly embodied in some syntactic
frameworks, for example through the uniqueness of PRED features in
Lexical-Functional Grammar.

Even if we model anaphora as a relation between words, we want
our semantic language to able to talk about the referents of these words,
and to do that, we need access to the registers they introduce. As we
see from (61), there is no one-to-one relationship between words and
registers. For example, x3 is declared in the universe of k, where it
corresponds to a woman, but also in the universe of o, where it corres-
ponds to he. However, as long as we confine our attention to a single
DRS (or a single state in the unabbreviated language), there is a one-to-
one relationship between words and registers.

In the formal language, we can capture this by letting our models
include a set of partial injections I s, one for each state s, mapping
registers inhabited in s to the index of the word that introduced that
register and uninhabited registers to the undefined integer. Since these
are injections,29 the set of I�1

s are also (partial) functions mapping each

29 Notice that things may be different when we consider examples such as Muskens’ Bill and Sue
own a donkey ( = (6)). The distributive NP coordination is translated as in (i) and the VP as in (ii).
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word that introduces a register in state s to that register. We can use
these injections to transform our anaphoric relations between words into
relations between discourse referents.

Consider the indexed version of the discourse in (47), given in (63).

(63) Pedro1 is2 in3 a4 bar5. Every6 woman7 who8 ever9 dated10 a11

man12 despises13 him14. He15 is16 sad17.

Consulting the DRS in (61), we see that I o(1) = x1, I o(4) = x2. x3 is
introduced by different words in different states, so both I o(15) and
I k(6) gives us x3 (and inversely, I�1

o ðx3Þ ¼ 15, but I�1
k ðx3Þ ¼ 6).

Let us get back to anaphoric resolution. Consider the resolution of
(63) that we see in (64), representing an interpretation where
R(14) = 11 and R(15) = 1.

(64) Pedro 1 is 2 in3 a 4 bar 5 . Every 6 woman 7 who8 ever 9 dated10

He15 is 16 sad 17 .a 11 man12 despises13 him14 .

We can now ‘translate’ these dependencies between words into depen-
dencies between registers. The basic idea is to use I s to get from a
register in a particular state to the index of the word which introduced
it, then R to go from that index to the antecedent index, and then I�1

s

to get to the register corresponding to the antecedent index. The com-
posed function I s � R � I

�1
s (which we will abbreviate A(s)(x)) will

take us from the anaphoric register x in state s to its antecedent in
that same state.

Figure 1 gives a pictorial representation of how this works. o is the
output state of the main DRS in (61), k and l are the output states of the
antecedent and the consequent of the conditional respectively. The solid
lines represent R, the function from anaphor indices to antecedent in-
dices. The figure also shows the functions I l (dotted) and I o (dash-
dotted), mapping registers in states l and o to words. Consider now

(i) �P.[x1x2jbill(x1), sue(x2)] ; P(x1) ; P(x2)
(ii) �x.[x3jdonkey(x3), owns(x, x3)].

Combining these yields (iii)

(iii) [x1x2jbill(x1), sue(x2)]; [x3jdonkey(x3), owns(x1, x3)]; [x3jdonkey(x3), owns(x2, x3)]

The second instance of the multiply declared referent x3 will have to be renamed to x4 and we get
the correct result. But in such cases, I�1

s mapping words (indices) to the referents they introduce in
state s will no longer be a function, since a donkey introduces both x3 and x4. It is possible that this
could be useful in dealing with distributive anaphora such as in They keep it in the barn, where it
refers to both donkeys [see Krifka (1996), Nouwen (2003), Nouwen (2007) for discussion and
analysis of these and similar cases]. We leave this for further research.
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the anaphoric relation between him14 and a11 man. I l takes us from x5 to
14 (him). Then R takes us from 14 to 11 (a man). Finally, I�1

l takes us
from 11 to x4. In other words, R(14) = 11 leads to an anaphoric rela-
tionship between x5 and x4 in state l; in terms of our formalism,
A(l)(x5) = x4.

Words

Pedro

is

in

a

bar

every

woman

who

ever

dated

a

man

despises

him

he

is

sad

Indices

1

2

3

4

5

6

7

8

9

10

11

12

13

14

15

16

17

k

x1

x2

x3

x4

l

x1

x2

x3

x4

x5

o

x1

x2

x3

Figure 1 Relationship between words, states and registers.
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With this much in place, we can return to the so far undefined
predicate ant(s)(x). What we want ant to do is to restrict R to accessible
antecedents, that is we want to make sure that, given some resolution
R, A(s)(x) is accessible to x in s and corefers with x in s. Formally, we
define ant as an abbreviation of (65).

(65) �(s)(x) = �(s)(A(s)(x))6A(s)(x)< x

In other words, ant(s)(x) is true iff in state s register x (the anaphor) has
an inhabitant that is identical with the inhabitant of the antecedent
register,30 which we can find by following I to get the index of the
anaphoric word, then R to get the index of the antecedent word, then
I
�1 to find the register corresponding to the antecedent word in state s.

Moreover, ant(s)(x) requires the antecedent register to be lower than the
anaphoric register. This gives us a dynamic effect: the antecedent must
be present in the input state already. It also ensures that the anaphoric
possibilities do not increase as the discourse is extended.

On the salient reading of this discourse, it is not possible for x3 in
state o to be bound to an antecedent inside the conditional, since there is
no register corresponding to every woman or a man which is inhabited in
o. So setting for example. So setting for example R(15) = 14 does not
make sense. This follows directly from our account. I o will take us from
x3 to 15, and R will take us further to 14, but I�1

o ð14Þ is undefined.
However, there is another reading of our discourse which we cannot

yet capture, namely the one where him in the consequent of the con-
ditional is anaphorically related to Pedro in the first sentence, that is every
woman who ever dated a man hates Pedro.31 On that reading, it is also
possible for he in the last sentence to be bound to him in the consequent
of the conditional (66).

(66) Pedro1 is 2 in3 a 4 bar 5 . Every6 woman 7 who8 ever9 dated10

He15 is 16 sad 17 .a 11 man12 despises 13 him14 .

From a purely semantic point of view, we could represent (66) as in
(67), where 15 is not dependent on 14, but directly on 1.

30 To capture more complex ‘bridging’ anaphora, we could let the relation between the refer-
ence of the anaphor and the antecedent be supplied by the non-monotonic anaphoric resolution,
with identity being just a default. We leave this for future research.

31 This is the reading that is prompted by the alternative third sentence ‘he is a well-known date
crasher’ in (7).

496 Dag Trygve Truslew Haug

D
ow

nloaded from
 https://academ

ic.oup.com
/jos/article/31/4/457/2937213 by guest on 23 April 2024



(67)
Pedro 1 is 2 in3 a 4 bar5 . Every6 woman 7 who8 ever 9 dated10

He15 is 16 sad17 .a 11 man12 despises 13 him14 .

This is in a sense what stack-based approaches are forced to if they rely on
anaphors picking antecedents in context, because only the value of 1 will
be present in 15’s context. Since 14 is also dependent on 1, 15 and 14 will
be coreferent by transitivity of the identity relation. So the solution is
semantically fine. But it cannot serve as a sound basis for reasoning about
anaphoric relationships. Surely, part of what favours him14 as the ante-
cedent of he15 is the short distance between the two words.

This means we need some way of making sure that R(15) = 14
makes sense in case R(14) = 1. We achieve this by recursively defining
a function R* from states and indices to indices as in (68).

(68)

R*ðsÞðiÞ
RðiÞ if 9e:�ðsÞðI�1

s ðRðiÞÞÞ ¼ e is true

R*ðsÞðRðiÞÞ if 9n:RðiÞ ¼ n is true

undefined otherwise

8<
:

The idea is that R* follows the R-path until it meets an index that maps
to a register which is inhabited in the given state. If it does not find one, it
returns the undefined integer. R* is always well-defined if we
assume that the left context is finite (or alternatively, if we assume
that there is an upper bound on how far back anaphoric resolution
can reach). We see that if R(15) = 14 and R(14) = 1, then
R*(o)(15) =R*(o)(R(15)) =R*(o)(14) =R(14) = 1. On the other hand,
if R(14) = 11, then setting R(15) = 14 will leave R*(o)(15) undefined.

We still model the output of anaphoric resolution as the function R
from anaphors to antecedents, and we still define ant as in (65), but we
use the derived function R* to define A, which takes us from an ana-
phoric register in a particular state s to its antecedent register, as in (69).

(69) AðsÞðxÞ � I�1
s ðR

*ðsÞðI sðxÞÞÞ

In this way, we can have the pragmatics establish anaphoric relationships
between words, even in cases where the antecedent is embedded and
not strictly speaking accessible to the anaphor, but where it ‘scopes out’
of its embedding by its own anaphoric relation.

5.5 Truth and partiality

In classical CDRT, mimicking DRT’s notion of truth, a DRS K is true
in a state i iff there is an output state o such that K(i)(o) is true; and a
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DRS is true simpliciter iff it is true for all input states in our model, i.e. if
8i.9o.K(i)(o) is true. But when dealing with anaphora, it is useful to
consider another definition of truth, namely, that a DRS K is true
simpliciter iff it is true in the empty context, i.e. 9o.K(s;)(o).

32 Let
us now consider what this means for a reduced variant of (61), contain-
ing only the first and last sentences Pedro1 is2 in3 a4 bar5. He15 is16 sad17,
as in (70).

(70) x1 x2 x3

pedro (x1)
bar (x2)
sad(x3)
male (x3)
ant(x3)

(70) will be true iff (71) is true.

(71) 9o:@ðs;½xs;1
xs;2

xs;3
�oÞ ^ pedroð�ðoÞðxs;1

ÞÞ ^ barð�ðoÞðxs;2
ÞÞ^

sadð�ðoÞðxs;3
ÞÞ ^ maleð�ðoÞðxs;3

ÞÞ ^ antðoÞðxs;3
Þ

What about the partiality of our language? So far, we have used parti-
ality in the definition of states and in the definition of transitions, such as
@ði½xi1 xi2 xi3 �oÞ, which is built into the abbreviation rules in (41). This is
necessary because we do not want states which manipulate registers in
violation of the constraints on transitions to falsify the transition con-
straint, but to be nonsensical transition outputs.

Should we extend the use of partiality in our language? The question
is most easily approached using familiar first-order formulae rather than
the full representations. By the unselective binding lemma, which is
proven in Appendix C, we can, given an anaphoric resolution,33

reduce (71) to a standard first-order formula. Let us assume R(15) = 1,
so he and Pedro corefer. Then unselective binding tells us that (71) is
equivalent to (72).

32 Alternatively, if one also considers deictic expressions, it would be better to consider truth in a
contextually defined state which includes objects that can be referred to without a previous linguistic
introduction. We do not pursue this here.

33 In order to keep the underdetermined resolution function in the translation to first-order logic,
we need to consider a weakest precondition calculus. The weakest precondition calculus is also
needed to translate DRSs with complex conditions (embedded DRSs) to first-order logic. See
Appendix D for details.
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(72) 9x1.9x2.9x3.pedro(x1)6bar(x2)6sad(x3)6male(x3)6x3 = x161< 3

The problem with this account is that the descriptive content of a
referring expression, which is translated as a predicate applied to that
referent, does not play a different role from other predicates in the
sentence. According to (72), the discourse Pedro is in a bar. He is sad.
is just as false when Pedro is not sad, as when Pedro is sad, but happens
to be a woman; or when the anaphor does not corefer with its ante-
cedent (i.e. x3 6¼ x1); or when R violates accessibility constraints (as
Appendix C shows, 1< 3 renders the accessibility constraint).

There is of course a long tradition going back to Frege (1892) and
Strawson (1950) for assuming that whenever definite descriptions fail to
refer (or even whenever there is presupposition failure), the sentence as a
whole has no truth value. I take no stance on whether using truth value
gaps is a correct approach to presupposition in general, but I think it is
fruitful for failing anaphoric expressions. Intuitively, he is sad is false if the
referent of he is not sad, whereas if there there is no appropriate referent
for he, the sentence is somehow inappropriate.

If we want a semantics which treats presupposition failure as a truth
value gap, then obviously conditions like ant(i)(�) as well as the descrip-
tive material associated with an anaphoric expressions must be inter-
preted within the scope of @. ant(i)(�) requires that the antecedent is
located in the preceding context; resolving the anaphor to an ‘ante-
cedent’ that only becomes available in the following discourse, is just
as much an anaphoric failure as resolving to an antecedent that makes
the descriptive content of the anaphor false. Adopting this semantics of
anaphora, we will have to revise (71) to (73).

(73) 9o:@ðs;½xs;1
xs;2

xs;3
�oÞ ^ pedroð�ðoÞðxs;1

ÞÞ ^ barð�ðoÞðxs;2
ÞÞ^

sadð�ðoÞðxs;3
ÞÞ ^ @ðmaleð�ðoÞðxs;3

ÞÞ ^ antðoÞðxs;3
ÞÞ

6 CONCLUSION

Unresolved anaphors are dealt with in our system by the predicate
ant, which is true of a register in a state iff the anaphoric resolution links
it to a lower register in that state which has the same inhabitant, or in
more DRT-like terms, iff there is a coreferent discourse referent in the
available preceding context. This faithfully formalizes the intuition that
it is part of the meaning of an anaphoric expression that it should have
an antecedent. This is an improvement on Muskens (2011), who treats
anaphoric discourse referents as variables over registers and is unable to
state semantic constraints on the value of that variable: nothing in the
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semantics will prevent that variable to be spelled out as a brand new
register. Our theory is also an obvious improvement on the other
dynamic theories, which offer no model-theoretic characterization of
unresolved anaphors at all.

Regarding constraints on anaphora, we have seen that DRT’s
semantic characterization of accessibility carries over to partial CDRT.
None of the other dynamic theories achieve this, although FCS could
do it if it was spelled out with a partial theory of types. As we just saw,
the approach in Muskens (2011) cannot impose coreference at all in a
semantic way; a fortiori it cannot impose constraints on coreference.

We also avoid the overwrite problem because we do not use free
variables or constants to refer to registers, but instead rely on a function
to pick out the next free register. This crucially relies on partiality as well
as on the ordered nature of discourse referents.

Finally, partial CDRT gives us a strict separation of monotonic
and non-monotonic content. At each stage, the discourse interpret-
ation is a pair hK, Pi, where P is a set of pragmatic enrichments of K,
including the resolution function R. The outcome of extending a dis-
course with a new DRS K0 is a new interpretation hK ; K0, P0i, where; is
of course a monotonic function, whereas the update from P to P0 (and
in particular, from R to R0) can be non-monotonic and follow from
reasoning over K ; K0, because our setup lets us merge discourse inter-
pretations without resolving anaphors.

In sum, then, partial CDRT avoids the problems of other compos-
itional dynamic theories, while keeping the appearance of being just
DRT with lambdas. The ant predicate can be thought of as a way of
spelling out an interpretation of what it means for a discourse referent in
DRT to be declared in the universe of a presuppositional DRS. And the
solution to the overwrite problem treats discourse referents as bound
variables, which corresponds to the intuition that John loves x1 and John
loves x2 should not be different semantic objects.

Finally, we have at a number of occasions pointed to the possibility
of extending partial CDRT with a theory of actual anaphoric resolution
as non-monotonic reasoning about R with the monotonic contents of
the discourse as (parts of) the premises. Since registers are object-lan-
guage entities in CDRT, it would also be possible to extend our DRSs
with predicates of registers and not only their inhabitants. In that way,
we could for example differentiate between centered registers and back-
ground registers, to use an idea from centering theory revived by Bittner
(2001, 2007) [see also Beaver (2004)]. Even though I believe that the
stack-based foundation of Bittner’s Logic of Change with Centering
fails, as we saw in section 5.1, it should be possible to reconstruct
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many of the insights in partial CDRT, since both approaches build on
Muskens’ Logic of change. In this way, my approach can be extended
with actual principles of anaphoric resolution. Partial CDRT already
offers the machinery to state (defeasible) constraints such as ‘prefer reso-
lution to the most recent centered register’. Much work remains to be
done in detecting and formalizing preferences for anaphoric resolution,
but I believe that partial CDRT offers an attractive framework for this
kind of research.

APPENDIX A: THE MERGING LEMMA

We need to prove that the equivalence in (45) holds. Let us unpack the
abbreviations on the left side. The +-rule is defined for boxes, but for
notational convenience we will use �0+ to refer to the conditions of a
box after application of the +-rule.

(74) ½x� . . . x�j�1, . . . ,�
 � ; ½x� . . . x"j�
0
1, . . . ,�0�;

�i:�o:9k:½x� . . . x�j�1, . . . ,�
 �ðiÞðkÞ ^ ½x� . . . x"j�
0
1
þ
, . . . ,�0

þ
�ðkÞðoÞ;

�i:�o:9k:@ði½xi1 . . . xi�þð1��Þ �k ^ �*
1ðkÞ ^ . . . ^ �*


ðkÞ ^ @ðk½xk1
. . . xk"þð1��Þ �oÞ^

�01
þ
*ðoÞ, . . . ,�0

þ
*ðoÞ

On the right side of (45), the abbreviations unpack as follows:

(75) ½x� . . . x�x�þ1 . . . x"þ�þð1��Þj�1, . . . ,�
 ,�
0
1
†
, . . . ,�0

†
�;

�i:�o:@ði½xi1 . . . xi�þð1��Þxið�þ1Þþð1��Þ
. . . xi"þ�þð1��Þþð1��Þ �oÞ ^ �*

1ðoÞ ^ . . .^

�*

ðoÞ ^ �01

†*
ðoÞ ^ . . . ^ �0

†*
ðoÞ

We need to prove that the unpacked representations in (74) (the left
side) and (75) (the right side) are equivalent, provided there are no free
variables in [x� . . . x�j�1, . . . , �
] ; [x� . . . xej�

0
1, . . . , �0z].

Proof.
States i and k on the left side differ only in that k extends i with
xi1 . . . xi�þð1��Þ , so the registers xk1

. . . xk�þð1��Þ must be sðxi�þð1��Þ Þ . . .

s�þð1��Þðxi�þð1��Þ Þ, which we abbreviate xið�þ1Þþð1��Þ
. . . xi�þ�þð1��Þþð1��Þ .

Hence the expression @ði½xi1 . . . xi�þð1��Þxið�þ1Þþð1��Þ
. . . xi�þ�þð1��Þþð1��Þ �oÞ on

the right side is equivalent to the conjunction of @ði½xi1 . . . xi�þð1��Þ �kÞ

and @ðk½xk1
. . . xk�þð1��Þ �oÞ on the left side.
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For conditions from the left box in the sequencing operations, we
need to prove that �*(k) and �*(o) are always equivalent. There are
two cases: 1. �* is a simplex condition. Then �*(k) and �*(o) are equiva-
lent iff k and o assign the same inhabitants to the registers in �*. The *-rule
replaces any bound discourse referent x� in � by xi�þð1��Þ . k and o differ
only with respect to inhabitants in register x�+1 and higher, and we know
that �� � since x� is bound. Hence �*(k) and �*(o) are equivalent. 2. �* is
a complex condition. Then k in �*(k) and o in �*(o) only occur in
expressions of the form k½xi� . . . xi �� and o½xi� . . . xi ��. The relation
½xi� . . . xi � holds between two states iff they have the same inhabitants
in all registers except xi� . . . xi . We know that xi� � xi�þð1��Þþ1

since we
have followed the convention of renumbering with the lowest possible
index both in variable renumbering and in sequencing. Hence, k and o
have the same inhabitants in all registers lower than xi� . In general, we do
not know whether k and o have the same inhabitants in registers
following xi . But for all states s, our axioms ensure there are states s0

that differ from s only in having the same inhabitants as k or o in registers
following xi . Since registers following xi do not occur in the complex
condition (because they would be free), moving from s to s0 does not
change the interpretation of the box. Hence �*(k) and �*(o) are
equivalent.

�0+*(o) and �0†*(o) are equivalent iff applying the +-rule and then the
*-rule always leads to the same result as applying the †-rule and then the
*-rule. For a discourse referent x�, there are two cases: 1. x� is free in the
second DRS but bound in sequencing from the universe of the first
DRS. On the left side, the +-rule turns x� into xi�þð1��Þ and the *-rule
does not apply. On the right side, the †-rule does not apply, but the *-
rule turns x� into xi�þð1��Þ . 2. x� is bound in the second DRS. On the left
side, the +-rule does not apply and the *-rule turns x� into xk�þð1��Þ . On
the right side, the †-rule turns x� into x�+�+(1��), which the *-rule turns
into xi�þ�þð1��Þþð1��Þ . By the same reasoning as above, xk�þð1��Þ and
xi�þ�þð1��Þþð1��Þ are equivalent. h

APPENDIX B: UNABBREVIATED DERIVATION OF EVERY

WOMAN WHO DATED A MAN DESPISES HIM

Let us first compose the VP despises(him). This is as in (76)

(76) �P:�x:ðPð�y:�i:�o:@ði½ �oÞ ^ despiseð�ðoÞðxÞ; �ðoÞðyÞÞÞÞ
ð�P0:�i:�o:9k:@ði½xi1 �kÞ ^ maleð�ðkÞðxi1ÞÞ ^ antðkÞðxi1Þ ^ P0ðxi1ÞðkÞðoÞÞ
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(76) reduces to (77):

(77) �x:�i:�o:9k:@ði½xi1 �kÞ ^ @ðmaleð�ðkÞðxi1ÞÞ ^ antðkÞðxi1ÞÞ ^ @ðk½ �oÞ ^
despiseð�ðoÞðxÞ; �ðoÞðxi1ÞÞ

By the merging lemma we get (78).

(78) �x:�i:�o:@ði½xi1 �oÞ ^ @ðmaleð�ðoÞðxi1ÞÞ ^ antðoÞðxi1ÞÞ ^

despiseð�ðoÞðxÞ; �ðoÞðxi1ÞÞ

We now compose the subject NP every woman who dated a man. dated a
man is analogous to despises him, as in (79).

(79) �x:�i:�o:@ði½xi1 �oÞ ^ manð�ðoÞðxi1ÞÞ ^ dateð�ðoÞðxÞ; �ðoÞðxi1ÞÞ

who(dated a man), then, will be as in (80).

(80) �P.�Q.�x.�i.�o.9k.Q(x)(i)(k)6P(x)(k)(o)
ð�x:ð�i:�o:@ði½xi1 �oÞ ^ manð�ðoÞðxi1ÞÞ ^ dateð�ðoÞðxÞ; �ðoÞðxi1ÞÞÞÞ

(80) reduces to (81).

(81) �Q:�x:�i:�o:9k:QðxÞðiÞðkÞ ^ @ðk½xk1
�oÞ ^ manð�ðoÞðxk1

ÞÞ ^

dateð�ðoÞðxÞ; �ðoÞðxk1
ÞÞ

which applies to woman in (82).

(82) �Q:�x:�i:�o:9k:QðxÞðiÞðkÞ ^ @ðk½xk1
�oÞ ^ manð�ðoÞðxk1

ÞÞ ^

date(�(o)(x),�(o)(xk1
)) (�x.�i.�o.@(i[ ]o)6woman(�(o)(x)))

This reduces as in (83).

(83) �x:�i:�o:9k:@ði½ �kÞ ^ womanð�ðkÞðxÞÞ ^ @ðk½xk1
�oÞ^

manð�ðoÞðxk1
ÞÞ ^ dateð�ðoÞðxÞ; �ðoÞðxk1

ÞÞ

By the merging lemma we get (84).

(84) �x:�i:�o:@ði½xi1 �oÞ ^ womanð�ðoÞðxÞÞ ^ manð�ðoÞðxi1ÞÞ ^

dateð�ðoÞðxÞ; �ðoÞðxi1ÞÞ

We now apply every to this in (85).

(85) �P:�Q:�i:�o:@ði½ �oÞ ^ 8j:ð9j0:@ðo½xo1
�j0Þ ^ Pðxo1

Þðj0ÞðjÞÞÞ !
9k:Qðxo1

ÞðjÞðkÞð�x:�i:�o:@ði½xi1 �oÞ ^ womanð�ðoÞðxÞÞ^
manð�ðoÞðxi1ÞÞ ^ dateð�ðoÞðxÞ; �ðoÞðxi1ÞÞÞ ^ dateð�ðoÞðxÞ; �ðoÞðxi1ÞÞÞ

This reduces as in (86).

(86) �Q:�i:�o:@ði½ �oÞ ^ 8j:ð9j0:@ðo½xo1
�j0Þ ^ @ðj0½xj0

1
�jÞ ^ womanð�ðjÞðxo1

ÞÞ

^manð�ðjÞðxj0
1
ÞÞ ^ dateð�ðjÞðxo1

Þ; �ðjÞðxj0
1
ÞÞÞ ! 9k:Qðxo1

ÞðjÞðkÞ
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By the merging lemma, we get (87), which is the final meaning of the
subject NP. Observe that after this sequencing, xj0

1
comes out as xo2

—
this is what corresponds to the renaming of the second occurrence of x1

in the uppermost functional application in the abbreviated (55).

(87) �Q:�i:�o:@ði½ �oÞ ^ 8j:ð@ðo½xo1
xo2
�jÞ ^ womanð�ðjÞðxo1

ÞÞ ^

manð�ðjÞðxo2
ÞÞ ^ dateð�ðjÞðxo1

Þ; �ðjÞðxo2
ÞÞÞ ! 9k:Qðxo1

ÞðjÞðkÞ

If we combine the subject meaning in (87) and the VP meaning in (78),
we get (88).

(88) �Q:�i:�o:@ði½ �oÞ ^ 8j:ð@ðo½xo1
xo2
�jÞ ^ womanð�ðjÞðxo1

ÞÞ ^

manð�ðjÞðxo2
ÞÞ ^ dateð�ðjÞðxo1

Þ, �ðjÞðxo2
ÞÞÞ ! 9k:Qðxo1

ÞðjÞðkÞ
ð�x:�i:�o:@ði½xi1 �oÞ ^ @ðmaleð�ðoÞðxi1ÞÞ ^ antðoÞðxi1ÞÞ ^

despiseð�ðoÞðxÞ, �ðoÞðxi1ÞÞÞ

This reduces to (89).

(89) �i:�o:@ði½ �oÞ ^ 8j:ð@ðo½xo1
xo2
�jÞ ^ womanð�ðjÞðxo1

ÞÞ ^

manð�ðjÞðxo2
ÞÞ ^ dateð�ðjÞðxo1

Þ, �ðjÞðxo2
ÞÞÞ ! ð9k:@ðj½xj1 �kÞ ^

despiseð�ðkÞðxo1
Þ, �ðkÞðxj1ÞÞ ^ @ðmaleð�ðkÞðxj1ÞÞ ^ antðkÞðxj1ÞÞÞ

Observe that since j only extends o with xo1
and xo2

, and k extends j with
xj1 , it follows that xj1 ¼ xo3

. This is what corresponds to the renaming
between (56) and (57). In other words, we can rewrite (89) as (90) to
make the order of discourse referents more transparent.

(90) �i:�o:@ði½ �oÞ ^ 8j:ð@ðo½xo1
xo2
�jÞ ^ womanð�ðjÞðxo1

ÞÞ ^

manð�ðjÞðxo2
ÞÞ ^ dateð�ðjÞðxo1

Þ, �ðjÞðxo2
ÞÞÞ ! ð9k:@ðj½xo3

�kÞ ^

despiseð�ðkÞðxo1
Þ, �ðkÞðxo3

ÞÞ ^ maleð�ðkÞðxo3
ÞÞ ^ antðkÞðxo3

ÞÞ

This is indeed equivalent to the abbreviated version in (58).

APPENDIX C: UNSELECTIVE BINDING

The intuition behind unselective binding is that the whole machinery
with states and registers does not matter as far as truth is concerned: if our
model makes it possible to satisfy the DRS conditions on the domain De,
then our axioms guarantee that there is a state which assigns exactly the
right inhabitants to registers u1, . . . , un. In other words, unselective bind-
ing lets us move from states and registers to entities.

Let u1, . . . , un be terms of type pe, N be a strictly monotonic func-
tion from u1, . . . , un to the integers 1, . . . , n (i.e. N (ux)<N (uy) $
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ux< uy), x1, . . . , xn be distinct variables of type e, 	 be a formula which
does not contain x1, . . . , xn or R (i.e. unselective binding is relative to
an anaphoric resolution, so that we can substitute for all occurrences of
R in the original formula) and write 	* for the formula which results
from 	 by simultaneously substituting x1 for �(i)(u1) and . . . and xn for
�(i)(un) and N (ux)<N (uy) for ux< uy, then

(91) 9o.@(s;[u1, . . . , un]o)6	 = 9x1. . . . 9xn.	*

Proof.
We first prove prove that if 9o.@(s;[u1, . . . , un]o)6	 has a classical truth
value then 9x1. . . . 9xn.	* has the same truth value.

Suppose 9o.@(s;[u1, . . . , un]o)6	 is true. From the monotonicity of
N it follows that the substitution of N (ux)<N (uy) for ux< uy

is truth preserving. Since 	 is true, there is a state which makes 	
true and is inhabited in exactly u1, . . . , un. Call the inhabitants of
these registers e1, . . . , en. Clearly �(o)(u1) = e1 and so on and we can
replace �(o)(u1) by e1. It follows by existential generalization that
9x1 . . . 9xn	* is true.

Suppose now 9o.@(s;[u1, . . . , un]o)6	 is false. Then at least one state
inhabited in exactly u1, . . . , un makes 	 false, and no state inhabited in
exactly u1, . . . , un makes 	 true.

But suppose for contradiction that 9x1. . . . 9xn.	* is true. Call the
witnesses for x1, . . . , xn e1, . . . , en. Now by an induction over states
using AX1 and AX2 there is a state which is inhabited by e1 in u1 and . . .
and en in un. This state is inhabited in exactly u1, . . . , un and it makes 	
true as we see by a reasoning similar to that above. Contradiction.
Suppose again for contradiction that 9x1. . . . 9xn.	* is #. Then 	 is
undefined for all witnesses. It follows that we cannot construct a state
inhabited in exactly u1, . . . , un which makes 	 false. Contradiction. We
now prove that if 9x1 . . . 9xn	* has a classical truth value then
9o.@(s;[u1, . . . , un]o)6	 has the same truth value. Consider first the
case where 9x1 . . . 9xn	* is true. The reasoning is as above. Call the
witnesses for x1, . . . , xn e1, . . . , en. There is a state which is inhabited by
e1 in u1 and . . . and en in un and this state makes both 	 and @(s;[u1, . . . ,
un]o) true. Hence 9o.@(s;[u1, . . . , un]o)6	 is true.

Finally, consider the case where 9x1 . . . 9xn	* is false. Then, by a
reasoning as above, at least one state inhabited in exactly u1, . . . , un

makes 	 false, and no state inhabited in exactly u1, . . . , un makes 	
true. So 9o.@(s;[u1, . . . , un]o)6	 is false. h

Observe that in the case where 9x1 . . . 9xn 	* is false, there will be
states that are inhabited u1, . . . , un and un+1. All of these will make
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@(s;[u1, . . . , un]o) undefined and hence @(s;[u1, . . . , un]o)6	 undefined.
But by the semantics of quantification defined in section 4.3, 9o.P(o) is
undefined just in case P is undefined for all values of o and this is not the
case here, as shown in the proof.

APPENDIX D: THE WEAKEST PRECONDITION

CALCULUS

Muskens (1996) uses a variant of Hoare logic (first adapted for linguistic
purposes in Van Eijck and de Vries 1992) to produce truth conditions for
complex DRSs that are expressible as standard first-order formulae, or in
other words to provide an embedding of CDRT into first-order logic.

There are two parts to this embedding, a one-place function tr
which sends conditions to first-order formulae, and a two-place function
(weakest precondition), which maps pairs of a box and a first-order
formula to a first-order formula. The idea is that wp(K,�) gives us the
first-order formula that must hold in the input state i for us to be able to
process K and end up in a state where � holds. So wp(K,>) gives the
truth conditions of K, and as we shall see, they are identical with the
truth definition from section 5.5.

For our purposes, a one-place function tr will not quite do, since we
need to keep apart multiple occurrences of the same register in several
DRSs when we assign antecedents. To achieve this, we assign a unique
label n to each DRS K to be translated, and let tr be a two-place
function from terms/conditions and DRS labels to first-order terms/
formulae. To deal with anaphoric resolution, we introduce a set of
resolutions functions Rn in our first-order representations, one for
each DRS Kn. These functions will map integers (variable indices) to
integers.

Let x� . . . x� be variables for registers and y� . . . y� variables for indi-
viduals. Then we can define tr and wp as in (92). Notice that p, the
DRS label argument to tr, is only relevant for translating ant conditions.

(92) trðRðx� . . . x�Þ, pÞ ¼ Rðy� . . . y�Þ

trðantðx�Þ, pÞ ¼ y� ¼ ðyRpð�ÞÞ ^ Rpð�Þ < �
trð@ð�Þ, pÞ ¼ @ðtrð�, pÞÞ
trð:K , pÞ ¼ :wpðK ,>Þ
trðK _ L, pÞ ¼ wpðK ,>Þ _wpðL,>Þ
trðK ) L, pÞ ¼ :wpðK ,:wpðL,>ÞÞ
wpð½x� . . . x�j�1, . . . ,�
 �p,�Þ ¼ 9y� . . . 9y�:ðtrð�1, pÞ ^ . . . trð�
 , pÞ ^ �Þ
wpðK; L,�Þ ¼ wpðK ,wpðL,�ÞÞ
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Let us apply these to (93), which is the labelled box representation from
(61) with @ added to the anaphoricity conditions as per the discussion in
section 5.5.

(93)

o :

x1 x2 x3

P edro (x1)
bar (x2)
in (x1, x2)

k :

x3 x4

woman (x3)
man (x4)
date(x3, x4)

⇒ l :

x5

despise (x3, x5)
∂(male (x5))
∂(ant(x5))

∂(ant (x3))
∂(male (x3))
sad (x3)

By applying the DRS rule to the main DRS and tr to all of its condi-
tions, we get (94):

(94) 9y1:9y2:9y3:Pedroðy1Þ ^ barðy2Þ ^ inðy1, y2Þ ^ :wpð½x3x4jwomanðx3Þ,

manðx4Þ; date ðx3, x4Þ�k,:wpð½x5jdespiseðx3, x5Þ, @ðmaleðx5ÞÞ, @ðantðx5ÞÞ�lÞ,

>Þ ^ @ðy3 ¼ yRoð3Þ ^ R1ð3Þ < 3Þ ^ @ðmaleðy3ÞÞ ^ sadðy3Þ

Resolving wp([x5jdespise(x3,x5), @(male(x5)), @(ant(x5))]l),>) gives us (95).

(95) 9y5:despiseðy3; y5Þ ^ @ðmaleðy5ÞÞ ^ @ðy5 ¼ yRlð5Þ ^ Rlð5Þ5Þ

This gives us (96) for the entire embedded conditional.

(96) :ð9y3:9y4:ðwomanðy3Þ ^ manðy4Þ ^ dateðy3; y4Þ ^

:ð9y5:ðdespiseðy3; y5Þ ^ @ðmaleðy5ÞÞ ^ @ðy5 ¼ yRlð5Þ ^ Rlð5Þ5ÞÞÞÞÞ

(96) is identical to (97).

(97) 8y3:8y4:ðwomanðy3Þ ^ manðy4Þ ^ dateðy3; y4Þ ! 9y5:ðdespiseðy3; y5Þ ^

@ðmaleðy5ÞÞ ^ @ðy5 ¼ yRlð5Þ ^ Rlð5Þ5ÞÞÞ
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So for the entire DRS we get (98):

(98) 9y1:9y2:9y3:Pedroðy1Þ ^ barðy2Þ ^ inðy1; y2Þ ^ 8y3:8y4:ðwomanðy3Þ ^

manðy4Þ ^ dateðy3; y4Þ ! 9y5:ðdespiseðy3; y5Þ ^ @ðmaleðy5ÞÞ ^

@ðy5 ¼ yRlð5Þ ^ Rlð5Þ5ÞÞÞ ^ @ðy3 ¼ yRoð3Þ ^ Roð3Þ3Þ ^
@ðmaleðy3ÞÞ ^ sadðy3Þ

To calculate the truth value, we need to resolve the anaphors Rl(5) and
Ro(3). Notice that there is no way the final anaphor can be bound to
one of the variables inside the translation of the conditional, since the
anaphor is outside the scope of the quantifiers that bind these variables.
So if we tried to set Ro(3) = 4 (which of course does not satisfy
Ro(3)< 3 but that is immaterial here), the resulting y4 will be a free
variable. This reflects our purely model-theoretic characterization of
accessibility: accessibility in our lambda terms turns up as quantifier
scopings in the translations to first-order logic, and coindexations that
violate accessibility leads to free variables in the translations.

If wp(K,>) is a correct truth calculation for K, then it should have
the same truth value as 9s.K(s;)(s), provided that the set of anaphoric
resolution functions that occurs in the translation is congruent with the
resolution R which occurs in the original. We can define congruence
by exploiting the one-to-one mapping from DRS labels in the transla-
tion to DRS output states in the original. Writing i indiscriminately for
DRS labels and for states, we say that the set {R� . . . R�} is congruent
with R iff for all labels i2 {� . . . �} and for all n,34

(99) xRiðnÞ ¼ AðiÞðxnÞ

In words, if A resolves the antecedent of the register xn in state i to
register xm, then a congruent Ri should map n to m.

We now show wp(K, >) $ 9 s.K(s;)(s) for congruent resolutions.

Proof.
Notice first that, apart from the obvious rule for @, the only substantial
difference between (92) and the setup in Muskens (1996) is the rule for
ant(xn). For the other cases, the DRS label p is eliminable so that
Muskens’ proof carries over.

34 To avoid clutter, we will here and in the remainder of this appendix use xn for the n’th free
register in s; (i.e. what we have previously written as xs;n

).
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For any formula 	 and state variable i let (	)i denote the result of
replacing each free individual variable yk in 	 with �(i)(xk). We prove
that tr(ant(xn), i)i is equivalent to ant(xn)(i):

(100) tr(antðxnÞ, i)
i $ by the definition of tr

ðyn ¼ ðyRiðnÞÞ ^ RiðnÞ < nÞi $ by the definition of ð	Þi

ð�ðiÞðxnÞ ¼ �ðiÞðxRiðnÞÞ ^ RiðnÞ < n $ by congruence

ð�ðiÞðxnÞ ¼ �ðiÞðAðiÞðxnÞÞ ^ RiðnÞ < n $ by the successor function

ð�ðiÞðxnÞ ¼ �ðiÞðAðiÞðxnÞÞ ^ xRiðnÞ < xn $ by congruence

ð�ðiÞðxnÞ ¼ �ðiÞðAðiÞðxnÞÞ ^ AðiÞðxnÞ < xn $ by the definition of ant

antðiÞðxnÞ:

From this and the proof in Muskens (1996), it follows that wp(K, >)$
9 s.K(s;)(s) for congruent resolutions. h
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Tichý, P. (1982), ‘Foundations of partial
type theory’. Reports on Mathematical
Logic 14:59–72.

van Benthem, J. (1986), Essays in Logical
Semantics. Reidel. Dordrecht.

van Eijck, J. (2001), ‘Incremental dy-
namics’. Journal of Logic, Language and
Information 10:319–51.

van Eijck, J. & F.-J. de Vries. (1992),
‘Dynamic interpretation and Hoare de-
duction’. Journal of Language, Logic and
Information 1:1–44.

van Eijck, J. & C. Unger. (2010), Compu-
tational Semantics with Functional Pro-
gramming. Cambridge University Press.
Cambridge.

van Eijck, J. & A. Visser. (2012), ‘Dynamic
semantics’. In E. N. Zalta (ed.), The
Stanford Encyclopedia of Philosophy
(Winter 2012 edition) (http://plato.
stanford.edu/archives/win2012/
entries/dynamic-semantics/) last
accessed 21 July 2013.

Vermeulen, K. (1993), ‘Sequence seman-
tics for dynamic predicate logic’. Journal
of Logic, Language and Information 2:
217–54.

First version received: 27.09.2012
Second version received: 05.06.2013

Accepted: 10.06.2013

Partial Dynamic Semantics for Anaphora 511

D
ow

nloaded from
 https://academ

ic.oup.com
/jos/article/31/4/457/2937213 by guest on 23 April 2024

http://plato.stanford.edu/archives/win2012/entries/dynamic-semantics/
http://plato.stanford.edu/archives/win2012/entries/dynamic-semantics/
http://plato.stanford.edu/archives/win2012/entries/dynamic-semantics/



