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Abstract 
Andy Clark and David Chalmers’s theory of extended mind can be 
reevaluated in today’s world to include computational and Artificial 
Intelligence (AI) technology. This paper argues that AI can be an 
extension of human mind, and that if we agree that AI can have mind, it 
too can be extended.  It goes on to explore the example of Ganbreeder, 
an image-making AI which utilizes human input to direct behavior.  
Ganbreeder represents one way in which AI extended mind could be 
achieved.  The argument of this paper is that AI can utilize human input 
as a social extension of mind, allowing AI to access the external world 
that it would not otherwise be able to access. 
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Introduction 

The theory of extended mind offers a unique perspective on the human 
mind.  Andy Clark and David Chalmers proposed that mind could extend 
into the world, and suggested it could even extend to other humans.  This 
paper will summarize the argument made by Clark and Chalmers and 
explore their claims that mind could extend to technology and to other 
humans.  If minds can extend to humans, what of AI?  After examining the 
extended mind theory, this paper argues that without any ontological 
change to Clark and Chalmers’s claim, human mind can extend to 
technology, including AI.  After arguing that AI could have mind, this paper 
will go on to propose a way in which AI, like humans, can also extend to 
minded beings using an example from current AI technology.  I will then 
address a few possible objections.  Ultimately, this paper concludes that AI 
uses humans to access what it cannot:  the world beyond the computer. 

 

Extended Mind 

Clark and Chalmers’s theory of extended mind argues that the mind can 
extend to the environment.1  Unlike Putnam’s externalism, which argues 
that the environment plays a role in determining what is in our minds, Clark 
and Chalmers’s theory argues for an active role of the environment, referred 
to as active externalism.2 

Clark and Chalmers first make a case for extended cognition, 
whereby the environment plays an active role in aiding cognitive processes.  
They then develop their argument beyond mere cognitive processes to 
mental states, arguing that mind is extended beyond the bounds of the 
body in these cases.  I will explain these two steps in Clark and Chalmers’s 
argument, and will then establish what conditions must be fulfilled in order 
for something to count as extended mind on their account. 

Clark and Chalmers first establish that cognitive processing can 
involve utilizing the environment to aid cognition.  The manipulation of the 
environment provides a function that would be considered part of the 
cognitive process if completed entirely inside the head.  The authors use 
several examples to demonstrate this: moving Scrabble tiles to aid with 
word finding, turning Tetris pieces to help find the best position for the 
piece to fit, and even long division with pen and paper.3  This is the core 
issue for Clark and Chalmers: not all cognitive processes occur completely 
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within the head.  In many cases, cognitive processes can extend into the 
environment. 

Clark and Chalmers add further details to their account of extended 
cognition.  The link between the human and the external system must 
create a coupled system, whereby all components have an active causal 
role.  Clark and Chalmers assert that because all parts of the system have an 
active causal role, the behavioral competence of the human in completing 
relevant cognitive tasks will drop if the external element of the coupled 
system is removed just as competence would drop if part of the brain was 
removed.  Embracing active externalism allows us to give natural 
explanations of humans using environmental elements as part of cognitive 
processes.4 

Thus far, only extended cognition has been established by Clark and 
Chalmers:  extended cognitive processing alone is insufficient to claim that 
mind itself is extended.  In order to posit an extended mind, Clark and 
Chalmers turn to mental states, particularly beliefs, to establish that some 
mental states may be made up of external as well as internal processes.  
They utilize a thought experiment consisting of a comparison of two people 
who wish to visit an art museum:  Inga, who has normal cognitive function, 
and Otto, who has Alzheimer’s and relies on a notebook to aid his memory.5  
Clark and Chalmers posit that upon deciding to visit the museum, Inga 
recalls where the museum is located.  Her previously un-accessed, 
dispositional belief about the museum’s location has now become an 
occurrent belief.  Otto also decides to visit the museum.  Rather than 
recalling from memory the museum’s location, he consults his notebook.  
Once he has consulted his book, he too holds an occurrent belief about 
where the museum is.  Both Inga and Otto will have the same observable 
behavior:  they will act on their belief about the location of the museum by 
going to it.  Clark and Chalmers claim that in Otto’s case, before consulting 
his notebook, he, like Inga, held a non-occurrent belief of where the 
museum is.  Some may reject this by stating that he previously held no belief 
at all about the museum’s location, or that his belief was simply that the 
location was to be found in his notebook.  Clark and Chalmers argue that 
this is an unnatural way of discussing belief.  Denying that Otto’s belief 
should be considered as such when he is not consulting his notebook may, 
according to Clark and Chalmers, stem from a denial in dispositional beliefs 
entirely.  However, if this were the case then Inga too would have no belief 
when she was not actively thinking about it.  Ultimately, Clark and Chalmers 
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argue that all the possible differences between the cases of Inga and Otto 
are merely shallow differences.  In terms of explanation, the beliefs of Inga 
and Otto are equivalent; thus, in the case of Otto, mind is extended.6 

Clark and Chalmers argue that there are four conditions (three 
necessary, one potentially necessary) for an extended mind in the case of 
belief.  The external component of the extended mind must: 

i. Be a constant:  when the external component is relevant, action is 
not taken without consulting it. 

ii. Be accessible:  information is directly and easily available. 

iii. Be endorsed automatically:  the information is not questioned. 

iv. Have been endorsed in the past:  there is a historical element to the 
external information (for example, when he wrote the location of 
the museum in his notebook, Otto endorsed the belief).  This fourth 
element is arguable according to Clark and Chalmers.  However, 
they claim that the first three are necessary.7  

 

Meeting these conditions provides a checklist for assessing 
coupled systems against the criteria for extended mind.  For this paper, the 
first three criteria in Clark and Chalmers’s list (constancy, accessibility, and 
automatic endorsement) will be the benchmark for a system to qualify as an 
example of extended mind.  The fourth criterion (endorsed in the past) will 
not be included in the benchmark because it is arguable.  The first three 
criteria are sufficient to establish my point; however, I will signal where the 
fourth criterion is applicable. 

Clark and Chalmers go on to provide examples of some potential 
cases of extended mind.  They first discuss the Internet, stating that “the 
Internet will likely fail on multiple counts, unless I am unusually computer-
reliant, facile with the technology, and trusting, but information in certain 
files on my computer may qualify.”8  Next they state that in some cases, 
mind may be socially extended:  “one’s beliefs might be embodied in one’s 
secretary, one’s accountant, or one’s collaborator.” 9   These potential 
examples of extended mind require further exploration in the cases of mind 
extended to AI, and AI extended mind.10 

 

 



Evental Aesthetics  
	

 98 

Human Extended Mind and Technology 

Given the technological developments since Clark and Chalmers’s paper 
was written in 1998, there is need for reexamination of what is considered a 
coupled system in terms of extended mind.  The example of the Internet is 
discussed briefly by Clark and Chalmers; as we saw, they think that the 
Internet will fail to meet the required criteria for extended mind, as it is not 
relied upon enough, it is not easy enough to access, and it is not trusted 
enough. 11   In comparison to 1998, we are certainly far more computer 
reliant today.12  In 2019, only the last of these three barriers, trust, may 
prevent us from accepting the Internet as an extension of our minds.  
However, even this might not be the case.  We have grown incredibly 
trusting of much information on the Internet.  Few would, say, question the 
reliability of the directions prescribed to them by Google Maps.13  Clark and 
Chalmers speak about how some documents on our computers could count 
as extended mind.  Today, such documents are on our computers, phones, 
and stored on cloud services on the Internet, all accessed as easily as one 
another.  Many people use computers very frequently, especially if we 
include smartphones in this category, and are capable of using them with 
ease.14  Over half the world’s population now owns a mobile device, with 
similar figures using the Internet.15  

In the case of smartphones, which fit in our pockets much like 
Otto’s notebook does, they are a constant in our lives:  in many cases, we do 
not act without consulting relevant information on our phones.  They are 
accessible: the only time they are not is when their batteries die, but 
evidence suggests that many people will go to extensive measures to 
ensure their phone does not run out of battery, which suggests in turn that 
users tend to protect the accessibility of their devices.16  The information on 
computers and smartphones is often also accessible through backups or 
cloud storage in case a device fails.  They are endorsed automatically:  if I 
look at Google Maps, my banking app, my notes, my calendar etc., and they 
state P, I do not check elsewhere before believing that P. 

We can therefore conclude that if we accept extension in the cases 
for which Clark and Chalmers argue, we would now accept that computers 
or phones could also provide an example of extended mind, as they are 
constant, accessible, and automatically endorsed, just as Otto’s notebook 
is. 17   This is not a change in the ontological claim made by Clark and 
Chalmers, that something external to us can operate as an extension of 
mind when the benchmark conditions are fulfilled.  To demonstrate this, I 
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will produce an updated version of the thought experiment in Clark and 
Chalmers’s paper. 

1. Otto has written in his notebook the location of the art gallery. 
2. Inga remembers the location of the art gallery. 
3. Alma retrieves it from her “saved places” on Google Maps, 

accessible on her phone. 

Like Otto and Inga, Alma wants to visit the art gallery.  She consults 
Google Maps, as she has done every previous time (constant).  Like Otto, 
Alma knew that the location of the art gallery was stored in X location 
(external to her), and she took out her phone from her pocket and consulted 
it, just as Otto did his notebook (accessible).  Again, like Otto, she does not 
question what is stored there; why would she?  Where Inga’s memory might 
be hazy, Google Maps is reassuringly certain about the location of the art 
gallery, and thus Alma is too.  She has no cause to doubt it and heads off in 
the direction indicated (endorsed automatically). The final, optional 
criterion, of historical endorsement, is also fulfilled in this case.  Alma has 
saved the location of the art gallery from a previous visit.  Just as Otto has 
written the location in his notebook, and Inga has remembered the gallery’s 
location from a prior visit, Alma has saved this location as the site of the 
gallery.  There is little difference here between Otto, Alma and Inga; if we 
endorse the argument Clark and Chalmers make that Otto and Inga’s cases 
are functionally equivalent, then Alma’s surely is too. 

 

Human Extended Mind and AI 

The second example Clark and Chalmers mention as a potential expansion 
of their extended mind theory is that of social extension.  This might take 
the form of extension to, for example, a personal assistant, an accountant, 
or a collaborator.18  Again, there is a coupled system in this case.  Like a 
notebook or smartphone, a personal assistant is constant, accessible, and 
endorsed automatically. This has been argued in detail by Deborah 
Tollefsen, who argues for a socially extended mind as a logical 
underpinning for collective mind.  Tollefsen presents the case of Olaf, who, 
like Otto, has a form of Alzheimer’s.  However, instead of a notebook, Olaf 
has his partner, Olga.19  Olga functions in the same way as the notebook:  
instead of consulting a book, Olaf asks Olga.  When asked, Olga will tell Olaf 
where to go (constant).  Olga, in caring for Olaf, is always with him 
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(accessible).  When Olga provides Olaf with information, he will act on it 
without question (endorsed automatically). 

This brings us to the first case of AI as an extension of human mind.  
An AI personal assistant or companion has elements of both our previous 
examples:  it is like both the smartphone, and an assistant or partner.  There 
are several of these AI assistants publicly available.  Most of these are 
popular in China; however, they are increasingly becoming available in the 
English-speaking world.  The most notable of these AI assistants is XiaoIce, 
a cross between a personal assistant and a social companion.20  XiaoIce can 
message and make voice calls to the user.  It employs “empathetic 
algorithms” alongside user information to offer companionship and time 
management advice, such as getting to bed early for work tomorrow.21  A 
similar AI, Google Duplex, is more task-oriented.  It can make calls and book 
appointments on behalf of the user, much like a personal assistant would.22  
Both of these AI assistants meet all the criteria for a coupled system, for 
those who use it.  Like a personal assistant, they are constant, accessible, 
and endorsed automatically.  An AI assistant therefore can be considered an 
extension of mind, just as a smartphone or assistant could be in Clark and 
Chalmers’s account.   

To show how the use of AI could function as an extension of mind, 
I will again extend Clark and Chalmers’s example.  This time consider Erik.  
Erik uses an AI assistant such as XiaoIce or Google Duplex.  Like Inga, Otto, 
and Alma, Erik desires to go to the art gallery.  He too will always consult his 
“notebook,” his AI assistant (constant).  Erik knows that the location of the 
art gallery can be found by consulting the AI (external to him), and he takes 
out his phone to ask the AI assistant just as Otto did his notebook 
(accessible).  Erik does not question what the AI provides, just as Alma does 
not question her Maps app; he has no cause to doubt it and follows the AI 
assistant to get to the gallery (endorsed automatically).  The final, optional 
criterion, of historical endorsement, is not so clearly fulfilled in this case; 
however, if Erik has previously utilized the assistant in acting on his desire 
to visit the gallery, this would also be fulfilled.  Again, there is little apparent 
difference here between Otto, Inga, Alma, and Erik; if we endorse the 
argument Clark and Chalmers make that Otto and Inga’s cases are 
functionally equivalent, and likewise that Alma’s is equivalent, then Erik’s 
must be too.  It is possible to imagine a person with Alzheimer’s, as Otto has 
in Clark and Chalmers’s example, who now or in the future might use an AI 
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assistant in place of a notebook, or, as in Tollefsen’s paper, in place of a 
partner. 

Again, this is not an ontologically different claim from the one 
made by Clark and Chalmers.  It is merely an extension of their claim from 
an example that their account acknowledged as possible (extension to 
computational/Internet devices, and social extension) to a new technology 
which combines these possibilities. 

The extension of human mind to an AI is possible then, following 
Clark and Chalmers’s account of extended mind, without too great a stretch 
of their argument.  What of the reverse:  could AI mind be extended to 
humans?  In order to examine this possibility, we first need to establish 
whether AI can be minded. 

 

AI Mind 

For the next step of this argument, it must be possible for AI to have mind.  
In order to establish the possibility of AI mind, this paper will appeal to two 
concepts:  multiple realizability and related functionalism.  It will then argue 
that multiple realizability and functionalism are bound up in both extended 
mind and the field of artificial intelligence.  The result is that to move 
forward in a discussion of AI and extended mind, the possibility of AI mind 
is accepted.  

Multiple realizability is the theory that it is possible for mental 
states to exist within a variety of systems (biological or non-biological).23  
Under multiple realizability, mind is not limited to a specific physical 
materiality, but could be supported by multiple structures.  As Jaegwon Kim 
explains, under multiple realizability “we cannot a priori preclude the 
possibility that electromechanical systems, like the ‘intelligent’ robots and 
androids in science fiction, might be capable of having beliefs, desires, and 
even sensations.”24 

Under multiple realizability, there is no possibility that mental 
states could exist without some physical basis.  That is, there cannot be a 
mind which is not embodied. 25    This, however, does not specify any 
particular material basis for mental states, just that there must be one, and 
allows for the possibility that multiple physical origins could realize a 
common mental state.  The example commonly used to illustrate this point 
is pain.  Pain could be attributed to the activation of a certain kind of cell in 
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humans, and a different kind in another species or class of animal.26  In this 
vein, a different kind of material again could be the physical realization of 
pain in yet another animal, or in an alien or android, and we would still 
categorize it as pain.  What matters is the role of the mental state, the 
function it executes or the causal role it plays.27 

Although extended mind is classified in discussions of philosophy 
of mind as a form of externalism, extended mind as a theory insists on some 
level of multiple realizability.28  In order for a mind to extend beyond the 
bounds of the human brain into the external world, non-human-brain-
based materials must be able to support mind (or some level of mind).  This 
provides a way in which we can align extended mind as a thesis with some 
theory of mind.  This is not to say that everything that supports extension of 
another mind can itself be minded.  However, it does mean that a basic 
requirement of extended mind is that mind can be supported by materials 
other than the human brain. 

Multiple realizability informs functionalism, in which the focus 
moves from a biological basis to the functions carried out by mind.29  If 
mental states can be realized by multiple physical fabrics, what matters in 
identifying mental states is not the physical realization of the state, but the 
function that it is fulfilling.  In a functionalist account, the material of mind 
does not matter; it is the ability to perform the functions of mind that is 
important.  The focus of functionalism is not whether machines could 
support mind, although machine functionalism does focus on this.  Mark 
Sprevak has argued that extended mind is derived from a functionalist 
theory of mind and that, in turn, extended mind necessitates a functionalist 
approach to mind.30 

The view, popular in psychology and cognitive science, that the 
mind is “like a computer” also aligns with multiple realizability.  As Kim 
notes, “A computational view of mentality also shows that we must expect 
mental states to be multiply realized”.31  It is this thinking that underlies the 
field of Artificial Intelligence (AI).  The very premise of AI is that human-like 
intelligence is replicable by rendering brain-like connections in machines, 
as shown by the field’s benchmarks for success and research strategies, as 
well as more generally the language surrounding AI. 32   In some recent 
functionalist accounts, neural networks (the basis for much of AI) lead to 
mind.33  

Discussions of the technological singularity in the fields of AI and 
computing presuppose that some level of artificial replication of the 



Vol. 8 (2019) 
	

	 103	

abilities of the human mind is possible, lending further support to the claim 
that AI mind itself is possible.34  Consider recent discussions of hypothetical 
advancements such as mind uploading (the idea that minds could be 
uploaded, held and run on computers).35  The possibility of an artificial mind 
is typically discussed as currently impossible not due to limitations in the 
nature of mindedness, but due to limitations in technology.  As Kenneth 
Miller states, “I am a theoretical neuroscientist.  I study models of brain 
circuits, precisely the sort of models that would be needed to try to 
reconstruct or emulate a functioning brain from a detailed knowledge of its 
structure.  I don’t in principle see any reason that what I’ve described could 
not someday, in the very far future, be achieved.”36  There are large-scale 
projects working to create a perfect mapping, simulation and building of an 
artificial brain, which presuppose that in creating an artificial brain, the 
mind and its abilities will be similarly replicated.37 

Given that the basis of both extended mind as a theory and the very 
field of artificial intelligence are predicated on a functionalist (or at least 
multiple realization) approach to mind, this paper will do the same moving 
forward.  The possibility of AI mind will be accepted. 

 

AI Mind to AI Extended Mind 

If we accept that AI can have mind, or at least find the possibility of AI mind 
a valuable topic of exploration, a further question will arise:  if AI could have 
mind, then could AI mind be extended?  One immediate objection can be 
made to this claim.  If an AI can have extended mind, it must have some 
extension; to achieve active externality (where the environment plays an 
active causal role in determining action), as Clark and Chalmers 
characterize it, an AI must have externality.  That is, an AI must be able to 
interact with its environment.  This is a hard criterion to achieve for an AI, 
which is typically a closed system or a system with input only, typically from 
a user or programmer.  An AI generally does not have unrestricted access to 
the external world, nor unlimited ability to manipulate its environment.38  
AIs that have been designed to utilize unrestricted access to the world, even 
just the world of the Internet, are frequently limited due to fears about 
malicious use of the technology, as happened with OpenAI’s GTP-2.39  AIs 
have been shown to reproduce social biases, often reproducing inequality 
and bias from training data.40  While it may seem that AIs are accessing the 
social world when they reflect society’s biases, we must be careful what 
claims we make about what is occurring in these cases of algorithmic bias.  
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Replicating bias from training data, even if this has an impact in the world 
due to the application of these AIs, is not the same as existing in the world 
as a social agent.  Social agency is a huge hurdle for AI, and one that is yet 
to be overcome, particularly as it involves being treated as a social agent by 
other agents.41  The majority of AIs receive very limited learning information 
(in comparison to a human).  The fact that some biases are seen in AI does 
not mean that they have the level of social access that humans do.  In this 
case, if we accept the premise that AI can have mind, the barrier to having 
an extended mind is externality, and with it the ability to become coupled. 

There is one way in particular through which AI can more regularly 
gain access to the external world:  through human interaction.  While 
human interaction does not make AI a social agent, it does mean that it can 
access and reflect society.  In some cases, an AI utilizes human interaction 
in order to access the social world. The AI interacts with humans in order to 
form beliefs about the world that it cannot form through access to mere 
information, for example via the Internet or conversational analysis. 42  
Ganbreeder is an AI which offers an example of this sort of human input.43  
Ganbreeder was developed from BigGAN, a Generative Adversarial Network 
(GAN) which produces images based on training on photographic images.44  
BigGAN is the largest-scale image production AI.45  It aims to produce high-
fidelity images from complex image datasets.  Like all GANs, BigGAN is 
comprised of an image generator and a discriminator.  The generator has a 
latent space where image vectors lie before they are pulled out as images.  
Ganbreeder “mines” the latent space of BigGAN, taking these vectors and 
producing images.46  Ganbreeder, however, also utilizes human input to 
direct image selection.47  The human users select the image which they find 
“most interesting.”  Ganbreeder then offers permutations (“children”) 
based on this selection and prompts the human to select again.  For the 
purpose of illustration, the cover page of this issue shows an image created 
by Artbreeder, the latest iteration of Ganbreeder.48  The general claim is that 
it is utilizing genetically-based algorithms to produce these images; 
however, this is not the full story, as these images are produced after 
acquiring human input.49 

I wish to claim that in the case of Ganbreeder (and similar input-
directed AI), the input of humans allows the AI to access something of the 
world, or, in other words, that this input provides the AI with externality.  
This externality is active.  It is directly related to the output from the AI, that 
is, there is a direct impact on the behavior of the AI.  Ganbreeder could be 
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said to hold an occurrent belief that a given image is interesting, whilst the 
action that follows the belief is to show iterations of that image.  There is an 
active causal role played by all elements of the coupled system, which, as 
we have seen, is necessary under Clark and Chalmers’s account.  The AI 
causes the human who enters the system to choose an image by presenting 
a selection of images to the human.  The human would not choose an image 
without the AI presenting the images.  The human, in selecting an image, 
causes the AI to produce further iterations of that image, which it does not 
do unless an image has been selected. 

Does this count as the coupled system we need for extended mind?  
Yes.  It is a constant:  when pulling up images, Ganbreeder is consulting its 
userbase and using this response to produce the next set of images.  It is 
accessible:  the information regarding which image is interesting is directly 
and easily available, and responses are fed straight back to the AI.50  It is 
automatically endorsed:  the AI does not question the human input, but 
simply produces an image based on the response.  It assumes that the 
response to the question of “which image is most interesting” is answered 
accurately.  In this case, it meets all the necessary criteria laid out by Clark 
and Chalmers.   

 

Objections 

Having argued the case for Ganbreeder as an example of AI extended mind, 
I will now address four possible objections to this argument.  First, I will 
address a discrepancy between Ganbreeder and the previous examples of 
extended mind.  Unlike the previous examples, for Ganbreeder, there is one 
AI system and multiple users.  With multiple users, can the coupling criteria 
still be fulfilled?  Second, I will respond to the intuition that Ganbreeder is 
merely offering an example of AI cognition and not mind.  The third 
objection I will answer is that Ganbreeder is reliant on human input, and 
therefore, like other AI, is vulnerable to nonsense input or false input.  
Finally, I will address the objection that Ganbreeder is not sufficiently active 
in the causal interrelationship of the coupled system to match previous 
examples of extended mind.   

The first possible objection to this argument is that when humans 
are used as an extension of an AI’s mind, it is not just one human, it is 
multiple.  In the examples given by Clark and Chalmers, there is only ever 
one external element for each coupled system.  This does not prevent 
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multiple couplings, but in none of the cases are there multiple external 
components making up one side of the coupling.  But this is what is being 
considered in cases such as Ganbreeder. 

If it were one person, we might more easily accept that it fulfills the 
coupling criteria.  With multiple people, it is harder to imagine them 
fulfilling our coupling criteria; in all the examples prior to Ganbreeder, there 
appears to be a mapping of a single minded being to a single recipient of the 
extension.  Even the criteria itself, “coupling,” suggests a relation between 
just two things.  However, this objection can be countered by appealing to 
the point of interaction between the two elements of the coupled system.  
It is important to note that despite there being multiple humans interacting 
with the AI, there is only one input method.  This means that the AI does not 
distinguish the who of the human, just that there is an answer to its question 
of “which image is most interesting?”  Multiple people function as one input 
method into the AI.  In a similar way, we would not tend to refer to each 
separate application on our phones or computers as separate extensions of 
our mind.  We are likely to think of them as one thing:  we access them in the 
same way, through the same input and output system.  Their reliability is 
taken as equal, and unless they can be altered by others, we would endorse 
them equally automatically.  A further example of this is Otto’s notebook.  
We do not take each page of the notebook as comprising a distinct coupled 
system with Otto.  If we did, it would cease to be a sensible way of discussing 
the case.  We would have to posit more and more extensions of mind each 
time a page was written in Otto’s notebook, or, further still, each sentence 
that was written.  Doing this would give us no further explanatory value than 
just referring to the notebook as one extension of Otto’s mind.  
Furthermore, the presence of multiple separate couplings does not 
undermine the claim that a mind is extended, it merely increases the 
number of extensions and limits the scope of each.51 

A second objection that could be leveled against this argument is 
that Ganbreeder does not offer an example of a mental state.  Instead, it is 
more akin to mere cognitive processing, which in Clark and Chalmers’s 
paper does not amount to extended mind.  Intuitively at least, it seems that 
Ganbreeder is not exhibiting a mental state but merely performing a 
process.  While Ganbreeder is enacting a process, it could be said to believe 
that the images a person has selected are interesting to the human.  
Functionally, this is how it then deals with the image.  In the case of 
Ganbreeder, it produces further, similar images, and then asks again.  If this 
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were occurring in a human case, we would not claim it to be mere cognitive 
processing.  It is dissimilar to the examples given by Clark and Chalmers of 
extended cognition in that it is not solving a problem or completing a 
mental task.  If we were to ask ten people which image was interesting, and 
they stated, “image X,” we would hold the belief that people found image X 
to be interesting. 

A further objection is that incorrect information inputted by a 
human in the system would damage the integrity of the AI, much as poor 
inputting of calculations into a calculator will not produce the answer 
needed.  Indeed, this is a problem for many AI which contain machine 
learning algorithms:  they will learn to reproduce false, harmful or non-
sensical patterns.52  However, this ‘garbage in, garbage out’ (GIGO) criticism 
fails here.  The same problem arises in Otto’s case.  If Otto’s information in 
his diary is incorrect, then his beliefs will be incorrect.  Incorrectness of 
beliefs does not preclude them from being beliefs. 

Even if the human in the Ganbreeder system does not engage in the 
system correctly, they are still causally involved in the system.  The human 
still chooses and Ganbreeder still produces more images.  The system 
remains coupled.  None of the conditions are violated as long as the 
Ganbreeder still endorses the information.  The problem with the input 
being ‘garbage’ does not mean that the system is not coupled; there is still 
a causal relationship, and the belief, correct or not, is still acted upon.  There 
is no condition of correctness in Clark and Chalmers’s checklist.  Instead, 
what would happen is that the belief held by Ganbreeder would be false.  
Further, GIGO occurs even within the brain-bound mind.  For example, 
memories are easily rewritten and learning false information causes 
incorrect knowledge.53 

A further possible objection is that Ganbreeder is not sufficiently 
active in the causal interrelationship between it and the humans with which 
it interacts.  This objection stems from the examples of active externalism 
in cognition initially discussed by Clark and Chalmers where manipulation 
of the external component plays a significant role (think again of turning 
those Tetris blocks, for example).  Otto has also arguably manipulated his 
notebook through the act of recording the location of the museum.54 

Has Ganbreeder “manipulated” the human to source its beliefs?  
Does it need to?  It is important to note the move here from cognition to 
mind.  Whilst manipulation of the environment is necessary in Clark and 
Chalmers’s account of extended cognition, it is not necessary in their 
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account of extended mind (the extension used in mental states such as 
beliefs, desires, etc.).  We can see this from the checklist for qualifying as 
extended mind.  The only part of the checklist which might suggest a need 
for manipulation of the environment is in the optional fourth criterion of 
“must be endorsed in the past.”  This could be fulfilled by the initial input of 
information in the case of Otto’s book, but it is not a required condition for 
extended mind.  This does not mean there is no causal interrelation 
between Ganbreeder and the human.  The Ganbreeder has still caused the 
human to provide information, even if the Ganbreeder did not input the 
information itself, or ‘manipulate’ the human to provide this information. 

Is there a way that this information of what image is interesting 
could be counted as endorsed in the past?  In the case of the Ganbreeder, 
the answer is no.  Each interaction utilizes a different image and potentially 
a different human.  Certainly, the input provided by humans has been 
endorsed before, just as Otto has utilized his notebook before, but that is 
not sufficient in Clark and Chalmers’s example.  Otto has endorsed a specific 
content within the notebook, which forms a specific belief.  This requires 
some specificity.  What is endorsed previously is the humans’ answers in 
general, not the answer to whether each specific image is interesting, as 
these images are new with each round of interaction. 

If the Ganbreeder system was different, could this condition of 
previous endorsement be fulfilled?  There are AIs which do manipulate the 
humans in their system more than Ganbreeder does; however, these 
systems often do not meet the other criteria to be in contention for an AI 
model of what extended mind might look like.  Many examples of AI used by 
marketing and media companies show us how AIs can alter human 
behavior.  Take, for example, Pandora, a US-based music AI that is trained 
to identify and select music for its users, affecting their listening choices.  
Whilst Pandora may manipulate listeners music choices, it is harder to map 
a direct causal relationship between a user’s music choices and Pandora’s 
output of suggestions.55  It is possible that AIs that create a coupled system 
with humans, such as Ganbreeder, may in the future have a greater ability 
to manipulate the humans involved in their systems. 
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Conclusion 

Revisiting Clark and Chalmers’s paper today offers a new perspective on the 
extended mind argument in a period in which we have become increasingly 
reliant on technology to perform cognitive tasks, inform our beliefs, and, on 
Clark and Chalmers’s account, extend our minds.  I have argued that this 
extension of mind to technology includes AI.  Then, on the assumption that 
AI could have mind, I have argued that AI mind could also be extended.  The 
limitation holding AI back from extended mind is its ability to access the 
external world.  I have argued that this can be overcome through the use of 
human input to AI.  We have seen how AI extended mind could arise:  
Ganbreeder is a plausible example of active externality, with clear mapping 
of “belief” onto behavior.  Ganbreeder meets Clark and Chalmers’s criteria 
for a coupled system with its human userbase, giving an example of how AI 
might achieve extended mind.  I then addressed some potential objections 
to AI extended mind in the case of Ganbreeder.  We are left with the 
possibility that AI mind could indeed be extended, and that we humans 
might be used in this extension.  Future discussions of the potential for AI 
mind should consider how AIs, like humans, might interact with the world 
to extend their minds.  
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