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Abstract 

The present narrative review seeks to unravel where we are now, and where we need to go to 

delineate the active ingredients in psychotherapy delivered by conversational agents (e.g., 

chatbots). While psychotherapy delivered by conversational agents has shown promising 

effectiveness for depression, anxiety, and psychological distress across several randomized 

controlled trials, little emphasis has been placed on the therapeutic processes in these 

interventions. The theoretical framework of this narrative review is grounded in prominent 

perspectives on the active ingredients in psychotherapy. Based on search terms derived from 

various theoretical perspectives, we conducted a systematic literature search of four scientific 

databases and identified 17 studies. Across the selected studies, three themes emerged: 

relationship variables, emotional venting, and cognitive factors. While methodological issues 

compromise the epistemic value of this evidence base, core questions also remain to be 

answered. Such questions include, but are not limited to, whether humans can form 

affectionate bonds to inanimate beings and whether these kind of mental health treatments 

should be understood as psychotherapy or something else. Researchers should therefore be 

cautious when applying theories of psychotherapy in the realm of conversational agents. We 

conclude the paper by introducing recommendations for future research, which we hope will 

help instigate methodologically sound studies in this field. 
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1. Introduction 

"It’s the relationship that heals" stated American psychiatrist Irvin Yalom (1989, p. 

122) regarding how psychotherapy works. New findings put this notion to the test – or at 

least question whether the relationship must be between humans. Recent years have 

featured an explosive upsurge in research on psychotherapy delivered by conversational 

agents, such as chatbots and social robots. A meta-analysis identified 32 randomized 

controlled trials of digital conversational agents delivering mental health interventions, 

demonstrating promising effectiveness in decreasing symptoms of depression, anxiety, and 

psychological distress in adults (He et al., 2023). With the reservation that this research field 

remains in its early stages, psychotherapy delivered by conversational agents seems to be a 

promising alternative to established mental health interventions, overcoming core treatment 

barriers such as economic costs, waiting lists, and geographical distances (Kazdin, 2018). 

While there is a long tradition for studying how psychotherapy works (Cuijpers et al., 

2019; Wampold & Imel, 2015), such a research direction remains to be established in the 

realm of conversational agents. In psychotherapy research, so-called process research partly 

concentrates on what aspects of therapy account for therapeutic effectiveness, also called the 

active ingredients (McAleavey & Castonguay, 2015). Process-research is important, as it 

helps identify effective and redundant treatment components – answering the question: 

what works for whom, and under which circumstances (Kazdin, 2007). However, theory and 

evidence from process-oriented psychotherapy research are not necessarily compatible with 

conversational agents. While conversational agents, to varying degrees, can engage in 

human-sounding conversations, the issue here is that there may be more than the literal 

meanings conveyed through spoken words that account for the effectiveness of therapy. This 

includes, but is not limited to, the interpersonal relationship and expectations of 

improvement arising from the sociocultural context surrounding therapy (Frank & Frank, 

1991; Wampold & Imel, 2015). Therefore, it cannot automatically be assumed that CA-

psychotherapy works through similar causal pathways as traditional psychotherapy. 

Considering the promising meta-analytical evidence on CA-psychotherapy for 

emotional problems coupled with the limited knowledge of the active ingredients, the time 

has come to ask how CA-psychotherapy brings about emotional improvements in adults. To 

instigate a process-oriented research direction in the realm of conversational agents, we 

conducted a narrative review examining where we are now and where we need to go to 

expand our knowledge of the active ingredients in CA-psychotherapy. The analytical 

framework for the narrative review is grounded in different theoretical perspectives on active 

ingredients in traditional, human-delivered psychotherapy. Specifically, we systematically 

searched for research on this topic and delineated common themes that suggest candidates 

for the active ingredients in CA-psychotherapy. Based on our findings, we outline 
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recommendations for future research to instigate scientific discussions and endeavors into 

exploring the active ingredients in CA-psychotherapy. 

2. Background 

2.1. Psychotherapy delivered by conversational agents 

Even though research on conversational agents has experienced notable growth in 

recent years, the idea itself is not a recent development. In the 1960s, software engineer 

Joseph Weizenbaum created the pioneering chatbot Eliza, which employed simple pattern-

matching and rephrasing techniques to simulate a Rogerian therapist (Weizenbaum, 1966). 

Thenceforth, a variety of conversational agents has been developed. Before we turn to recent 

scientific endeavors into CA-psychotherapy, we briefly outline the conceptual features of 

conversational agents. 

The term conversational agent is best understood as an umbrella construct that 

encompass a range of software systems developed to engage in verbal conversations with 

humans. Specifically, conversational agents receive verbal input and produce verbal output 

in a conversational manner (Schöbel et al., 2023). While chatbots are characterized by their 

text-interfaces, social robots distinguish themselves by the physical embodiment (Chen et al., 

2020). On the other hand, digital avatars are typified by their virtual embodiment, whereas 

virtual assistants, such as Siri and Alexa, are typically not visually represented 

(Adamopoulou & Moussiades, 2020). While most agents use text-based communication, 

others communicate using audible speech and visual modalities, such as gesticulation and 

facial expressions (ter Stal et al., 2020). Yet perhaps the most critical feature for 

distinguishing conversational agents is the dialogue software enabling conversations with 

human users. Rule-based agents operate using preprogrammed dialogue options and 

pattern-matching techniques to select suitable responses to human prompts (Schöbel et al., 

2023). More advanced conversational agents are based on artificial intelligence (AI) 

technologies or, more specifically, large language models (LLM), which are driven by 

machine learning and autoregressive techniques (Adamopoulou & Moussiades, 2020; 

Allouch et al., 2021). Unlike rule-based systems, LLM-based agents are not constrained by 

pre-programmed responses, but generate their responses based on probabilistic techniques, 

providing more dynamic, individually tailored, and natural-sounding conversations 

(Shahriar & Hayawi, 2023). 

Although Eliza was launched in the 1960s, about 50 years passed before we began 

seeing studies of conversational agents in psychotherapy. A crucial milestone emerged when 

Fitzpatrick et al. (2017) published the findings of a randomized controlled trial that 

examined the effectiveness and feasibility of cognitive behavioral therapy (CBT) delivered by 

the rule-based chatbot Woebot (N = 70). In this study, the human therapist was replaced by 

the chatbot Woebot, which aimed to assess and use CBT techniques in a conversational 
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manner to facilitate more positive thinking styles. After two weeks of access to Woebot, the 

treatment group reported a significant decrease in symptoms of depression in comparison to 

receiving access to an e-book on depression (d = 0.44). Participants in the treatment group 

on average used Woebot 12 times (range = 8-18) throughout the period, indicating a 

consistent level of engagement with the chatbot. Thenceforth, numerous randomized 

controlled trials have been published and have demonstrated promising effectiveness 

(Fitzpatrick et al., 2017; Fulmer et al., 2018; He et al., 2023; Klos et al., 2021; Ly et al., 2017). 

Most recently, a meta-analysis of 32 randomized controlled trials found significant 

improvements from mental health interventions delivered by conversational agents in 

symptoms of depression (k = 8, g = 0.48) and symptoms of generalized anxiety (k = 6, g = 

0.35) compared to measurements only (He et al., 2023). 

However, interpreting these meta-analytical findings is challenging. First, the meta-

analysis included a heterogeneous variety of studies, distinguishable in terms of population, 

treatment approach and duration, primary outcome, and more (He et al., 2023). This 

mixture makes direct comparisons to meta-analyses with narrower scopes difficult, for 

example meta-analyses from psychotherapy research. Second, the reasons for the observed 

outcomes are uncertain, as the active ingredients in such treatments remain to be explored. 

As a consequence, there is limited basis for interpreting these findings and improving CA-

psychotherapy, for example, in terms of what therapeutic strategies and techniques are more 

or less important to incorporate into conversational agents. The present contribution aims to 

help establish such a process-oriented research direction. 

2.2. The active ingredients in psychotherapy 

Most studies in this field have examined traditional CBT delivered by conversational 

agents (He et al., 2023). This trend likely reflects its recognition as the 'gold standard’ of 

therapies (David et al., 2018) and the convenience of implementing its manual-based format 

in digital technologies. Despite this status, however, researchers should not take for granted 

that traditional CBT – or other specific therapeutic approaches – work exactly as 

theoretically prescribed. Indeed, there are substantial controversies surrounding what 

elements of psychotherapy make it effective (Cuijpers et al., 2019; Grencavage & Norcross, 

1990; Kazdin, 2007; Wampold & Imel, 2015). The present section outlines prominent 

perspectives on the active ingredients in psychotherapy to construct an analytical framework 

for the narrative review. Our overarching claim here is the following: The controversies 

surrounding the active ingredients in psychotherapy necessitate an analytical framework 

that acknowledges multiple, sometimes conflicting theoretical perspectives as explanatory 

frameworks for CA-psychotherapy. On this basis, we derived search terms from a wide array 

of theoretical perspectives for our systematic literature search. 
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The main therapeutic approaches in psychotherapy are the so-called bona-fide 

approaches, such as traditional CBT, psychodynamic therapy, and interpersonal therapy 

(Braun et al., 2013; Wampold et al., 1997). Bona fide therapies are commonly considered 

‘validated’ treatments as their efficiency has been established in numerous studies and they 

are based on a 'clear' rationale (Braun et al., 2013). As briefly mentioned earlier, the 

elements in psychotherapy that foster therapeutic change (e.g., symptom reduction) are 

called the active ingredients (Cuijpers et al., 2019; Lorenzo-Luaces, 2023). A common 

example is cognitive restructuring techniques, where the therapist, for instance, challenge 

the validity of the client’s beliefs to foster more positive thinking (Powers et al., 2017). The 

psychological change processes elicited from such therapeutic techniques are referred to as 

mechanisms of change (Kazdin, 2007), for example less dysfunctional beliefs about oneself 

and the world. In process-research, the active ingredients believed to characterize specific 

therapeutic approaches are the so-called specific factors (Cuijpers et al., 2019; McAleavey & 

Castonguay, 2015). Theoretically, specific factors are designed to relieve an etiological cause 

of the disorder (Wampold & Imel, 2015). For example, an assumption in traditional CBT is 

that dysfunctional beliefs elicit emotional issues, and cognitive restructuring techniques are 

therefore employed to alter these beliefs (Powers et al., 2017). The implicit assumption that 

an etiological cause must be relieved to experience improvement is sometimes referred to as 

the medical model due to its resemblance to medical theories of pathology and treatment 

(Elkins, 2009; Wampold & Imel, 2015). An implication of this assumption is that, in theory, 

each therapeutic approach fosters therapeutic change through different causal pathways 

(Wampold & Imel, 2015). However, this assumption has been contested both theoretically 

and empirically (Cuijpers et al., 2017; Frank & Frank, 1991; Grencavage & Norcross, 1990; 

Lemmens et al., 2017; Lemmens et al., 2016; Wampold & Imel, 2015). 

Despite different etiological assumptions and treatment strategies across approaches, 

however, identifying differential effectiveness and unravelling the active ingredients have 

been challenging (Cuijpers et al., 2019). Even though CBT is commonly considered the gold 

standard, meta-analyses have found none to small differential effectiveness across bona fide 

therapies (Cuijpers, 2017; Wampold et al., 1997), especially when controlling for researcher 

allegiance (Luborsky et al., 2002). Rosenzweig (1936) observed this trend and coined it the 

dodo bird verdict as an analogy to Alice's Adventures in Wonderland in which a dodo bird 

concluded a race by announcing "Everyone has won, and all must have prizes!". In other 

words, the dodo bird verdict expresses the empirical trend that, despite conceptual 

differences, bona fide therapies demonstrate comparable efficiency (Cuijpers et al., 2019).  

Partly owing to the dodo bird verdict, numerous scientists have contested the idea of 

distinct causal pathways across therapeutic approaches. Broadly speaking, the so-called 

common factors movement claims that therapy works through shared rather than distinctive 
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causal pathways (Cuijpers et al., 2019; Wampold & Imel, 2015). Common factor approaches 

emphasize the common active ingredients across approaches, also called the common 

factors, such as therapeutic relationship and expectations of improvement (Wampold & 

Imel, 2015). Common factors arise not because of the deliberate intention of the therapist’s 

technique but due to similarities in the structure, procedures, and type of social interaction 

that are shared across therapeutic approaches (Garfield, 1995). As an illustration, a close, 

trusting relationship to a warm, empathetic therapist is considered to be helpful in several 

common factor approaches (Wampold & Imel, 2015). Some approaches also highlight the 

benefits of positive outcome expectations arising partly from the sociocultural context 

surrounding therapy (Frank & Frank, 1991; Wampold & Imel, 2015). In other words, 

common factors are not bound to the therapist’s techniques but rather inherent features of 

the therapeutic setting regardless of therapeutic orientation, whether that be CBT, 

psychodynamic therapy, or some other approach. 

Yet it is important to note that the common factors movement does not represent a 

unitary front but comprises a wide array of scientists with more or less distinctive 

assumptions. Notably, Grencavage and Norcross (1990) conducted a review of 50 

publications of different authors and revealed 89 common factors conceptualized in the 

literature. The most frequently proposed common factor was the interpersonal relationship 

(k = 26). Other frequent common factors were emotional ventilation, i.e., getting relief from 

negative emotions by expressing them (k = 19) and expectations/hope (k = 13). On the other 

hand, there was considerably less consensus regarding techniques (k = 7) and adherence to a 

treatment protocol (k = 4). Although consensus has limited epistemic value, these findings 

illustrate the abundance of common factors proposed in the literature. Among common 

factors approaches, however, perhaps the most influential framework nowadays is the 

contextual model. In this approach, Wampold and Imel (2015) claim that the effectiveness of 

therapy emerges from the real relationship (i.e., a genuine relationship where each perceives 

each other accurately) with a therapist, positive outcome expectations, as well as the specific 

factors of each therapy. However, Wampold and Imel (2015) did not consider therapeutic 

techniques effective because they address some hypothesized cause of the disorder. Rather, 

because the techniques are beneficial regardless of how the condition came about. For 

example, thinking more positively about oneself may be beneficial regardless of whether 

dysfunctional self-referential beliefs originally caused one’s emotional problems. 

A core issue feeding into the controversies surrounding psychotherapy is problematic 

research methods and ambiguous research findings. Experimental manipulations of specific 

factors (i.e., component studies) tend to show null findings, suggesting limited to none 

isolated effect of specific factors such as cognitive restructuring (Bell et al., 2013; Cuijpers et 

al., 2017). While insufficient statistical power is a possible alternative explanation of these 
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null findings (Cuijpers et al., 2017), the external validity of component studies is also limited, 

as treatment components might interact with each other rather than exerting isolated 

influences on the outcome. For example, cognitive restructuring exercises may be more 

effective when coupled with exposure exercises, as the latter may provide ‘evidence’ that the 

dysfunctional assumptions are unfounded. Another common process-research strategy is 

mediation analyses. Recent years have featured an increasing number of time-lagged 

mediation analyses to ensure temporal distance between the variables of interest (Hayes et 

al., 2022; Johannsen et al., 2022a), thereby strengthening interpretations of causality. While 

time-lagged mediation studies exhibit a relatively high epistemic value, they yield mostly 

weak or no supported for the causal pathways of therapeutic approaches. For example, CBT 

(A-Tjak et al., 2021; Lemmens et al., 2017; Quigley et al., 2019), acceptance and commitment 

therapy (A-Tjak et al., 2021; Johannsen et al., 2022b), interpersonal therapy (Lemmens et 

al., 2017; Lemmens et al., 2016), and mindfulness-based cognitive therapy (Johannsen et al., 

2022b) for depression or anxiety have provided little to no time-lagged evidence in support 

of the hypothesized mechanisms of action. Moreover, although the alliance emerges as one of 

the strongest predictors of treatment outcomes (d = 0.57 (Horvath et al., 2011; Wampold & 

Imel, 2015)), a meta-analysis of time-lagged mediation research also shows mixed results for 

the alliance (Baier et al., 2020). Such findings are in conjunction with the uncontroversial 

notion in process-research that there is limited firm, empirically substantiated evidence for 

how psychotherapy works (Cuijpers et al., 2019; Kazdin, 2007; Lemmens et al., 2016; 

Lorenzo-Luaces, 2023; Mulder et al., 2017; Wampold & Imel, 2015). As a consequence, a 

cautious approach is necessary when constructing an analytical framework for the present 

narrative review. 

2.3. The present narrative review 

Although the field of CA-psychotherapy is currently flourishing, our understanding of 

the active ingredients remains scarce. On this basis, this narrative review aimed to delineate 

current evidence for the active ingredients in CA-psychotherapy and provide directions for 

future research. Given the controversies connected to establishing the active ingredients, we 

acknowledge conflicting perspectives (i.e., the medical model, such as CBT, and common 

factor approaches) as explanatory frameworks for the effectiveness of psychotherapy. On this 

basis, the current narrative review exploratively evaluated the evidence for the active 

ingredients in CA-psychotherapy. To this end, we derived search terms from a wide array of 

theories of psychotherapy (see Appendix). We also included studies that investigated 

human-computer interactions in contexts beyond psychotherapy. Our main reason for this 

decision was to assess whether the preconditions exist for applying the theoretical 

frameworks from psychotherapy in this field. For example, research showing that individuals 
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tend to self-disclose to conversational agents could provide indications of emotional venting 

in CA-psychotherapy. 

3. Method 

We conducted a narrative review of the scientific literature, as this methodology 

allowed us to exploratively identify the emerging research trends in this field. Specifically, we 

conducted a systematic literature search on four electronic bibliographic databases 

(PsychInfo, Pubmed, ACM, and IEEE) up until May 15, 2023. The search strategy was 

employed for the four databases independently using Boolean operators. To ensure 

comprehensiveness, the search terms were derived from reviews and theoretical papers 

(Grencavage & Norcross, 1990; Hayes et al., 2006; Johannsen et al., 2022b; Kirsch et al., 

2016; Powers et al., 2017; Røssberg et al., 2021; Wampold, 2015; Wampold & Imel, 2015) 

and discussed within the research team. Two researchers in psychology and psychotherapy 

not authoring the present paper provided suggestions for other terms to include in the 

search string. To minimize the number of irrelevant results, terms with multiple definitions 

and usages (e.g., ‘acceptance’) were intentionally omitted from the search. The final search 

string included different terms for ‘conversational agents’ (e.g., chatbots and virtual avatars) 

and active ingredients as suggested in various theoretical approaches (see Appendix for a 

full overview of search terms). As can be seen from Appendix, the search terms contained 

specific terms for 'active ingredients' and 'mechanisms of change', as well as specific 

examples of hypothesized factors in psychotherapy (e.g., cognitive restructuring, 

decentering, alliance, etc.). This approach was chosen because more general terms, such as 

'active ingredient', are not consistently used in the human-computer interaction literature. 

Furthermore, this approach was also chosen to include studies on contexts beyond CA-

psychotherapy, as previously argued. The search was conducted on titles, abstracts, and 

keywords. We limited the search to records published within the last 10 years (from May 

2013) to ensure that we excluded studies involving (severely) outdated technology. 

Snowballing and Google searches was used to search for additional relevant records. 

All references were imported to the review management software Covidence 

systematic review software, Veritas Health Innovation, Melbourne, Australia (for flowchart 

see figure 1). Two reviewers (MASKED) independently screened all titles and abstracts in 

accordance with the inclusion-and exclusion criteria outlined below. Following the abstract 

and title screening, the remaining records were independently screened in full text by the 

same two authors. Disagreements on eligibility were resolved by discussion. Study selection 

was based on predetermined inclusion and exclusion criteria. To be eligible for inclusion, 

studies had to meet the following inclusion criteria: 1) peer-reviewed; 2) English language; 3) 

experimental design; 4) experimental manipulation or measurement of a hypothetical 

unique, common factor or mechanism of change in psychotherapy; 5) a direct interaction 
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between human participants and a conversational agent, which was defined as a software 

system that mimics a natural verbal conversation with human users (i.e., agents that respond 

to and generate verbal language).  

Studies were excluded if: a) more than 10% of the study population consisted of 

children (0-17 years) or older adults (65+ years). The 10% threshold was set to prevent the 

exclusion of studies where the vast majority of participants fell within the target age group, 

while also minimizing the potential for developmental variations to confound the evidence 

base; b) the study population was defined by the presence of somatic illness, 

neurodevelopmental disorders (e.g., autism spectrum disorder, attention-deficit/hyper-

attentive disorder, intellectual disability), severe mental illness (i.e., bipolar disorder, 

schizophrenia, eating disorder), or substance use disorder. This criteria was chosen to 

confine the narrative review to emotional conditions, such as depression, anxiety, and 

psychological distress, as promising meta-analytical evidence has emerged for such 

conditions among adults (He et al., 2023); c) the primary outcome was health behavior (e.g., 

eating habits, vaccine resistance, exercise, smoking, etc.); d) the conversational agent was 

remote-controlled during the intervention. This criterion was included to increase 

generalizability of the selected studies to current CA-psychotherapy platforms. Reasons for 

exclusion were noted for each excluded record during full text screening. 

4. Findings and discussion 

[TABLE 1] 

The systematic literature search in the four databases yielded a total of 911 

publications (see Figure 1 below). A Google search yielded an additional record. After 

removal of duplicates, 835 records remained. In the abstract screening, 766 records were 

excluded (Kappa = .71). In the full-text screening, 52 records were excluded (Kappa = .65)1. 

In total, 17 records met the inclusion and exclusion criteria. See Table 1 for an overview of 

the included records. See Appendix for a full overview of selected records, including 

methodological characteristics and outcomes statistics. 

[FIGURE 1] 

Across the 17 studies, three overarching themes emerged: relationship variables, 

emotional venting, and cognitive mechanisms. Common factor approaches as well as specific 

therapeutic theories (e.g., CBT) functioned as the analytical framework for delineating 

common themes in the literature, as argued previously. Based on those theoretical 

approaches, the themes were composed by evaluating the conceptual similarities across the 

studies. The theme relationship variables emerged from selected studies that investigated 

alliance or empathy, as the latter has been suggested to antecede the alliance (Wampold & 

                                                 
1 Kappa coefficients can be interpreted as follows: ≤0 = poor, .01–.20 = slight, .21–.40 = fair, .41–.60 = 

moderate, .61–.80 = substantial, and .81–1 = almost perfect (Landis & Koch,1977). 
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Imel, 2015). The theme emotional venting was derived from studies on self-disclosures to 

conversational agents. The theme cognitive mechanisms emerged from a single study that 

examined a therapy chatbot utilizing cognitive restructuring or cognitive defusion techniques 

to alter dysfunctional thinking. See Table 2 for a brief overview of the main findings 

summarized as bullet points. 

[TABLE 2] 

4.1. Relationship variables 

4.1.1. Theory 

Numerous conceptualizations of the relationship between therapist and client exist 

(Horvath et al., 2011). Perhaps the most influential definition was coined by Bordin (1979), 

according to whom the so-called alliance denotes three interrelated components: agreement 

on therapy goals, agreement on therapy tasks, and the bond between therapist and client. 

The establishment of a strong bond between therapist and client has been suggested to rely 

on the therapist's manifestation of empathy (Wampold & Imel, 2015), which involves the 

ability to perceive and share the feelings of others (Rogers, 1951; Watson, 2016). Barrett-

Lennard (1993) proposed several stages of empathy, ranging from the therapist sensing and 

communicating their understanding of the client's feelings to the client perceiving the 

empathetic response and experiencing a feeling of being understood and validated. In the 

contextual model, the therapist’s expression of empathy is considered necessary to establish 

a strong emotional bond (Wampold & Imel, 2015). 

Besides increasing client adherence and engagement, a strong relationship between 

therapist and client may also influence the treatment outcome through causal pathways. One 

possible pathway is that the emotional bond, sometimes conceptualized as a ‘real 

relationship’, between therapist and client might contribute to fulfilling basic human social 

needs (Wampold & Imel, 2015). It is widely acknowledged that humans have a basic 

psychological need for experiencing a sense of connectedness to others, such as attachment 

(Bowlby, 1980), relatedness (Deci & Ryan, 2000), or perceived social support (Wills & 

Shinar, 2000). Relatedness is contrasted by loneliness, which has been shown to be a robust 

predictor of mental health (Wang et al., 2020). As highlighted by Wampold and Imel (2015), 

the emotional bond to the therapist might particularly help individuals who lack close 

relationships.  

A second possible pathway is corrective emotional experiences. Based on an 

etiological assumption in psychoanalysis that chaotic interhuman relationships from the past 

can cause dysfunctional beliefs about oneself (e.g., 'I am not worth caring for') and about 

being in relationships to others (e.g., 'Others cannot be trusted'), the supportive and trusting 

relationship to a therapist is believed to challenge the dysfunctional beliefs (Jørgensen, 

2004). The clients experience that they can express their needs and feelings in close 
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relationships without being rejected, which might be particularly beneficial to individuals 

with a history of chaotic relationships and an insecure attachment style (Bohart & 

Greenberg, 1997).  

Finally, the physical presence of another person that responds in an empathetic, 

warm manner may itself reduce emotional distress. Emotional co-regulation is the dyadic 

phenomena where heightened emotional arousal returns to a baseline level due to the care 

and comfort provided by another person (Soma et al., 2020; Wampold, 2021). Although the 

positive implications of emotional co-regulation could be short-lived, it might facilitate a 

trusting emotional bond, as well as corrective emotional experiences. 

4.1.2. Findings 

We identified seven studies that explored relationship variables (see Table 1 for a 

full overview of study characteristics), including four randomized controlled trials (de 

Gennaro et al., 2020; He et al., 2022; Johanson et al., 2020; Liu et al., 2022), two pretest-

posttest experimental studies (Ellis-Brush, 2021; Jeong et al., 2020), and one between-

condition experiment for which the allocation procedure was not reported (Al Farisi et al., 

2022). All studies tested chatbots with rule-based dialogue software.  

Four studies examined the alliance with a therapy chatbot (Ellis-Brush, 2021; He et 

al., 2022; Jeong et al., 2020; Liu et al., 2022). Jeong et al. (2020) examined the alliance to a 

social robot, but they did not explore the relationship between the alliance and outcome. 

Ellis-Brush (2021) tested the alliance to the Wysa chatbot, yet neither reported inferential 

analyses of the relationship to therapy outcomes. Liu et al. (2022) found that the alliance to 

the therapy chatbot XiaoNan was significantly better than to an e-book. He et al. (2022) 

showed that the alliance to the therapy chatbot XiaoE was significantly better than to a 

general-purpose chatbot. 

 Furthermore, two studies examined antecedents of perceptions of empathy in 

chatbots. Johanson et al. (2020) assessed the role of humor in chatbots, but they did not 

report statistical analyses of between-condition empathy levels (see Table 1). Al Farisi et al. 

(2022) found that an empathetic chatbot demonstrating anthropomorphic behaviors was 

rated as significantly more empathetic than a neutral chatbot. The final study looked into the 

emotional implications of empathetic behaviors in a chatbot. de Gennaro et al. (2020) 

showed that interacting with an empathetic chatbot significantly improved mood following a 

social exclusion experience as compared to self-disclosing in an interactive questionnaire. 

3.1.3. Discussion 

Overall, there was no compelling evidence concerning what role(s) the (potential) 

human-computer relationship plays in CA-psychotherapy. Particularly, the role of the 

alliance remains tentative as none of the included studies statistically explored the      

relationship between the alliance and therapy outcomes. As such, there is no empirical 
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evidence to suggest the alliance plays any role in CA-psychotherapy. On the other hand, 

there was evidence to suggest that empathetic responses in chatbots improve mood after 

experiencing a decrease in mood, signaling a possible role of empathy in CA-psychotherapy. 

However, the lack of a matching comparison condition (e.g., that involved a chatbot 

interaction) suggests that the novelty and excitement, also called the novelty effect 

(Smedegaard, 2022), potentially linked to an initial interaction with a chatbot is a possible 

confounding variable. 

3.1.4. Implicit assumptions of relational processes in psychotherapy 

While specific methodological issues challenge the idea that the relationship 

somehow serves a healing function in CA-psychotherapy, there are also implicit assumptions 

in psychotherapy that cannot be taken for granted when investigating CA-psychotherapy. 

Core questions remain unanswered, for which the answers can have significant implications 

for whether conversational agents can assume the roles of human therapists in all respects. 

The first question is whether humans can form affectionate bonds to conversational 

agents, which resemble interhuman relationships. When studying psychotherapy, 

researchers can take for granted that humans can form affectionate bonds with each other, 

and that such bonds can have positive psychological implications. These are premises for 

assuming that an alliance (as conceptualized in psychotherapy theories) can be established 

in therapy, and that the alliance somehow promotes therapy outcomes. On the other hand, 

although conversational agents can reenact human social behaviors (e.g., verbal 

communication, turn-taking, and empathetic actions), it remains to be determined if 

humans possess the capabilities for forming affectionate bonds to machines in a manner that 

resemble interhuman relationships. While qualitative research has shown that some 

individuals describe signs of strong relationships to conversational agents (Loveys et al., 

2022; Pentina et al., 2023; Skjuve et al., 2021, 2022), other research found evidence to 

suggest that this attachment does not resemble interhuman relationships. Indeed, Pentina et 

al. (2023) found that individuals who of their own accord sought companionship with 

Replika experienced a stronger attachment to it yet felt lonelier than individuals who had 

been instructed to use Replika for two weeks. Two non-mutually exclusive explanations may 

account for this trend: 1) loneliness is an antecedent of seeking companionship in Replika 

and 2) companionship with Replika does not alleviate loneliness. Another potential 

explanation is that unobserved individual-level variables distinguishing the conditions 

accounted for the observed difference in loneliness, signaling the need for tighter controlled 

experiments on this subject.  

Nevertheless, there could be inherent characteristics of conversational agents that 

render them unable to resemble interhuman relationships. As noted by Wieland (2023), 

conversational agents may not qualify as relational partners, as there is limited reciprocity in 
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human-computer relationships. In her point of view, for an agent to be considered a 

relational partner, there must be a reciprocal exchange of care and empathy, and the absence 

of selfhood in conversational agents implies that there is nothing to care about for the 

human counterpart (Wieland, 2023). Likewise, the formation of a ‘real relationship’, as 

conceptualized by Gelso (2014), necessitates not only that the counterpart acts as a human 

but also that the friendliness and care are perceived as genuine, i.e., the friendliness and care 

reflects authentic positive sentiments. When there is no ‘other’, however, there is nothing to 

perceive as genuine, implying that the conceptual criteria for a ‘real relationship’ are not 

fulfilled. As a consequence, the expressed friendliness and care may not possess the same 

value, just as the inauthentic friendliness expressed by another person may be valued less 

than perceived authentic friendliness. Such theoretical possibilities imply that researchers 

should remain skeptical about whether the alliance can serve similar functions in CA-

psychotherapy as in traditional psychotherapy. 

The second question is whether humans acquire social learning experiences from 

human-computer interactions, which can be transferred to interhuman relationships. If not, 

it seems unlikely that CA-psychotherapy can foster corrective emotional experiences. As 

mentioned, a corrective emotional experience is a form of social learning experience, in 

which the client experiences that others can be trusted and will support them. Yet it is 

important to acknowledge the possibility that learning experiences might be bound to 

specific contexts. A related idea is the concept of situated cognition, which refers to the 

notion that knowledge is bound to situations in which they are acquired (Wilson, 1993). 

Hence, a core hypothesis in this line of thinking is that transfer of learning experiences 

across dissimilar situations is unlikely. One implication of this possibility is that it can be 

questioned whether social learning experiences acquired in human-computer relationships 

are transferable to interhuman relationships. From the client's point of view, a salient 

difference between humans and conversational agents could be that the latter does not 

possess consciousness. So, if the client's dysfunctional beliefs are rooted in relationships with 

conscious beings, engaging with an empathetic conversational agent may not challenge 

beliefs bound to interhuman relationships. However, it is important to note that the 

manifestation of anthropomorphic features may blur the differences between humans and 

conversational agents, phenomenologically speaking. The ‘Computers as Social Actors 

Paradigm’ anticipates that humans ascribe machines traits such as consciousness and 

empathy and apply scripts for social behaviors when interacting with anthropomorphic (i.e., 

human-like) agents (Gambino et al., 2020). In other words, when the conversational agent, 

phenomenologically speaking, resemble humans in some respects, one might forget that it is 

not a human. Hence, it is premature to reject the possibility that anthropomorphic 
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conversational agents demonstrating empathy and warmth, to some extent, can foster 

corrective emotional experiences. 

4.2. Emotional venting 

4.2.1. Theory 

Emotional venting is the process of coping with emotions by expressing them, 

typically by describing them with words (Trần et al., 2023). This idea dates to the 

psychoanalytic tradition, in which it was believed to serve a healing function by discharging 

suppressed negative feelings (Jørgensen, 2004). Numerous researchers have suggested that 

emotional venting is a common factor in psychotherapy (Grencavage & Norcross, 1990). One 

possible reason is that describing one's thoughts and feelings can be considered a necessary 

step to change styles of thinking and feeling. It also seems plausible that expressing 

disturbing emotions can foster emotional coregulation through empathetic responses from 

the therapist. In contemporary human-computer research, the concept of self-disclosure has 

received much attention and to some extent represents the behavioral dimension of 

emotional venting. Self-disclosure refers to communicating information about oneself to 

others that is considered personal and/or sensitive by the disclosing individual (Ignatius & 

Kokkonen, 2007). 

4.2.2. Findings 

We identified nine randomized controlled trials that examined antecedents and/or 

implications of self-disclosing to conversational agents (see Table 1) (Akiyoshi et al., 2021; 

Kang & Kang, 2023; Lee et al., 2022; Meng & Dai, 2021; Pujiarti et al., 2022; Qian et al., 

2019; Schuetzler et al., 2018; Yi-Chieh, Naomi, & Yun, 2020; Yi-Chieh, Naomi, et al., 2020). 

All studies tested rule-based conversational agents, some of which compared agents with 

different features (Kang & Kang, 2023; Pujiarti et al., 2022; Qian et al., 2019; Schuetzler et 

al., 2018; Yi-Chieh, Naomi, & Yun, 2020; Yi-Chieh, Naomi, et al., 2020).  

Two studies examined the emotional implications of self-disclosing to a 

conversational agent. Akiyoshi et al. (2021) showed that self-disclosing to a chatbot 

significantly decreased anger, but did not influence other emotions, such as anxiety and 

depression. Meng and Dai (2021) found that self-disclosing to a human or chatbot (each of 

which providing emotional support and engaging in reciprocal self-disclosures) did not affect 

worry significantly differently. 

Seven studies examined the antecedents of self-disclosing to conversational agents. 

Schuetzler et al. (2018) found that the participants were significantly more likely to report 

alcohol drinking behaviors to a chatbot than to a human. Chatbots asking relevant follow-up 

questions elicited more self-disclosures, and men were more likely than women to self-

disclose to the chatbot. Qian et al. (2019) found no differences in self-disclosures from 

interacting with conversational agents featuring various communication modalities (e.g., 
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speech vs. texting). In broad terms, (Yi-Chieh, Naomi, & Yun, 2020; Yi-Chieh, Naomi, et al., 

2020) found that a chatbot highly engaging in reciprocal self-disclosures elicited more self-

disclosures from participants and was rated higher in trust, enjoyment, and intimacy than 

non- and low-reciprocal self-disclosing chatbots. Akiyoshi et al. (2021) compared the 

number of self-disclosures to a chatbot utilizing the column method (i.e., a CBT method to 

help clients identify the nature and triggers of negative thoughts and their underlying self-

schemes) versus a combination of the column method and additional conversational 

strategies, such as open-ended questions to promote reflection. The combined condition 

elicited significantly more self-disclosures. Pujiarti et al. (2022) found that conversational 

atmosphere visualizations and co-activity increased self-disclosures. Finally, Lee et al. 

(2022) found that perceived social presence of the agent and fear of negative evaluation 

predicted less self-disclosures to a chatbot. 

4.2.3. Discussion 

Overall, there is sparse evidence to suggest that self-disclosing to conversational 

agents has positive emotional implications. Only two studies examined the emotional 

implications of self-disclosing to conversational agents and primarily showed null findings 

(Akiyoshi et al., 2021; Meng & Dai, 2021). However, one study (categorized under the theme 

‘relationship variables’) showed that self-disclosing to a chatbot that responds empathetically 

improves mood following a social exclusion experience. This indicates that not only the act of 

unburdening oneself but also empathetic and validating responses may account for the 

benefits of self-disclosures. Hence, considering the studies discussed here, there is mixed 

evidence to substantiate the idea that unburdening oneself to machines can be helpful. 

However, it is important to note that written self-disclosures, operationalized as expressive 

writing, is a well-established intervention for reducing distress (Smyth, 1998). Thus, coupled 

with the observed benefits of empathetic responses from chatbots (de Gennaro et al., 2020), 

it seems likely that self-disclosing to conversational agents programmed to respond 

empathetically can be especially helpful. Nevertheless, there is a pressing need to utilize 

stronger methodologies to examine the emotional implications of self-disclosing to 

conversational agents. 

While few studies investigated the emotional outcomes of self-disclosures, several 

studies examined the antecedents of self-disclosures (Akiyoshi et al., 2021; Lee et al., 2022; 

Pujiarti et al., 2022; Qian et al., 2019; Schuetzler et al., 2018; Yi-Chieh, Naomi, et al., 2020). 

This line of research serves an important function in exploring what prompts people to 

unburden themselves from their personal issues to conversational agents, possibly 

highlighting the factors that facilitate the emotional implications. Notably, there was 

evidence to suggest that individuals disclose more sensitive information about themselves to 

chatbots than to humans (Schuetzler et al., 2018). This finding suggests that something 
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which phenomenologically differentiate conversational agents and humans influences our 

propensities to self-disclose to them. One possibility is the lay belief that conversational 

agents lack emotional capacities and thus the ability to form negative evaluations of others 

(Kim et al., 2022; Lucas et al., 2017). In line with this notion, research has demonstrated that 

anthropomorphic features (i.e., human-like features of the agent), as well as 

anthropomorphism (i.e., the attribution of human-like features), influence the propensities 

to self-disclose. Indeed, one of the selected studies found that chatbots represented by a 

humanoid embodiment elicited less honest self-disclosures than to disembodied chatbots 

(Kang & Kang, 2023). Another study found that perceived social presence and fear of 

negative social evaluation from chatbot negatively predicted self-disclosures to a chatbot 

(Lee et al., 2022). 

Moreover, there may be additional fine-grained interactions accounting for the 

likelihood to self-disclose to conversational agents. Research (which did not meet our 

selection criteria) has shown that socially anxious individuals tend to disclose more 

information to a remotely controlled conversational agent than to humans, whereas no 

difference was found for non-socially anxious individuals (Kang & Gratch, 2010). Another 

possible antecedent is the motivation for self-disclosing. Kim et al. (2022) examined the role 

of motivation to avoid negative social evaluation and seek social support in relation to self-

disclosing to AI agents and humans. They found that humans tend to self-disclose more to 

other humans than AI agents when seeking social support yet self-disclose more to AI agents 

when fearing negative social evaluations (Kim et al., 2022). A conversational agent may thus 

constitute a risk-free recipient to talk about one's sensitive issues and seek advice from when 

fearing negative social evaluations. However, conversational agents may not be considered 

suitable for seeking social support and validation. Taken together, it is crucial to 

acknowledge complex interactions between conversational agent features and individual 

differences and motivations. This underpins the necessity of investigating for whom and 

under what circumstances conversational agents can be helpful.  

Besides the issues considered previously, numerous questions remain unanswered, 

such as the possible role of emotional bonding to conversational agents in terms of self-

disclosures (Skjuve et al., 2022), and how self-disclosing to conversational agents might be 

beneficial. For example, whether self-disclosing serves an instrumental role through the 

responses one gets from the other or on its own is helpful has implications for how 

conversational agents should be programmed. Indeed, emotional venting as an emotion-

focused extratherapeutic coping strategy has been demonstrated to be inversely related to 

mental health (Liverant et al., 2004). As a theoretical consequence, the high accessibility and 

on-demand access to conversational agents might pose a threat to mental health when 

individuals gain unlimited access to emotional venting. However, as suggested by Bohart 
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(1980), emotional venting can serve an instrumental role in promoting reflections on the 

triggers of disturbing feelings. When venting to others, there occurs an opportunity for 

others to challenge the beliefs responsible for the negative feelings, which, as predicted by 

the cognitive model (Beck, 1976), may serve a healing function. If this holds true, 

conversational agents should not only be designed to elicit self-disclosures and validate one's 

understanding of the world; they should also be designed to challenge the beliefs underlying 

the expressed feelings. 

4.3. Cognitive factors 

4.3.1. Theory  

The theme 'cognitive factors' encompasses two overarching conceptual approaches 

across cognitive therapies. Theoretically speaking, cognitive therapies work by changing 

what people think (i.e., changing the content of thoughts) and how people think (i.e., 

changing the function of thoughts (Longmore & Worrell, 2007). To provide some brief 

illustrations, the effectiveness of traditional CBT is, as mentioned, believed to be driven by 

changing what people think about themselves and the world. To foster this change, cognitive 

restructuring techniques are employed (Fenn & Byrne, 2013). On the other hand, therapists 

delivering acceptance and commitment therapy, amongst other things, aim to change the 

function of thoughts by fostering a neutral, observing stance towards one's thoughts rather 

than becoming entangled, or 'fused', with them (i.e., cognitive defusion techniques (Hayes et 

al., 2006).  

4.3.2. Findings 

We identified one randomized controlled trial that examined cognitive factors in 

therapeutic interventions delivered by a rule-based chatbot (See Table 1). Lavelle et al. 

(2022) experimentally manipulated cognitive restructuring and cognitive defusion 

techniques, as well as employed standardized tools to assess mood and variables indicative of 

cognitive style. However, no significant increases were observed at follow-up (Lavelle et al., 

2022). 

4.3.3. Discussion 

There are at least two explanations for these null findings. First, because of drop-out 

and exclusion, only 28 responses out of 223 were analyzed, which increases the risk of Type 

II errors, for instance, due to low statistical power and heightened susceptibility to random 

variability. We conducted a sensitivity power analysis and found that the study was not 

powered to detect statistically significant two-tailed differences below d = 1.33 (α = .05, 1-β = 

.80, n1 = 9, n2 = 11). Second, the study population was students without mental disorders. 

This implies that the targeted assumptions of the clients might not have been sufficiently 

dysfunctional for the cognitive restructuring techniques to make an impact. Likewise, it 

seems plausible that the efficiency of cognitive defusion techniques depends on the client's 
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tendencies to become entangled with negative thoughts. Given these circumstances, this 

study does not challenge the possibility that cognitive factors are effective in CA-

psychotherapy, nor does it support it. 

4.4. Limitations of the narrative review 

We would like to acknowledge some limitations of this narrative review. The first 

limitation concerns our choice of including studies in contexts beyond therapy. 

One core implication of this choice is that the findings cannot necessarily be directly 

generalized to CA-psychotherapy. The reason why is that several of the included studies 

examined micro-interactions of a few minutes' duration. Therefore, those studies may not 

inform us about how individuals engage with conversational agents longitudinally. To 

illustrate why, qualitative research suggests that individuals form stronger relationships with 

conversational agents over time (Skjuve et al., 2022), particularly from the initial 

interactions and forth, which might enhance engagement and thus the effectiveness of 

therapeutic techniques. As such, in the absence of more studies taking place in a multi-

session psychotherapeutic setting, this evidence base remains weak due to limited 

generalizability to multi-session interventions. 

 Second, some of the included studies had no mental health outcome variable. This 

restricts firm interpretations of the role of the supposed active ingredient. We refrained from 

limiting the study selection to studies with mental health outcome variables to avoid 

excluding potential studies that examined variables indicative of mechanisms of change, 

such as changes in dysfunctional thoughts. This strategy ensured a comprehensive literature 

overview yet entailed that some of the selected studies provide limited insight into the active 

ingredients in CA-psychotherapy. Nevertheless, these studies still yield valuable epistemic 

insights relevant to this review. Indeed, they highlight, for example, that the tendency to self-

disclose to conversational agents is determined by several circumstances, thereby potentially 

showcasing the predictors of emotional venting in CA-psychotherapy. 

Third, the assessments made in this review are to some extent based on outdated 

technology. We find ourselves in a time where technology develops at an extreme pace. In 

November 2022, ChatGPT was launched, which demonstrated the impressive conversational 

capabilities that can be achieved with LLMs. Since no studies of LLM-agents were published 

at the time of our literature search, all studies considered in this review tested rule-based 

agents that lack the sophisticated conversational abilities of LLM-agents. As such, this review 

represents the best available knowledge, yet it is quite possible that this research field must 

be reevaluated in a few years. 

The final limitation concerns the question of mental health interventions delivered by 

conversational agents should be understood as psychotherapy or something else. This is an 

important question, as a core assumption of this narrative review is that psychotherapeutic 
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theory, at least to some extent, can inform us about the active ingredients in interventions 

delivered by conversational agents. However, if this assumption turns out to be problematic, 

it could be misleading to discuss whether conversational agent-delivered psychotherapy can 

work through relational pathways. Our reason for making this objection is that 

psychotherapy has been highlighted as an interpersonal activity, distinguishing 

psychotherapy from interventions such as bibliotherapy and mindfulness meditation (Frank 

& Frank, 1991; Norcross, 2002; Wampold & Imel, 2015). In this perspective, it becomes 

necessary to consider conversational agents as individuals, at least from the clients' 

perspective, to justify applying psychotherapeutic theories. Several researchers have touched 

upon this issue. Sedlakova and Trachsel (2022) highlighted the hybrid nature of 

conversational agents in that they possess features as both agents and tools, lying somewhere 

in between those poles. They claim that conversational agents cannot promote therapeutic 

change as new insights are fostered by talking with a therapist that possesses mental 

capacities, emotions, and empathy. In other words, they highlight the inherent abilities of an 

agent as crucial in promoting therapeutic change. Hurley et al. (2023) challenged this 

position by arguing that the phenomenological experience of the conversational agent is 

more important than the technical processes leading to the demonstration of agency. They 

claim that the information the client receives is instrumental in fostering therapeutic change, 

and that it is less important whether a human or conversational agent is the sender of this 

information (Hurley et al., 2023). However, perhaps does the phenomenological experience 

of something not only rely on what it does, and how it appears, but also what it is. As 

highlighted by Kim et al. (2022), humans may have beliefs of what conversational agents are 

suitable for based on their lack of emotional capacities and inability to make interpersonal 

judgments. Perhaps due to such reasons, they found that individuals are less inclined to 

share sensitive information to a chatbot when seeking social support (Kim et al., 2022). 

Following this idea, lay beliefs about conversational agents may influence what meanings 

humans ascribe to their actions. Although conversational agents can be programmed to 

perform emotional support, this support might be perceived differently due to the belief that 

it stems from algorithms rather than genuine empathy. In other words, because there is 

nothing within conversational agents to hold positive sentiments. For these reasons, the 

question of whether psychotherapy is a suitable theoretical framework for this subject 

remains open. 

5. Future directions 

Our knowledge of the active ingredients in CA-psychotherapy is tremendously sparse. 

There is a long way to go before this field reaches the same state as process-oriented 

psychotherapy research. This section aims to help establish the foundation for advancing our 

knowledge of the active ingredients in CA-psychotherapy. To that end, we outline a series of 
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recommendations for future research. We acknowledge that some of these recommendations 

are somewhat generic, but they are borne out of a wish to aid future research in avoiding 

some of the methodological issues observed in this narrative review. Improved 

methodological awareness along these lines can also assist future research in effectively 

utilizing the potentials of conversational agents to enhance its epistemic value. As such, 

several of these recommendations are also relevant to research dedicated to the effectiveness 

of CA-psychotherapy. 

[TABLE 3] 

Recommendation 1: Minimize threats to internal validity in process-research 

The first recommendation concerns the internal validity of process-oriented research 

in psychotherapy. Given the studies considered in this review, more awareness should be 

given to the requirements for establishing causality. Especially the studies investigating the 

alliance could have benefitted from more awareness of this (Ellis-Brush, 2021; He et al., 

2022; Jeong et al., 2020; Liu et al., 2022). A highly cited set of recommendations for 

increasing internal validity in process-oriented psychotherapy research was outlined by 

Kazdin (2007). Essentially, Kazdin (2007) put forth a range of requirements for establishing 

causal relationships between mechanisms of action and treatment outcomes in 

psychotherapy. Although these criteria are not flawless, adhering to them can help 

disentangle how CA-psychotherapy brings about therapeutic change.  

Kazdin (2007) suggested there should be a combination of the following 

circumstances within a line of research to establish a mechanism of change: 1) a 'strong' 

(whatever that is) association between the intervention, mediator, and outcome; 2) 

specificity of this association, such that only the hypothesized mechanism, or mediator, 

relates to the outcome and not a multitude of mediators (although this requirement may be 

difficult, if not impossible, to satisfy with correlational designs); 3) consistent findings across 

studies utilizing different samples and conditions. Researchers should though be aware that, 

theoretically speaking, there may be cases of moderated causation, where a mechanism only 

operates in a specific client population due to a certain etiology (Wampold & Imel, 2015); 4) 

experimental manipulation of the mechanism, for instance by utilizing the component study 

design. Here it is paramount to maximize the similarities between conditions so that only the 

variable of interest distinguishes them. Yet it should be noted, as discussed previously, that 

fragmentating interventions pose a threat to external validity; 5) a time-lagged relationship 

between cause and effect to rule out reverse causation (though not epiphenomena); 6) a 

gradient, that is, a dose-response relationship, although, as Kazdin (2007) note, the 

possibility of non-linear relationships should be taken into account; 7) plausibility, referring 

to the notion that the causal relationship must be theoretically sound, which, for instance, 
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rules out approaches based on pseudoscientific theories. Researchers should though be 

aware that this requirement clashes with what has been coined the demarcation problem, 

signifying the issue of determining the criterions for distinguishing between scientific and 

pseudoscientific theories (Lilienfeld et al., 2015). Nevertheless, a reasonable rule of thumb is 

that bona fide modalities can be considered theoretically sound approaches. Whereas time-

lagged mediation research provides indications of mechanisms of change, component 

studies help delineate active ingredients. 

Recommendation 2: Utilize the accessibility of digital conversational agents to increase 
statistical power 

As previously discussed, insufficient statistical power might explain several 

controversial findings in psychotherapy research, including the dodo bird verdict and the      

sparse support for active ingredients in component studies (Cuijpers et al., 2017; Cuijpers et 

al., 2019). This issue arises from the large resources required to conduct multi-session 

psychotherapeutic interventions administered by human therapists. In contrast, CA-

psychotherapy constitutes a low-cost, in-home, on-demand treatment platform, creating 

opportunities to conduct large-scale studies that can detect even subtle effects. Further 

underpinning this opportunity, the dialogues of (rule-based) conversational agents can be 

standardized to a greater extent than in psychotherapy, which increases control of 

confounding variables. As such, research on CA-psychotherapy could also provide insights 

into the active ingredients in psychotherapy. 

Recommendation 3: Be aware of the multifaceted nature of conversational agents 

The term ‘conversational agent’ is a multidimensional one, distinguishable in terms 

of visual representation, communication modality, dialogue software, and more. Researchers 

should therefore be cautious when trying to generalize findings across conversational agents. 

For example, the present narrative review identified several studies that showed differential 

effects of various features of conversational agents, such as anthropomorphic features (e.g., 

embodiment), displayed gender and personality (Kang & Kang, 2023), conversational style 

(Akiyoshi et al., 2021; Schuetzler et al., 2018), as well as features only applicable to 

conversational agents, such as conversational atmosphere visualizations (Pujiarti et al., 

2022).  

Besides this, conversational sophistication should also be taken into account. While 

current research primarily relies on rule-based conversational agents, technological 

advancements in recent years offer more sophisticated, LLM-agents, for instance based on 

the GPT language models (Brown et al., 2020). AI technologies are right now revolutionizing 

human-computer interactions, which is why we should be cautious of generalizing existing 
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evidence across agents. Yet it is crucial to also recognize differences within the categories of 

rule-based and AI-based agents. Indeed, rule-based agents are not per se inflexible; their 

dialogue flows can range from highly complex to poorly designed, where few response 

options are scripted and limited a priori testing has been conducted.  

Hence, as the term ‘conversational agent’ is not a unitary one, it is challenging to 

generalize from the specific to general levels of abstraction. This conceptual diversity further 

complicates the discussion of whether and how conversational agents are effective in the 

context of therapy. 

Recommendation 4: Take the diversity of human reference groups into account 

Some studies identified in our literature search utilized human comparisons to assess 

the potential of conversational agents (Meng & Dai, 2021; Schuetzler et al., 2018). While 

such studies provide insights into whether conversational agents, broadly speaking, are more 

or less effective than human therapists in some respects (e.g., eliciting self-disclosures), it is 

important to recognize individual differences as a confounding variable. Research has shown 

significant therapist effects, denoting the variability across therapists with respect to the 

efficacy of treatments (Saxon et al., 2017). For example, the therapists' interpersonal skills 

have been suggested to play a key role to therapy outcomes (Norcross, 2019). While an early 

meta-analysis showed that the therapist accounted for 8% of therapeutic outcomes (Crits-

Christoph et al., 1991), a more recent meta-analysis found it to predict 5% (Baldwin & Imel, 

2013), the latter corresponding to an effect size of d = 0.46. When including human therapist 

as comparison conditions in evaluations of the human-computer relational processes, it is 

therefore important to be aware of the individual differences across therapists. This 

recommendation also concerns individual differences in eliciting self-disclosures, such as the 

abilities to create a trusting environment. 

Recommendation 5: Assess clinical populations 

Multiple studies considered in this review did not examine active ingredients in a 

psychotherapeutic setting. Of those studies that did, several enrolled individuals without 

mental health issues (Ellis-Brush, 2021; Jeong et al., 2020; Lavelle et al., 2022), which poses 

challenges for generalizing the results to those populations that receive therapy. Consistent 

with the medical model, the effectiveness of psychotherapy might be determined by the 

presence of a psychological problem (e.g., dysfunctional assumptions) that the techniques 

are believed to remedy. Therefore, findings from studies including non-clinical populations 

can give an erroneous impression of the evidence for an active ingredient and the 

effectiveness of a treatment. The external validity findings of studies including healthy, non-

clinical populations can therefore be questioned, which is why we recommend that 
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researchers aim at maximizing the similarities between the study population and intended 

target population. Of course, there can be ethical challenges associated with studying clinical 

populations due to their emotional vulnerability coupled with the possibility of adverse 

effects yet to be discovered. At some point, however, it becomes necessary to study clinical 

populations to advance our knowledge of the utility of conversational agents. 

Recommendation 6: Preregister your studies to increase the credibility of our evidence base  

The limited number of preregistered studies (k = 2) identified in the literature search 

raises concerns about the credibility of this evidence base. One risk associated with non-

preregistered studies is p-hacking, where the researchers selectively choose to report those 

analyses that yield statistical results (Head et al., 2015). Another risk when there is no 

tradition for preregistration within a research field is publication bias, which refers to the 

tendency that studies with significant studies more often are published, while those with 

insignificant results are disregarded (Joober et al., 2012; Rosenthal, 1979). Publication bias 

can thus create an erroneous impression of the evidence for a phenomenon. Besides the fact 

that null findings also have epistemic value, insignificant results encourage researchers to 

explore theoretical explanations that are not covered in existing theories. In turn, 

researchers may come up with novel hypotheses concerning the circumstances that influence 

the phenomena of interest. 

Preregistration helps mitigate publication bias by rendering it more difficult to 

conceal that a study was planned. One strategy to assess the likelihood of publication bias 

within a line of research is funnel plot analyses conducted as part of meta-analyses. Funnel 

plot analyses show whether published studies with relatively high standard error tend to 

yield above-average results (Sterne et al., 2011). This is visualized as a negatively skewed 

distribution of results that thus conflicts with the assumption of normal distribution, for 

which publication bias is a possible explanation. When there are no funnel plot analyses nor 

tradition for preregistration, as there seemingly is not in the current field, the credibility of 

an evidence base should be called into question. 

Recommendation 7: Be transparent about stakeholder interests and obligations 

Our final recommendation is to be clearheaded about the larger context within which studies 

on CA-psychotherapy are conducted. This larger context includes a diverse set of 

stakeholders that share the overarching goal of developing an intervention for medical use. 

Among these stakeholders are, of course, scientists, clinicians, and practitioners, but also 

social institutions, including governments and public health administrators. And, finally, 

business interests, investors, and engineers. These stakeholders diverge in their legal and 

ethical obligations, as well as intentions. Social institutions aim to solve social and policy 
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issues, such as a looming mental health crisis. Their obligations are to the public, including 

their constituents, and their behavior is subject to laws that govern policy development and 

implementation. Scientists and medical professionals, on the other hand, have more narrow 

obligations, typically limited to their professions. Their behavior is governed by codes of 

ethics and laws about malpractice. Finally, business interests are often burdened with 

obligations to shareholders and investors and may see CA-psychotherapy primarily as a 

business opportunity. Their legal and ethical obligations will diverge from those that govern 

the behavior of scientists and medical professionals, as well as public institutions, even if 

their overarching goal is the same. 

This diversity creates opportunities for science and medicine to have a significant 

impact on society. It also creates a danger of mixing obligations specific to one domain with 

those that burden other domains. For example, the short-term interests of investors for a 

successful CA-psychotherapy intervention could override the requirements of scientific rigor. 

Or public pressure on institutions to deliver solutions to social problems could re-direct 

funding to promising technological solutions at the expense of long-term investments in 

medical infrastructure and professionals. Arguably, what may help all stakeholders reach the 

overarching goal of delivering a successful CA-psychotherapy intervention given this context 

is to be transparent about their domain-specific obligations during the development and 

research into CA-psychotherapy interventions. 

6. Conclusion 

While research in CA-psychotherapy is flourishing these years, little emphasis has 

been placed on the therapeutic processes in these interventions. A deeper understanding of 

how CA-psychotherapy functions is crucial to improve these treatments and identify who will 

benefit from them, and who will not. 

Our aim for this narrative review was to help pave the way for a process-oriented 

research direction in the realm of CA-psychotherapy. To achieve this, we conducted a 

narrative review of the literature and outlined the emerging research trends in this field. We 

identified three themes in the literature: relationship variables, emotional venting, and 

cognitive mechanisms. The overall conclusion drawn from this narrative review is that the 

epistemic value of the current evidence base is weak, and that several precautions should be 

made in future research. To help this, we presented a series of recommendations for future 

research, which we hope will help instigate methodologically sound investigations of various 

aspects of CA-psychotherapy. 

However, besides the methodological challenges there are also fundamental 

problems associated with studying conversational agents. Particularly, there are basic 

assumptions of psychotherapy (e.g., that the client can form an affectionate bond with the 

therapist) that cannot be taken for granted in CA-psychotherapy. Consequently, future 
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research should not only aim to unravel the active ingredients of CA-psychotherapy by 

utilizing sound methods. Also, we should seek to identify and evaluate the extent to which 

basic assumptions of interpersonal interactions apply to human-computer interactions.  

As a final comment, at this very moment we are potentially facing a paradigm shift in 

how mental health treatments are delivered due to the technological revolution currently 

taking place with conversational agents driven by large language models. While this 

transformation holds enormous potential for increasing accessibility to healthcare, it also 

implies that it has never been more important to study this subject to establish the potentials 

and boundaries of conversational agents. 
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Table 1: Overview of included records 

Author(s) Sample Condition(s) Intervention Main 
measurement(s) 

Main outcome(s) 

Relationship variables: 7 studies 
Johanson et al. 
(2020) 

91 university 
students and 
employees 
(Mage = 25.03)  
(SDage = 11.06) 
(Rangeage = 17-63). 

Randomized between-
condition experiment: 

• Humorous 
robot. 

• Neutral robot. 
 
The social robot 
communicated by 
listening, speaking, 
and facial expressions.   

Single-session 
conversation on flu 
vaccination. 
 
A priori testing was 
conducted to ensure 
that the robot was 
perceived as 
humorous. 
 

McGill Friendship 
Questionnaire. 
 
Consultation and 
Relational 
Empathy 
Questionnaire. 

A significant condition-time 
effect was observed in empathy 
(p = .02, np

2 = .06). Main effect 
of condition at post-
intervention is not reported in 
the paper. 

Jeong et al. 
(2020) 

35 students. Pretest-posttest 
experimental design: 

• Social robot 
with a robotic 
appearance. 

 

Seven in-home 
sessions each with a 
duration of 3-6 
minutes in which 
the social robot 
delivered a positive 
psychology 
intervention, such 
as expressing 
gratitude, 
expressive writing, 
and identifying 
strengths. 

Working Alliance 
Inventory-Short 
Revised. 

The working alliance was rated 
as M = 3.43, SD = 0.83 at post-
intervention.  
 
Note: Inferential analyses of 
the relationship to therapy 
outcomes were not reported. 

de Gennaro et 
al. (2020)  

128 students 
(Mage = 24.12)  
(SDage = 5.91) 
 
 
 

Between-condition 
experiment: 

• Empathetic 
chatbot 

• Interactive 
questionnaire. 

The experiment 
encompassed two 
phases. 
 
First, A social 
exclusion 

Mood as assessed 
with The Positive 
and Negative 
Affect Schedule. 

Social exclusion decreased 
positive affect (p < .001, d = 
0.8) and increased negative 
affect (p < .001, d = 0.42).  
 
Overall mood was rated as 
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Author(s) Sample Condition(s) Intervention Main 
measurement(s) 

Main outcome(s) 

 
Note: besides the rule-
based text 
communication, most 
of the communication 
relied on predefined 
multiple-choice 
answers.  

experience, where 
the participants 
experienced 
receiving the fewest 
'likes' for a personal 
description on a 
fictive social media 
platform.  
Second, self-
disclosure to an 
empathetic chatbot 
(e.g., "I am sorry 
this happened to 
you") or an 
interactive 
questionnaire (e.g., 
"Thank you for 
letting us know"). 

significantly better after 
disclosing to the empathetic 
chatbot compared to the 
interactive questionnaire (p < 
.001, d = 0.37) with feeling of 
social exclusion as a covariate. 

Ellis-Brush 
(2021) 
 
 

48 volunteers. Pretest-posttest 
experiment: Wysa 
therapy chatbot. 

CBT across 8 weeks. 
 

The Working 
Alliance Inventory. 

No significant within-
condition increase in working 
alliance between 1 week and 9 
weeks.  
 

Al Farisi et al. 
(2022) 

30 students. Between-condition 
experiment: 

• Empathetic 
chatbot. 

• Informational 
chatbot. 

 
Note: Unclear whether 
randomized allocation 
was performed. 

A single service 
conversation with a 
chatbot that 
functioned as a 
support service for 
university students. 
The empathetic 
chatbot used the 'I' 
pronoun, expressed 
emotions, engaged 

Ad hoc self-report 
scale to assess 
empathy. 

The empathetic chatbot was 
rated as significantly more 
empathetic than the 
informative chatbot (p < .001). 
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Author(s) Sample Condition(s) Intervention Main 
measurement(s) 

Main outcome(s) 

in small-talking, 
and asked follow-up 
questions. 

Liu et al. 
(2022) 
 
 

63 students with 
moderate symptoms 
of depression were 
analyzed. 83 
students were 
enrolled 
(Mage = 23.08) 
(SDage = 1.76) 
(Rangeage = 19-28). 
 

Randomized 
controlled trial: 

• XiaoNan 
chatbot. 

• Bibliotherapy. 

16 weeks chatbot-
delivered CBT vs. e-
book on depression. 

The Working 
Alliance Inventory-
Short Revised. 

The working alliance with the 
chatbot was rated as 
significantly better than with 
the e-book (p < .001, d = 1.85). 

He et al. 
(2022) 
 
 

148 students (after 
12.8% drop-out) 
with an average 
score in depression  
(Mage = 18.78)  
(SDage = 0.89)  
(Rangeage = 17-21). 

Randomized 
controlled trial: 

• XiaoE therapy 
chatbot. 

• Xoaoai general-
purpose 
chatbot. 

• Bibliotherapy. 

1-week study 
period. The therapy 
chatbot delivered 
CBT. 

Working Alliance 
Questionnaire. 

A main effect of condition on 
working alliance was observed 
(p = .04) with higher ratings in 
the therapy chatbot condition 
(M = 53.94, SD = 5.96) than in 
the general-purpose chatbot 
condition (M = 50.68, SD = 
6.87) and e-book condition (M 
= 50.35, SD = 9.38).  

Emotional venting: 9 studies 
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Author(s) Sample Condition(s) Intervention Main 
measurement(s) 

Main outcome(s) 

Schuetzler et 
al. (2018) 
 
 

165 students after 
exclusion of 33 
students 
(Mage = 20.8) 
(SDage = 1.6). 

Randomized between-
condition experiment: 
face-to-face vs. online 
survey vs chatbot 
(embodiment: yes vs. 
no; relevant follow-
questions: yes vs. no). 

In a single session, 
the conversational 
agents asked 
questions about the 
participants' daily 
life, including their 
study and 
recreational 
activities. 

Drinking behaviors 
(i.e., drinks per 
week and days 
since toxification). 
 
Health behaviors 
(i.e., daily 
vegetables and 
exercise. 

Participants were significantly 
more likely to report drinking 
behaviors to CAs than to the 
human interviewer (p < .05, b 
= 0.92). 
 
Participants were significantly 
more likely to report drinking 
behaviors to CAs that asked 
relevant follow-up questions (p 
< .05, b = 0.79). 
 
Males reported significantly 
more drinking behaviors to 
CAs than women did (p < .001, 
b = 0.67). 

Qian et al. 
(2019) 
 
 

Convenience sample 
(N = 30) 
(Rangeage = 18-34). 

Randomized between-
condition experiment: 
2 (reading vs. typing) * 
2 (male vs. female 
voice) * 2 (listening vs. 
reading). 

In a single session, 
the conversational 
agents asked 
increasingly more 
personal questions 
to the participants. 

Word count. 
The number of 
questions 
answered. 
Sentiment 
analysis. 

Assigned condition did 
significantly predict self-
disclosures. 

Yi-Chieh, 
Naomi and 
Yun (2020) 
 

Students 
(N = 47). 

Randomized between-
condition experiment: 
Non vs. Low vs. High 
reciprocal self-
disclosing chatbot.  

Across three weeks, 
participants talked 
daily with a chatbot 
for 10 minutes 
about themselves, 
including answering 
sensitive questions, 
journaling, and 
small talking.  
 
After two weeks, 

Qualitative coding 
transcriptions in 
terms of 
information, 
thoughts, and 
emotions using a 
standardized tool. 
 
 

No significant differences in 
self-disclosure to the chatbot 
after the participants were 
informed that a health 
professional would receive 
their disclosed information. 
Self-disclosing chatbots 
elicited significantly more self-
disclosures of feelings from 
sensitive questions than non-
self-disclosing chatbots. 
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Author(s) Sample Condition(s) Intervention Main 
measurement(s) 

Main outcome(s) 

they were informed 
that they could 
choose to share past 
and upcoming 
transcriptions of 
their disclosures 
with a mental 
health professional. 

  
Highly self-disclosing chatbots 
elicited significantly more self-
disclosures of feelings from 
journaling questions than less 
self-disclosing chatbots. 

Yi-Chieh, 
Naomi, et al. 
(2020) 

47 students. Randomized between-
condition experiment: 
Non vs. Low vs. High 
reciprocal self-
disclosing chatbot. 

Across three weeks, 
participants talked 
daily with a chatbot 
for 10 minutes 
about themselves, 
including answering 
sensitive questions, 
journaling, and 
small talking.  
 

Self-reported trust, 
intimacy, and 
enjoyment. 

The high-self-disclosing 
chatbot was rated as 
significantly more enjoyable 
than the non-self-disclosing 
chatbot (p < .05). 
 
The low-self-disclosing chatbot 
was rated as significantly less 
trustworthy than each of the 
other two chatbots (p < .05). 
 
After three weeks, the high-
self-disclosing chatbot was 
rated significantly higher in 
intimacy than non-self-
disclosing chatbots (p < .01). 

Akiyoshi et al. 
(2021) 

31 participants 
enrolled through 
employment agency 
(26 responses 
analyzed) 
(Mage = 41.1) 
(SDage = 9.78) 
 

Gender stratified 
between-condition 
experiment: 

• Zoomorphic 
robot ('Sota') 
using the 
column method 
from CBT to 
encourage self-

In single 7-10 
minutes 
conversations, the 
robot 'Sota' used 
different strategies 
to elicit self-
disclosures on 
thoughts, emotions, 
and self-schemes. 

Qualitative coding 
and counting of 
self-disclosures 
(e.g., personal 
information such 
as hobbies and 
experiences) as 
opposed to non-
self-disclosures 

Significantly more self-
disclosures to the robot 
combining the column method 
and extra conversational 
strategies compared to the 
robot only using the column 
method (p < .001, r = .73). 
 
Significant reduction in anger 
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Author(s) Sample Condition(s) Intervention Main 
measurement(s) 

Main outcome(s) 

disclosures. 

• 'Sota' combines 
the column 
method with 
other 
conversational 
strategies to 
promote more 
self-
disclosures.  

In the combined 
condition, Sota was 
asking into the 
triggers of thoughts, 
asking for 
confirmation that 
the robot 
understood the 
participant 
correctly, and 
exploring the 
participants' self-
schemes.  

(e.g., mundane 
topics such as the 
weather). 
 
The Japanese 
version of the 
Profile of Mood 
States for 
measuring 
emotional states. 

(p = .028, r = .53) from before 
to after interacting with the 
robot.  
 
No significant within-
condition differences in other 
emotions, such as anxiety and 
depression. 

Meng and Dai 
(2021) 

211 students   
(Mage = 20.4)  
(SDage = 2.28). 

Randomized between-
condition experiment: 
2 (chatbot vs. human) 
* emotional support 
(yes vs. no) * 
reciprocal self-
disclosure (yes vs. no). 

In a single online 
session, participants 
chatted with the 
conversation 
partner (human or 
chatbot) about a 
stressful. Issue. The 
conversation 
partner asked 
questions to elicit 
self-disclosures in 
the participants. 

Perceived Stress 
Scale. 
 
Single item 
assessing worry. 
 
Adapted items to 
assess perceived 
supportiveness of 
conversation 
partner. 

Moderated mediation analyses 
showed that emotional support 
more strongly predicted stress 
reduction (index = .08, SE = 
0.05, 95% CI [0.003, 0.19] and 
worry (index = .17, SE = 0.10, 
95% CI [0.02, 0.39] through 
perceived emotional support in 
the human conditions than in 
the chatbot conditions. 
Notably, a three-way ANCOVA 
tests with neuroticism as 
control variable and worry as 
dependent variable showed no 
significant interaction, 
revealing that there was no 
combined effects of emotional 
support and reciprocal self-
disclosure between the chatbot 
and human conditions (p = 
.23). See source for more 
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Author(s) Sample Condition(s) Intervention Main 
measurement(s) 

Main outcome(s) 

outcomes. 

Pujiarti et al. 
(2022) 

87 students 
(Mage = 23.88) 

Randomized between-
condition experiment: 

• Chatbot. 

• Chatbot with 
conversation 
atmosphere 
visualization. 

• Chatbot with 
co-activity. 

• Chatbot (CAV 
and co-
activity). 

Participants chatted 
with the chatbot for 
10 to 15 minutes 
each day for 10 
days. The 
conversations 
included small talk 
and personal 
questions about 
race, religion, 
cheating, lies, 
personality, and 
body perception. 

Word count. 
 
Sentiment 
analysis. 
 
Qualitative coding 
of information, 
thoughts, and 
emotions, as 
assessed using a 
standardized tool. 

Conversation atmosphere 
visualization increased the 
disclosure of information on 
day 5 (p = .017, n2 = .066) and 
10 10 (p = .022, n2 = .062) 
compared to no chatbot only. 
Co-activity increased an 
aggregate variable of 
information, thoughts, and 
feelings at day 5 (p = .02, n2 = 
.063). 

Lee et al. 
(2022) 

303 nonclinical 
participants 
(33% in their 30s) 
(28.1% in their 40s) 
(19.5% in their 20s).  
  

Experimental study: 

• Therapy 
chatbot. 

 

At least 5-minutes 
of conversation with 
a therapy chatbot 
about current 
personal issues. 

Self-report of self-
disclosure. 

The perceived social presence 
of chatbots predicted less self-
disclosure (β = 0.80, p < .001).  
 
Fear of negative evaluation 
from chatbot predicted less 
self-disclosure (β = 0.40, p < 
.001). 
 
The interaction between social 
presence and fear of negative 
evaluation was a negative 
significant predictor of self-
disclosure (β = -0.015, p < 
.001). 

Kang and 
Kang (2023) 

135 Students 
(Mage = 23.9) 
(SDage = 3.02). 

Randomized between-
condition experiment: 
2 (introvert vs. 

10 to 20 minutes 
interview about 
mood, distress, 

Self-report of 
honesty and depth 
of self-disclosures. 

Honesty significantly 
decreased with the chatbot 
with the visual interface (p = 
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Author(s) Sample Condition(s) Intervention Main 
measurement(s) 

Main outcome(s) 

extrovert chatbot) * 2 
(male vs. female 
chatbot) * 2 (embodied 
vs. disembodied 
chatbot) * 2 (male vs. 
female participant). 

relationships, and 
health. 

.036) 
A significant interaction 
between the gender of the 
chatbot, the gender of the user, 
and the anthropomorphic 
design (p = .016). When there 
is a visual interface, honesty is 
highest toward the opposite 
gender agents. Females' depth 
of disclosures was significantly 
larger toward male chatbots (p 
= .003). See source for more 
outcomes. 

Cognitive factors: 1 study 
Lavelle et al. 
(2022) 

223 students 
enrolled. 161 
participants were 
lost to follow-up or 
excluded. 28 
participants were 
included for 
analyses. 
 
(Mage = 28.01) 
(SDage = 10.29) 
(Rangeage = 18-68)* 
 
 *Data for the 223 
students enrolled. 

Randomized 
controlled trial:  

• Chatbot 
delivering 
cognitive 
restructuring 
techniques. 

• Chatbot 
delivering 
cognitive 
defusion 
techniques. 

• Measurement 
only. 

 

The two 
interventions 
consisted of five 
sessions each with a 
duration of about 10 
minutes. 

Self-report of 
believability, 
discomfort, 
negativity, and 
extremity of a self-
chosen negative 
self-referential 
thought. 
 
Acceptance and 
Action 
Questionnaire-II. 
 
Cognitive Fusion 
Questionnaire-7. 
 
Positive and 
Negative Affect 
Schedule. 

No significant between or 
within-condition effects. 
 
Note: a significant post-
intervention difference in 
positive affect was found 
between the cognitive 
restructuring condition and 
measurement only condition, 
however, this difference also 
existed prior to the 
intervention. 
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Table 2: Main findings summarized as bullet points 
Theme Main findings Sources 

Relationship variables Current research neither supports nor contests the possibility that the alliance 
serves a function in CA-psychotherapy. 

Jeong et al. (2020) 
Ellish-Brush et al. (2021) 
Al Farisi et al. (2022) 
He et al. (2022) 
de Gennaro et al. (2020)  

Emotional venting Mixed evidence for the emotional outcomes of self-disclosing to conversational 
agents. 

de Gennaro et al. (2020) 
Akiyoshi et al. (2021) 
Meng and Dai (2021) 

 The tendency to self-disclose to conversational agents is moderated by several 
variables, such as gender, conversational strategy, and perceived social presence 
and fear of negative social evaluation of the agent. 

Qian et al. (2019) 
Yi-Chieh et al. (2020) 
Schuetzler et al. (2018) 
Akiyoshi et al. (2021) 
Pujiarti et al. (2022) 
Lee et al. (2022) 

Cognitive techniques Current research neither supports nor contests the possibility that cognitive 
restructuring and defusion techniques are effective in CA-psychotherapy. 

Lavelle et al. (2022) 
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Table 3: Future directions 

 Recommendation Implementation 

Internal validity Minimize threats to internal validity in process-research. Employ time-lagged mediation analyses and component 
study designs. 

Utilize the accessibility of conversational agents to increase 
statistical power. 

Aim toward sample sizes based on a priori power 
analyses. 

External validity Be aware of the multifaceted nature of conversational 
agents. 

Be cautious about generalizing research findings based 
on one sort of conversational agent to another. 

Take the diversity of human reference groups into account. Consider inter-individual differences and their 
implications for the generalizability of research utilizing 
human comparison conditions. 

Assess clinical populations. Examine clinical populations for whom the intervention 
was designed to alleviate a hypothesized psychological 
deficit. 

Research 
credibility 

Preregister your studies to increase the credibility of 
research findings. 

Refer to online preregistration tools such as the OSF 
registry and Aspredicted. 

Be transparent about stakeholder interests and obligations. When interpreting research findings on CA-
psychotherapy, be aware of potential industrial 
collaboration partners in the study and their interest. 
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Appendix 

List of search terms derived from theoretical and review papers 

1. Alliance (working alliance, therapeutic alliance, therapeutic relationship, therapeutic 

collaboration) 

2. Empathy (reflective functioning, mentalization) 

3. Exposure (desensitization, behavioral activation) 

4. Cognitive decentering (defusion, distancing, disidentification, detachment, 

mindfulness, insight, self-understanding, metacognition, self-as-context, non-

reactivity) 

5. Self-compassion (experiential avoidance, psychological flexibility) 

6. Cognitive restructuring (reappraisal, perspective change, dysfunctional assumptions, 

dysfunctional thinking, automatic thoughts, catastrophic thinking) 

7. Self-disclosure (emotional venting) 

8. Corrective emotional experience 

9. Expectations (placebo) 

10. Emotion regulation (coping) 

Search strings 

PsychInfo (abstract, title, keywords) 

Ab,ti,su(("conversational agent*" OR "chatbot*" OR "dialogue system*" OR "virtual agent*" 

OR "virtual avatar*" OR "digital human*" OR "relational agent*" OR "computer agent*" OR 

"social robot*") AND (“active ingredient*” OR "mechanism of change" OR "mechanisms of 

change" OR "mechanism of action" OR "mechanisms of action" OR "change mechanism*" 

OR "working alliance" OR "therapeutic alliance" OR "therapeutic relationship" OR 

"therapeutic collaboration" OR "bond" OR "empath*" OR "reflective function*" OR 

"mentalization" OR "exposure" OR "desensitization" OR "behavioral activation" OR 

"decentering" OR "defusion" OR "distancing" OR "disidentification" OR "detachment" OR 

"mindfulness" OR "insight" OR "self-understanding" OR "meta-cognition" OR "self-as-

context" OR "non-reactivity" OR "self-compassion" OR "experiential avoidance" OR 

"psychological flexibility" OR "cognitive restructuring" OR "reappraisal" OR "perspective 

change" OR "dysfunctional assumption*" OR "dysfunctional thinking" OR "automatic 

thought*" OR "self-disclosure" OR “emotional venting” OR "corrective emotional 

experience*" OR "emotion regulation" OR "coping" OR "catastrophic thinking" OR 

"expecta*" OR "placebo")) 

Pubmed (abstract, title, MeSH terms) 

("conversational agent*" OR "chatbot*" OR "dialogue system*" OR "virtual agent*" OR 

"virtual avatar*" OR "digital human*" OR "relational agent*" OR "computer agent*" OR 

Jo
urn

al 
Pre-

pro
of



Page 48 af 50 

 

"social robot*") AND (“active ingredient*” OR "mechanism of change" OR "mechanisms of 

change" OR "mechanism of action" OR "mechanisms of action" OR "change mechanism*" 

OR "working alliance" OR "therapeutic alliance" OR "therapeutic relationship" OR 

"therapeutic collaboration" OR "bond" OR "empath*" OR "reflective function*" OR 

"mentalization" OR "exposure" OR "desensitization" OR "behavioral activation" OR 

"decentering" OR "defusion" OR "distancing" OR "disidentification" OR "detachment" OR 

"mindfulness" OR "insight" OR "self-understanding" OR "meta-cognition" OR "self-as-

context" OR "non-reactivity" OR "self-compassion" OR "experiential avoidance" OR 

"psychological flexibility" OR "cognitive restructuring" OR "reappraisal" OR "perspective 

change" OR "dysfunctional assumption*" OR "dysfunctional thinking" OR "automatic 

thought*" OR "self-disclosure" OR “emotional venting” OR "corrective emotional 

experience*" OR "emotion regulation" OR "coping" OR "catastrophic thinking" OR 

"expecta*" OR "placebo") 

ACM (abstract, title, author keywords) 

("conversational agent*" OR "chatbot*" OR "dialogue system*" OR "virtual agent*" OR 

"virtual avatar*" OR "digital human*" OR "relational agent*" OR "computer agent*" OR 

"social robot*") AND (“active ingredient*” OR "mechanism of change" OR "mechanisms of 

change" OR "mechanism of action" OR "mechanisms of action" OR "change mechanism*" 

OR "working alliance" OR "therapeutic alliance" OR "therapeutic relationship" OR 

"therapeutic collaboration" OR "bond" OR "empath*" OR "reflective function*" OR 

"mentalization" OR "exposure" OR "desensitization" OR "behavioral activation" OR 

"decentering" OR "defusion" OR "distancing" OR "disidentification" OR "detachment" OR 

"mindfulness" OR "insight" OR "self-understanding" OR "meta-cognition" OR "self-as-

context" OR "non-reactivity" OR "self-compassion" OR "experiential avoidance" OR 

"psychological flexibility" OR "cognitive restructuring" OR "reappraisal" OR "perspective 

change" OR "dysfunctional assumption*" OR "dysfunctional thinking" OR "automatic 

thought*" OR "self-disclosure" OR “emotional venting” OR "corrective emotional 

experience*" OR "emotion regulation" OR "coping" OR "catastrophic thinking" OR 

"expecta*" OR "placebo") 

IEEE (all metadata) 

(("All Metadata":"conversational agent") OR ("All Metadata":"conversational agents") OR 

("All Metadata":"chatbot") OR ("All Metadata":"chatbots") OR ("All Metadata":"dialogue 

system") OR ("All Metadata":"dialogue systems") OR ("All Metadata":"virtual agent") OR 

("All Metadata":"virtual agents") OR ("All Metadata":"virtual avatar") OR ("All 

Metadata":"virtual avatars") OR ("All Metadata":"digital human") OR ("All 

Metadata":"digital humans") OR ("All Metadata":"relational agent") OR ("All 

Metadata":"relational agents") OR ("All Metadata":"social robot") OR ("All Metadata":"social 
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robots") OR ("All Metadata":"social robotic") OR ("All Metadata":"social robotics")) AND 

(("All Metadata":"active ingredient") OR("All Metadata":"mechanism of change") OR ("All 

Metadata":"mechanisms of change") OR ("All Metadata":"mechanism of action") OR ("All 

Metadata":"mechanisms of action") OR ("All Metadata":"change mechanism") OR ("All 

Metadata":"change mechanisms") OR ("All Metadata":"working alliance") OR ("All 

Metadata":"therapeutic alliance") OR ("All Metadata":"therapeutic relationship") OR ("All 

Metadata":"therapeutic collaboration") OR ("All Metadata":"bond") OR ("All 

Metadata":"empathethic") OR ("All Metadata":"empathy") OR ("All Metadata":"reflective 

function") OR ("All Metadata":"reflective functioning") OR ("All Metadata":"mentalization") 

OR ("All Metadata":"exposure") OR ("All Metadata":"desensitization") OR ("All 

Metadata":"behavioral activation") OR ("All Metadata":"decentering") OR ("All 

Metadata":"defusion") OR ("All Metadata":"distancing") OR ("All 

Metadata":"disidentification") OR ("All Metadata":"detachment") OR ("All 

Metadata":"mindfulness") OR ("All Metadata":"insight") OR ("All Metadata":"self-

understanding") OR ("All Metadata":"meta-cognition") OR ("All Metadata":"self-as-

context") OR ("All Metadata":"non-reactivity") OR ("All Metadata":"self-compassion") OR 

("All Metadata":"experiential avoidance") OR ("All Metadata":"psychological flexibility") OR 

("All Metadata":"cognitive restructuring") OR ("All Metadata":"reappraisal") OR ("All 

Metadata":"perspective change") OR ("All Metadata":"dysfunctional assumption") OR ("All 

Metadata":"dysfunctional assumptions") OR ("All Metadata":"dysfunctional thinking") OR 

("All Metadata":"automatic thought") OR ("All Metadata":"automatic thoughts") OR ("All 

Metadata":"self-disclosure") OR ("All Metadata":"emotional venting") OR ("All 

Metadata":"corrective emotional experience") OR ("All Metadata":"corrective emotional 

experiences") OR ("All Metadata":"emotion regulation") OR ("All Metadata":"coping") OR 

("All Metadata":"catastrophic thinking") OR ("All Metadata":"expecta*") OR ("All 

Metadata":"placebo”
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