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HOW TO SOLVE THE MIND-BODY PROBLEM

Two hundred and fifty years ago Denis Diderot, commenting on what makes a great natural
philosopher, wrote:

They have wat ched the operations of nature so often and so closely that they are able
to guess what course sheislikely to take, and that with afair degree of accuracy, even
when they take it into their heads to provoke her with the most outlandish
experiments. So tha the most important service they canrender to [others] . . isto
passon to them that spirit of divination by means of which it ispossible to smell out,
so to speak, methods that are still to be discovered, new experiments, unknown
results.

Whether Diderot would have claimed sucha faculty in his own case is not made clear.
But | think there is no question we should claimit for him For, again and again, Diderot made
astonishingly prescient commerts about the future course of natural science. Not least, this:

Just asin mathematics, al the properties of acurve turn out upon examination to be al
the same property, but seen from different aspects, so in nature, when experimental
science is more advanced, we shall cometo seethat dl phenomena whether of weight,
elasticity, attraction, magnetismor electricity, are all merely agects of a single state.?

Admittedly the grand unifying theory that Diderot looked forward to has not yet been
condructed. And contemporary physicids are still uncertain whether such a theory of
everything is possble even in principle. But, within the narrower field that constitutesthe
sudy of mind and brain, cognitive scientists are incread ngly confident of itsbeing possible to
have a unifying theory of these rwo things.

They — we — all assume that the human mind and brain are, as Diderot anticipated,
agectsof a sngle date — asingle state, in fact, of the material world, which could in
principle be fully described in terms of its microphysical components. We assumme that each
and every irstance of a human mental state is identical to a brain state, mental state, m =
brain state, b, meaning that the mentd stae and the brain sae pick out the same thing a this
microphysical level. And usually we further assume that the nature of thisidentity is such that



each type of mental state is multiply realisable, meaning that instances of this one type can be
identical to instances of severd different types of brain Satesthat happen to be functionally
equivalent.

What’s more, we have reason to be confident that these assumptions are factualy
correct. For, as experimental science grows more advanced, we are indeed coming to see that
mind and brain are merely aspects of a single state. In particular, brain-imaging studies,
appearing dmost dally in the scientific journals, demondgrate in ever more detail how specific
kinds of mental activity (asreported by a mindful subject) are precisely corrdated with specific
patterns of brain activity (as recorded by external instruments). This bit of the brain lights up
whenamanis in pain, this when he conjures up avidual image this when he triesto remember
which day of the week it is, and 0 on.

No doubt many of uswould say we have known all along that such correspondences
must in principle exist. So that our faith in mind-brain identity hardly needs these technicolour
demonstrations. Even o, it is, to say the least, both satisfying and reassuring to seethe
statistical facts of the identity being established, as it were, right before our eyes.

Y et it's one thing to see that mind and brain are agpects of a single state, but quite another to
see why they are. It’s one thing to be convinced by the statistics but another to understand —
as surely we all eventually want to — the causal or logical principlesinvolved. Even while we
haveall the evidence required for inductive generalisation, we may still have no basis for
deductive explanation.

Let’'s suppose, by analogy, that wewereto cometo see, through a series of
“atmospheric-imaging” experiments, that whenever thereis avisible shaft of lightning in the
air thereisacorresponding electrica discharge. We might soon be confident that the lightning
and the dlectrical discharge are aspects of one and the same thing, and we should certainly be
able to predict the occurrence of lightning whenever there is the el ectrical discharge. Even 0,
we might still havenot a d ue about what makes an electrical discharge manifes also as
lightning.

Likewise, we might one day have collected so much detailed information about mind-
brain corrdations that we can predict which mental state will supervene on any specific brain
sate. Even so we might still have no ideaas to the reasonswhy thisbrain sae yieddsthis
mental state, and hence no way of deducing one from the other a priori.

But withlightning there coud be — and of course historically there was — away to
progress to the next stage. The physico-chemical causes that underlie the identity could be
discovered through further experimentd research and new theorisng. Now the quegtion is
whethe the same strategy will work for mind and brain.



When experimental science is even more advanced, shall we come to see not only that
mind and brain are merely aspects of a single stae, but why they have to be so? Indeed, shdl
we be ableto see how an identity that might otherwise appear to be mysterioudy contingent is
in fact trangparently necessary?

A few philosophers believe the answer must be No. Or, at any rate, they believe we shall never
achieve thislevel of understanding for every sngle feature of the mind and brain. They would
point out that not all identities are in fact open to andyss in logica or causal terms, even in
principle. Some identities are metaphysically primitive, and have sinply to be taken as givens.
And quite posshly some basic featuresof the mind are in this class. David Chalmers, for
example, takes this stance when he argues for a version of epiphenomenal dualism inwhich
consciousnessjust happensto be a fundamental, non-derivative, property of matter.?

But even supposing — as most people do — that all the interesting identities are in
fact andyzablein principle, it might gtill be argued that not al of them will be open to andyss
by us human beings. Thus Colin McGinn believes that the reason why a full understanding of
the mind-brain identity will never be achieved is not because the task is logicdly impossible
but because there are certain kinds of understanding — and this is clearly one of them —
whichmust for ever lie beyond our intellectual reach: no matter how much more factual
knowl edge we accunmulate ébout mnd and brain, we simply do not havewhat it would taketo
come up with theright theory.”

The poet Goethe, much earlier, counseled against what he consdered to be the hubris
of our believing that we humans can in fact solve every problem. “In Nature.” he said, “there
is anaccessble element and aninaccessible . .

Anyone who does not gppredatethis distinction may wregle with the inaccess b e for
alifetime without ever coming near to thetruth. Hewho doesrecognise it and is
sensible will keep to the accessible and by progressin every direction within afield and
consolidation, may even be able to wrest something from the inaccessible along the
way — though here he will in the end have to admit that some things can only be
grasped up to acertain point, and that Nat ure aways retains behind her something
problematic which it isimpossible to fathom with our inadequate human faculties>

It isnot yet clear how far — if at all - such warnings should be taken serioudy.
Diderot, for one, would have advised usto ignorethem. Indeed Diderot, ever the scientific
modernigt, regarded any claim by philosophers to have found limits to our understanding, and



thusto set up No-Go areas, as an invitation to science (or experimental philosophy) to prove
such rationalist philosophy wrong.

Expeimentd philosophy knows neither what will comenor what will not come out of
itslabours; but it works onwithout relaxing. The philosophy based on reasoning, on
the contrary, weighs possibilities, makes a pronouncement and sops short. It boldly
said: “light cannot be decomposed” : experimentd philosophy heard, and held its
tonguein its presence for whole centuries; then suddenly it produced the prism, and
said, “light can be decomposed” .°

The hope now of cognitive scientistsis of course that thereis aprism awaiting
discovery that will do for the mind-brain identity what Newton’s prism did for light - a prism
that will agan send the philosophical doubters packing.

| amwith them in thishope. But | am also very sure we shal be making amistake if
we ignorethe philosophicd warningsentirely. For there isno question tha the likes of
McGim and Goethe might havea point. Indeed, I’ d say they might have more than a poirt:
they will actudly become right by default, unless and until we can set out the identity in a way
that meets certain minimum standards for explanatory possibility.

To be precise, we need to recognise that there can be no hope of scientific progress so
long aswe continue to write down the identity in such away that the mind termsand the brain
terms are patently incommensurable.” The problem will be especidly obviousif the
dimensions do not match up.

| use the word “dimensions’ here advisedly. Whenwe do physics at school we are taught that
the "physical dimensions' of each side of an equation must be the same. If one sde hasthe
dimensions of avolume, the other side must be a volume too, and it cannot be, for example,
an acceler ation; if one side has the dimensions of power, the other side must be power too and
it cannot be momentum; and so on. As A. S. Ramsey put this in hisclassical Dynamics
textbook: “The consideration of dimensions is a useful check in dynamicd work, for each side
of an equation mugt represent the same physica thing and therefore mus be of the same
dimensions in mass [m], space [s] and time [t]” .2

Indeed so strong a constraint is this that, as Ramsey went on, "sometimesa
congdeation of dimengons alone is sufficient to determine the form of the answer to a
problem.” For example, suppose we want to know the form of the equation that relates the
energy contained in alump of matter, E, to its mass, M, and thevelocity of light, C. Since E
can only have the dimension ms?t*, M the dimension m and C the dimension st™, we can



conclude without further ado that the equation must have the form E = M2, By the same
token, if anyone were to propose instead that E = MC?, we would know immediaely that
something was wrong.

But what is true of these dyramical equations is of course just as true of all other kinds
of identity equations. We can be sure inadvance that, if any proposed idertity isto haveeven
achance of being vdid, both sides mug represent the same kind of thing. Indeed we can
generdise thisbeyond physicd dimensons, to say that both sdes must have the same
conceptud dimensions, which is to say they must belong to the same generic class.

So, if it issuggesied for example that Mark Twain and Samuel Clemens are identicd,
Mark Twain = Samuel Clemens, we can believe it because both sides of the equation arein
fact people. Or, if it issuggested that Midsummer Day and 21 June are identicd,
Midsummer Day = 21st June, we can believe it because both sides ae days of the year. But
were someone to suggest that Mark Twain and Midsummer Day are identical, Mark Twain =
Midsummer Day, we should know immediately thisequation isa false one.

Now, to return to the mind-brain identity: when the proposd istha acertan mental Sate is
idertical to a certain brain state, mental state, m = brain state, b , the question is. do the
dimensions of the two sides match?

The answer surdy is, Y es, someimes they do, or at any rate they can be made to.

Provided cognitive sdencedelivers on its promise, it should soon be possible to
characterise many mental statesin computational or functional terms, i.e. interms of rules
connecting inputs to outputs. But brain states too can relatively easily be described in these
same terms. So it should then be quite straightforward, in principle, to get the two sides of the
equation to line up.

Most of the states of interest to psychologigs — states of remembering, perceiving,
wanting, talking, thinking, and o on — are in fact likdy to be amerable to this kind of
functional andysis. So, dthoughit istruethereis ill along way to go beforewe can dam
much success inpractice, at |east the research strategy is clear.

Wedo an experiment, say, in which we get subjectsto recdl what day of the week it
is, and at the same time we record their brain activity by MRI. We discover that whenever a
person thinks to himself “today is Tuesday”, a particular area of the brain lights up. We
postul ate the identity: recalling that today is Tuesday = activity of neurons in the
calendula nucleus.

We then try, on the one had, to provide a computational account of what is involved
inthisact of recdling the day; and, on the other hand, we examine the local brain activity and



try to work out just what is being computed. Hopefully, when the results are in, it al matches
nicely. A clear case of Mark Twain = Samuel Clemens.

But of course cases like this are notoriously the “easy” cases — and they are not the ones that
most philosophers are redly fussed about. The “hard” cases are precisely those whereit seems
that this kind of functional analyssis not likely to be possible. And this meansespecially those
cases that involve phenomenal consciousness: the suljedive sensation of redness, the taste of
cheese, the pan of a headache and so on. These arethe mentd dates that | ssaac Newton
dubbed sensory “phantasms’,® and which are now more generally (although often less
appropriately) spoken of as “qualia’.

The difficulty in these latter casesis not that we cannot establish the factual evidence
for the identity. Indeed this part of the task may be just as easy asin the case of cognitive
states such as remembering theday. We do an experiment, say, inwhich we get subjects to
experience colour sensations, while again we examine their brain by MRI. We discover that
whenever someone has ared sensation, there is adivity in cortical areaQ6. So we postulate
the idertity: phantasm of red = activity in Q6 cortex.

So far, so good. But it isthe next step that is problematical. For now, if wetry the
same strategy as before and attempt to provide a functional description of the phantasmso as
to be able to match it with afunctional description of the brain state, the way is barred. No
one it seems hasthe least idea how to characterise the phenomena experience of rednessin
functional terms— or for that matter how to do it for any other variety of sensory phantasm.
And in fact there are wdl-known arguments (such asthe Inverted Spedrum) tha purport to
prove that it cannot be done, even in principle.

If not afunctional description, then, might there be some other way of describing these
elusive states, which being dso goplicableto brain states, could save the day? Unfortunately,
the philosophical consensus seams to bethat the answer must be No. For many philosophers
seem to be persuaded that phenomenal states and brain states are indeed essentially such
different kinds of entity that thereis smply no room whatever for negotiation. Colin McGinn,
in afantasy dialogue, expressed the plain hopelessness of it sharply: “Isn't it perfectly evident
to you that . . [the brain] isjust thewrong kind of thing to give birth to [ phenomend]
consciousness. You might aswell assert that numbers emerge from hiscuits or ethicsfrom
rhubarb” *° A case of Mark Twain = Midsummer Day.

Y et, as we've seen, thiswill not do! At least not if we are still looking for explanatory
understanding. So, where are we scientiststo turn?



Let’ sfocuson the candidate idertity: phantasm, p = brain state, b. Given that the
gaidicd evidence supporting it remains as strong as ever, therewould seem to be three ways
that we cango.

1. We can accept that, despite everything, thisequation is in fact false. Whatever the statistical
evidencefor there being a corrdaion between the two, thereisredly not an idertity between
the two states. Indeed all the correlation showsis jud that: that the states are co-related. And
if we wart to pursue it, we shall have then to go off and look for some other theoretical
explanation for this correlaion — God’s whim, for instance. (This would have been
Descartes preferred solution).

2. We can continue to believe in the equation, while at the same time we grudgingly
acknowledge that we have met our match: ather theidentity does not have an explanaion or
else the explanation really is beyond our human reach. And, recognising now that thereis no
point in pursuing it, we shall be akle, with good conscience, to retire and do something dse.
(Thisis McGim'’s preferred solution).

3. We can doggedly insist both that the identity is real and that we shall explain it somehow —
when eventually we do find the way of bringing the dimensionsinto line. But then, despite the
apparent barriers, we shall have to set to work to brow-beat the terms on ore side or other of

the identity equaionin suchway as to make themline up. (Thisismy own and | hope a good

mary others preferred solution).

Now, if we do choose this third option, there are several possihilities.

Onestrategy would beto find anew way of conceving of sensory phantaansso asto
make them more obviously akinto brain states. But, let’s be careful. We must not be roo
radical in redefining these phantasmsor we shall be accused of redefining away the essential
point. Daniel Dennett’s sallies in this direction can be awarning to us.** His suggestion that
sensations are nothing other than complex behavioural (even purely linguistic? dispositions,
while defensible in his own terms, has proved too far removed from most peopl€e s intuitions
to be persuasive.

An dternative strategy would be to find a new way of conceiving of brain dates so as
to make them more like sensory phantasms. But again we must not go too far. Roger Penrose
is the offender thistime.*? His speculations about the brain as a quantum computer, however
ingenious, have seemed to most neuroscientists to require too much specia pleading to be
taken serioudy.



Or then again, there would be the option of doing both. My own view is that we
should indeed try to meddle with both sdes of the equation to bring them into line. Dennett
expects al the compromise to come from the behavioural psychology of sensation, Penrose
expectsit all to come from the physics of brain sates. Nether of these drategies seems likely
to deliver what we wart. But it’s amazing how much more promising things look when we
alow some give on both sides— when we attenmpt to adjust our concept of sensory
phantasms and our concept of brain states until they do match up.

So, this, | SUppOSe, is how to solve the mind-brain problem. We shdl need to work on both
sides to define the relevant mental states and brain states in terms of concepts that really do
have dual currency — being equaly applicable to the mental and the material. And now all
that remains, for this paper, isto do it.

Then, let’s begin. phantasm, p = brain state, b. Newton himself wrote: “T o determine. . by
what modes or actions light produceth in our minds the phantasms of coloursisnot so essy.
And | shall not mingle conjectures with certainties’.** Three and a half centuries later, let us
seeif we can at least mix some certainties with the conjectures.

Fird, on one side of theequation, these sensory phantasims. Precisely what arewe are
talking about here? What kind of thing are they? What indeed are their dimensions?

Philosophers are — or at any rate have become in recent years — remarkably cavalier
about the need for careful definition in this area. They bandy about terms such as “ phenomenal
properties,” “
at issue when people point inwardly to their sensory experience — asif the hard-won lessons
of positivist philosophy had never beenlearned. In paticular that over-worked term “qualia,”
which did at least once have the merit of meaning something precise (even if possibly
vacuous™), is now widely used as a catch-all term for anything vaguely subjective and
qualitative.

It isno wonder, then, that working scientists, having been abandoned by those who
might have been ther pilots, have tended to lose ther way even more comprehensively.
Francis Crick and Christoph Koch, for example, begin arecent paper by saying that “everyone
has a rough idea of what is meant by consciousness’ and that “it is better to avoid a precise
definition of consdousness’ . In the same vein Susan Greenfield, writes “consciousnessis
impossible to define . . perhaps then it is sinply best to give a hazy description, something like
consciousness being ‘your first-person, personal world'”.** While Antonio Dameasio is fuzzier
still: “Quite candidly, thisfirst problem of consciousnessisthe problem of how weget a

what it’slike,” “ conscious fedlings,” and so on, to refer to whatever itisthat is



‘movieinthebrain ... the fundamental componrents of the images in the movie metaphor are
thus made of qualia.”*’

But thisis bad. Hazy or imprecise descriptions can only be a recipe for trouble. And,
anyway, they are unnecessary. For thefact iswe have for along time had the conceptud tools
for seing through the haze and distingui shing the phenomenon of central intered.

Try this. Look at ared screen, and consider what mental states you are experiencing. Now let
the screen suddenly turn blue, and notice how things change. T he important point to note is
that there are o quite distinct parts to the experience, and mo things that change.

First (and | mean firg), there is a change in the experience of something happening to
yourself — the bodily sensation of the quality of light arriving at your eye. Second, thereisa
change in your attitude towards something in the outer world — your perception of the colour
of an external object.

It was Thomas Reid, genius of the Scottish enlightenment, who over two hundred
years ago first drew philosophical attention to the remarkable fact that we human beings —
and presumably many other animasalso — do infact use our snses in thesetwo quite
different ways:

The external senses have a double province — to make us feel, and to make us
perceaive. They furnish uswith avariety of sensations, some pleasant, others painful,
and othersindifferent; at the same timethey give us aconception and aninvincible
belief of the existence of external objeds. . .

Sensation, taken by itself, implies neither the conception nor belief of any external
object. It supposesa sentient being, and a certan manner in which that being is
affected; but it supposes no more. Perceptionimplies a conviction and beli ef of
something external - something different both from the mind that perceives, and the act
of perception. Things so different in their nature ought to be distinguished.™®

For example, Reid said, we smell arose, and two separate and parale things happen:
we both fed the sweet smell at our own nogtrils and we per ceive the external presence of a
rose. Or, again, we hear ahooter blowing from the valley below: we both feel the booming
sound at our own ears and we percevethe extemal presence of a shipdown in the Frth. In
general we can and usually do use the evidence of sensory stimulation both to provide a
“suby ect-centred affect-laden representation of what’ shappeningto me”, and to provide “an
objective affectively neutral representation of what's happening out there”.*



Now it seems quite clear that what we are after when we try to distinguish and define
the realm of sensory phantasmsisthe first of these: sensation rather than perception. Y et one
reason why we find it so hard to do the job properlyisthat it isso easy to muddlethe two up.
Reid again:

[Yet] the perception and its correspond ng sensaion are produced at thesametime. In
our experience we never find them disjoined. Hence, we are led to consider themas
one thing, to give them one name, and to confound their different attributes. It
becomes very dfficult to separatetheminthought, to atendto each by itself, and to
attribute nothing to it which belongs to the other. To do this requires a degree of
attention to what passes in our own minds, and atalert for distinguishing things that
differ, which isnot to be expected in the vulgar, and iseven rarely found in
philosophers. . .

| shall conclude thischapter by observing that, as the confound ng our snsationswith
that perception of external objects whichis constantly conjoined with them, has been
the occasion of most of the errors and false theories of philosophers with regard to the
senses; so the diginguishing these operations seems to me to bethe key that leads to a
right understanding of both.*

To repeat: sensation has to do with the self, with bodily stimulation, with feelings
about what’ s happening now to me and how I feel about it; perception by contrast has to do
with judgements about the objective facts of the externd world. Things so different in their
nature ought to be distinguished. Y et rarely arethey. Indeed many people still assume that
perceptual judgements and even bdiefs, desires and thoughts can have a pseudo-sensory
phenomenology intheir own right.

Philosophers will be found daiming for example tha “there is something it islike” not
only to have sensations such as feeling warmth on one’ s skin, but also to have perceptions
such as seeing the shape of a distant cube, and evento hold propositional attitudes such as
believing tha Parisis the capital of France® Meanw hile psychologists, adopting a haf-
understood vocabulary borrowed from philosophy, tak all too casudly about such hybrid
notions as the perception of “dog qualia’ on looking at a picture of a dog.” While these
category migakes persist we might as well give up.
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So this must be the first step: we have to mark off the phenomenon that interests us —
sensation — and get the boundary in the right place. But then the red work of anaysis
begins. For we must homeinon whet kind of thing we are deding with.

Look at thered screen. You feel thered sensation. You perceive the red screen. We
doin fact talk of both sensation and perception in structuradly smilar ways. Wetdk of feeling
or having sensations — asif somehow these sensations, like perceptions, were the objects of
our sensing, sense data, out there waiting for us to grasp them or observe themwith our
mind's eye.

But, as Reid long ago recognised, our language mideads us here. In truth, sensations
are no more the objects of sensing than, say, volitions are the objects of willing, intentions the
objects of intending, or thoughts the object of thinking.

Thus, I feel a pain, I see a tree: thefirst denoteth a sensation, the last a perception.
The grammatical analysis of both expressionsis the same: for both consst of an active
verb and an object. But, if we attend to the things sgnified by these expressions, we
shall find that, in the first, the distinction between the act and the object is not real but
grammaticd; in the second, the distinctionis not only grammatica but real.

The form of the expression, / feel pain, might seem to imply that the feeling is
something distinct from the pain felt; yet in reality, there is no distinction. Asthinking
a thought is an expression which could signify no more than thinking, So feeling a pain
signifies no more than being pained. What wehave said of pain isapplicable to every
other mere sensation.®

S0 sensory awareness is an activity. We do not have pains weget to be pained.

Thisis an extraordinarily sophigticated insight. And dl the moreremarkablethat Reid
should have come to it two hundred years before Wittgenstein wastearing his hair about
similar problems and not getting noticeably further forward.

Even so, | believe Reid msalf got only part way to the truth here. For my own view
(developed indetail in my book, A4 History of the Mind**) is that the right expression is not so
much “being paned” as “paining”. That isto say, sersing is not a passive date at all, but
rather aform of active engagemernt with the stimulus occurring at the body surface.

When, for example, | feel pain in my hand, or taste salt on my tongue, or equally when
| have ared sensation at my eye | amnot being pained, or being stimulated saltily, or being
dimulated redly. Ineach case | aminfact the active agent. | am not Stting there passvey
absorbing what comesin from the body surface, | amreflexly reaching out zo the body surface
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with an evduative response — a response gopropriate to the stimulusand the body part
affected.

Furthermore, it isthis efferent activity that | am aware of. So that what | actudly
experience asthe feeling — the sensation of what is hgppening to me — ismy reading of my
own response to it. Hence the quality of the experience, the way it feels, instead of reveding
the way something is being done to me, reveals the very way something is being done by me.

This ishow | fed about what’s happening right now a my hand — I’ m feding painily
about it!

_ Thisishow | fed about what’s happening right now at thispart of thefield of my eye
— I’'mfeeling redy about it!

In my book | proposed that we should call the activity of sensing “sentition”. The term
has not caught on. But | bring it up again here, in passing, because | believe we canwell do
with aword that captures the active nature of sensation: and sertition, resonating as it does
with volition and cognition, sounds theright note of directed sdf-involvement.

Theidea, to say it again, isthat this sentition involves the subject “reaching out to the
body surface with an evauative response — aresponse appropriate to the stimulus and the
body part affected.” This should not of course be taken to imply that such sensory responses
actually result in overt bodily behaviour — at least certainly not in human bangs as we ae
now. Nonetheless | think there is good reason to suppose that the responses we make today
have in fact evolved from responses that in the past did carry through into actual behaviour.
And the result is that even today the experience of sensation retains many of the original
charadteristics of the experience of true bodily action.

Let’s consider, for example, thefollowing five defining properties of the experience of
sensdion — and, ineach case, let’s compare an example of sensing, feeling a pain in my
hand, with an example of bodily action, performing a hand wave.

1. Ownership. Sensation always belongs to the subject. When| havethe pain my hand, | own
the paining, it smine and no oneelsg s, | antheoneand only author of it . . aswhen | wave
my hand, | own and am the author of the action of waving.

2. Bodily location. Sensation is always indexical and invokes a particular part of the

subject’s body. When | have the pain in my hand, the paining intrinsically involves this part of
me . . aswhen | wave my hand the waving too intrinsically involvesthis part of me.
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3. Presentness. Sensation is always present tense, ongoing and imperfect. When | have the
pain in my hand, the paining is in exigence just now for the time being .. aswhen| wave my
hand thewaving too exigs just now.

4. Qualitative modality. Sensation always hasthe feel of one of severd qualitatively distinct
modalities. When | have the pain in my hand, the paining belongsto the class of somatic
sensations, quitedifferent in thar whole style from, say, the dass of visual sensations or of
olfactory ones . . as when | wave my hand the waving belongsto the class of hand-waves,
quite different in style from other classes of bodily actions such as, say, the class of face-smiles
or of knee-jerks.

5. Phenomenal immediacy. Most important, sensation is aways phenomenally immediate,
and the four properties above are self-disclosing. Thus, when | have the painin my hand my
impression is simply that my hand hurts: and, when my hand hurts, the fact that it is my hand
(rather than someone elsg 9), that it ismy hand (rather than some other bit of me), that it is
hurting now (rather than some other time), and tha it is acting in apainful fashion (rather than
acting in avisud, gustatory or auditory fashion), are facts of which | am directly and
immediately aware for the very reason that it is I, the author of the paining, who make these
facts . . just aswhen | wave my hand, my impression is smply that my hand waves, and al the
corresponding properties of this action too are facts of which |, the author of the wave, am
immediately aware for similar reasons.

Thus, inthese ways, and othersthat | could point to, the positive analogies between sensations
and bodily activities add up. And yet, | acknowledge right away that there is also an obvious
disanalogy: namely that, to revert to that old phrase, it is “like something” to have sensations,
but not like anything much to engage in most other bodily activities!

To say the least, our experience of other bodily activities is usually very much
shallower. When | wave my hand there may be, perhaps, the ghost of some phenomenal
experience. But surely what it’s like to wave hardly compares with what it’slike to fed pain,
or taste sat or sensered. The bodily activity comes across as aflat and papery phenomenon,
whereas the sensation seems 0 much more velvety and thick. The bodily activity is like an
unvoiced whisper, whereas the sensation is like the rich self-confirming sound of a piano with
the sustaining pedal down.

Of oourse neither metaphor quite capturesthe difference in qudity | am alluding to.
But ill | think the sugtaining pedal brings us surprisingly close. For | believethat ultimately
the key to an experience being “like something” does in fact lie in the experience being like
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itself'in time - hence being about itself, Or taking itself as its own intentional object. And this
isachieved, inthe specid case of sensory responses, through a kind of self-resonance that
effectively stretches out the present moment to create what | have called the thick moment of

consciousness.

There are, of course, loose ends to this andysis and ambiguities. But I’d say there are surely
fewer of both than we began with. Andthisis the time to take stock, and move on

The task was to recast the terms on each side of the mind-brain identity equation,
phantasm, p = brain state, b, SO as to make themlook more like each other.

What we have done so far is to redescribe theleft hand sSde of the equationin
progressively more concrete terms. Thus the phantasm of pain becomes the sensation of pain,
the sensation of pain becomes the experience of actively paining, the activity of paining
becomes theactivity of reaching out to the body surfaceina painy way, and this acivity
becomes sdf-resonart and thick. .. And with each 2ep we have aurely comea little closer to
specifying something of akind that we can get a handle on.

We can therefore turn our attention to the right hand sde of the equation. As Ramsey
wrote, "Someimes a consideration of dimengons alone is sufficient to determine the form of
the answer to aproblem.” If we now have this kind of thing onthe mind side, we need to
discover something like it on the brain sde. If the mind term involves astate of actively doing
something about something, namely issuing commands for an evaluative response addressed
to body surface, then the brain term must also be a state of actively doing something about
something, presumably doing the corresponding thing. If the mind term involves self-
resonance, then the brain state must al < involve self-resonance. And so on.

Isthis still the impossibly tall-order that it seemed to be earlier — still a case of ethics
on one side, rhubarb on the other? No, | submit that the hard problem has in fact been
transformed into arelatively easy problem. For we are now dealing with something on the
mind side that surdy could have the same dimensions &s a brain state could. Concepts such as
“indexicality,” “presant-tenseness,” “modal quality,” and “authorship” are indeed dual
currency concepts of just the kind required.

It looks surprisingly good. We can surely now imagine what it would take onthe brain
gde to make the identity work. But | think thereis double cause to be optimidtic. For, asit
turnsout, thispicture of what isneeded on the brain sdetiesin beautifully with aplausble
account of the evolution of sensations.
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| shall round off thispaper by sketching in this evolutionary history. And if | do it in what
amounts to cartoon form, | trust thiswill at least be sufficient to let the mgor themes come
through.

Let's return, then, inimagination to the earliest of times and imagine a primitive
amoebe-like animal floating in the anciert seas.

Thisanimad has adefining edge to it, astructurd boundary. Thisboundary is crucid:
the anima exists within thisboundary — everything withinit is part of the animd, belongsto
it, ispart of "sdf", everything outsideit is part of "other". The boundary holds the animal's
own substance in and the rest of the world out. The boundary is the vital frontier across which
exchangesof material and energy and information can take place.

Now light fallson the animal, objectsbunyp into it, pressure wavespress against it,
chemicals stick to it. No doult some of these aurface everts are going to be agood thing for
the animal, others bad. If it is to survive it mug evolve the ahility to sort out the good from
the bad and to respond differertly to them - reacting to this stimulus with anow! to that with
an ouch! to this with a whowee!

Thus, when, say, st arivesat itsskin it detectsit and makes a char acteristic wriggle
of activity — it wriggles saltily. When red light fallson it, it makes a different kind of wriggle
— it wriggles redly. These are adaptive reponses, slected because they are appropriae to
the animd’s particular needs Wriggling sdtily hasbeen sd ected as the best response to slt,
while wriggling sugarly, for example, would be the best response to sugar. Wriggling redly has
been selected as the best response to red light, while wriggling bluely would be the best
response to blue light.

To begin with these wriggles are entirely loca responses, organised immediatdy
around thesite of stimulation. But laer there devel ops something more like areflex arc
passing viaa centrd gangdion or proto-brain: information arrives from the in, it gets
assessed, and appropriate adaptive action is taken.

Stll, asyet, these sensory responses are nothing other than responses, and thereisno
reason to suppose that the animal isinany way mentally aware of what is happening. Let's
imagine however that, asthis animd’slife becomes more complex, the time comes when it will
indeed be advantageousfor it to have somekind of inmner knowl edge of what is affecting it,
which it can begin to use as abass for more sophigticated planning and decision making. So it
needs the capecity to form mental representations of the sensory stimulation at the surface of
its body and how it feels about it.

Now, one way of developing this capacity might beto start over again with a
completey fresh anayss of the incoming information from the sense organs. But this would
be to miss atrick. For, the fact is thet all the requisite details about the gimulation — where
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the stimulus isoccurring, what kind of gimulusit is, and how it should be dealt with — ae
already encoded in the command dgnals theanimd is issuing when it makesthe gopropride
SEensory response.

Hence, all the animal needs to do to represent the stimulation is to pick up on these
dready-occurring command signds. For example, to sense the presence of st a acertan
location on its skin, it need only monitor its own signals for wriggling sdltily at that location,
or, equaly, to sense the presence of red light it need only monitor its signals for wriggling
redly.

Note well, however, that all thistime the animal’s concern is merely with what's
occurring at its body surface. By monitoring itsown responses, it formsa represertation of
"WHAT ISHAPPENING TO ME". But, at this stage, the animal neither knows nor cares
where the stimulation comes from, et done what the simulation may imply about the world
beyond its body.

Y et wouldn't it be better off if it were to care @out theworld beyond? Let’ssay a
pressurewave presses ggainst its side . . wouldn't it be better off if, besides being aware of
feeling the pressure wave as auch, it were able to interpret this stimulus as signaling an
goproaching predator? A chemical odour driftsacrossitsskin. . wouldn’'t it be better off if it
wereable to interpret thisstimul us assignding the presence of a tagzy worm? Inshort,
wouldn't the animal be better off if, as well as reading the gimulation at its body surface
merely in terms of its immediae affective value, it were able to interpret it as asign of
"WHAT ISHAPPENING OUT THERE"?

The answer of courseis, Yes. And we can be surethat, early on, animasdid in fact hit
on the idea of using the information contained in body surface stimulation for this novel
purpose - perception in additionto sensation. But the purpose was indeed so nove that it
meant a very different style of information-processing was needed. When the quedion is “what
is happening to me?’, the answer that is wanted is qualitative, present-tense, transent, and
subjective. When the question is “what is hgppening out there?’, the answer that iswanted is
guantitative, analytical, permanent, and objective.

So, to cut along gory short, there devd oped in consequence two pardlel channels to
subserve the very different readings we now make of an event at the surface of the body,
sensation and perception: one providing an affect-laden modality-specific body-centred
representation of what the stimulation is doing to me and how | feel about it, the other
providing a more neutral, abstract, body-independent representation of the outside world.

Sensation and perception continued along relativdy independent paths in evolution.
But weneed not be concerned further with perception in this paper. For it is thefate of
sensation that matersto our narrative.
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Aswe |eft it, the animd is actively responding to stimulation with public bodily
activity, and its experience or proto-experience of sensaion (if wecan now call it that) arises
from its monitoring its own command signals for these sensory responses. Significantly, these
responses are il tied in to the anima’s surviva and their form is still being maintained by
natural selection — and it follows that the form of the animal’ s sensory experienceis also at
this stage being determined in al its aspect s by selection.

Y et, the story is by no means over. For, asthis animal continues to evolve and to
change itslifestyle, the nature of the selection pressures isbound to dter. I n particular, asthe
anima becomes more independent of itsimmediate environment, it haslessand lessto gain
from the responses it has always been making directly to the surface stimulusas such. In fact
there comes a time when, for example, wriggling sdtily or redly at the point of stimulation no
longer has any adaptive value at all.

Then why not ssimply give up on this primitive kind of loca responding altogether? The
reason why not isthat, even though the anima may no longer want to respond directly to the
stimulaionat its body surfaceas such, it gill wantsto be able to keep upto date mentally with
what’s occurring (not least because thislevel of sensory representation retainsa crucia rolein
policing perception, see Chapter 10). So, even though the animal may no longer have any use
for the sensory responses in themselves, it has by this time become quite dependent on the
secondary representationa functions that these responses have acquired. And sncethe way it
has been getting these representations in the past has been by monitoring its own command
dgnalsfor sensory responses, it clearly cannot af ford to sop issuing these command signas
entirely.

So, the situation now is this. Inorder to be able to represent “wha’ s happening to
me”, the animal must in fact continue to issue commands such as would produce an
aopropriate response a the right place on the body if they wereto cary through into bodily
behaviour. But, given that the behaviour is no longer wanted, it may be better if these
commands remain virtua or as-if commands — in other words, commands which, while
retaining their original intentional properties do not infact have any real effects.

The upshot is— or so I’ ve argued — that, over evolutionary time, there is a slow but
remark able change. What happensis that the whole sensory activity gets “privatised’: the
command signals for sensory responses get short-circuited before they reach the body surface,
so that instead of reaching dl the way out to the site of stimulaionthey now reach only to
points closer and closer in on the incoming sensory nerve, until eventually the whole process
becomes closed off from the outside world in an internal loop within the brain.
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Now once this happensthe role of natura selection must of course sharply diminish.
The sensory responses have lost all their original biological importance and have in fact
disappeared from view. Therefore sdedionisno longer involved in determining the form of
these responses and a fortiori it can no longer be involved in determining the quality of the
representations based on them.

But the fact is that this privacy has come about only at the very end, after natural
selection has done its work to shape the senory landscape There is therefore every reason to
suppose that the forms of sensory responses and the corresponding experiences have already
been more or less permanently fixed. And although, once selection becomes irrelevart, these
forms may be liable to drift somewhat, they arelikely always to reflect thar evolutionary
pedigree. Thusresponses that started their evolutiorary life as ded cated wriggles of
acceptance or reection of astimulus will still be recognisably of their kind right down to the
present day.

Y et, something is not in place yet: the “thickness factor”. And, asit happens, thereis a
further remarkable evolutionary development to come — made possible by the progressive
shortening of the sensory response pa hway.
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It has been true all along, ever since the dayswhen sensory responses were indeed
actual wriggles at the body surface that they have been having feedback effects by modifying
the very stimulation to which they are aresponse. In the early days, however, this feedback
circuit was too round-about and slow to have had any interesting consequences. However, as
and when the process becomes internalised and the circuit so much shortened, the conditions
are there for asgnificant degree of recursive interaction to comeinto play. That’sto say, the
command signals for sensory responses begin to loop back upon themsalves, becoming in the
process partly sdf-creating and self-sustaining. These sgndsstill take their cue from input
fromthe body surface and still get styled by it, but on another leve they have become sgnas
about themselves. To be the author of such recursive Sgnalsisto enter a new irntentional
domain.

To return to our identity equation: We needed acertain set of features on the brain side. We
could haveinvented them if we were brave enough. But now, | submit, we actually have them
handed to us on a plate by an evolutionary gory that delivers on every important point.

| acknowledge that there is more to be done. And the final solution to the mind-body
problem, if ever we do agree on it, may gill look rather different from theway I'mtelling it
here. But the fact remainsthat this gpproach to the problem hasto be the right one. Thereis
no escaping the need for dual currency concepts— and any future theory will haveto play by
these rules.

Diderot wrote “A tolerably clever man began his book with these words: ‘Man, like all
animals, is composed of two distinct substances, the soul and the body. If anyone denies this
proposition it is not for him that [ write.” | nearly shut the book. Oh! ridiculouswriter, if |
once admit these two distinct substances you have nothing more to teach me.”®

This paper has been about how to make one thing of these two.
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