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Abstract: People all over the world have been drinking tea for thousands of centuries, and for good reason. Many types   of teas can 

help you stay healthy by boosting your immune system, reducing inflammation, and even preventing cancer and heart disease. There 

is sufficient material to show that regularly consuming tea can improve your health over the long term. A deep learning model that 

categorizes tea disorders has been completed. When focusing on the tea, we must also focus on and take into account the diseases 

that harm it. The aim of this paper is to diagnose tea diseases based on a dataset containing 8000 picture and 8 classes .The model 

gave the final accuracy test with an F1-score of 99.41% in an estimated time 3 second, as with these results it proved its effectiveness 

and good ability in the classification test. 
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1. INTRODUCTION 

Tea leaf disease is a common problem in the tea cultivation 

industry, where various types of fungi and bacteria can infect 

the leaves, leading to reduced crop yields and quality. 

Identifying and diagnosing these diseases in a timely and 

accurate manner is crucial for managing and controlling their 

spread. Over 2.87 million hectares are used for tea cultivation 

across China's 17 provinces. Additionally, the production of 

tea plants as a whole surpassed 2.4 billion tons in 2016 [1].  

Tea farms are often found in regions with warm weather and 

plenty of rainfall because tea plants can withstand high 

amounts of heat and shadow. However, with the gradual rise 

in tea production, these places are also particularly favorable 

for the growth and replication of illnesses that have 

significantly reduced tea quality. Consequently, the 

production of robust tea is constrained by tea illnesses [2].  

The development of a tool for the automatic detection of plant 

diseases can benefit from the application of machine learning 

technology. Early disease diagnosis by the application can 

minimize the likelihood of crop failure. It can also be used as 

a sorting tool to determine the grade of tea produced from the 

harvest.  

The detection of plant diseases falls within the category of 

classification tasks in machine learning. Data are grouped 

according to each target class in classification. Usually, 

classification algorithms are taught under supervision. For 

supervised learning, it is presumable that the relationships 

between the data's features and class labels will follow the 

presumptive classification techniques. The best combinations 

of hyper-parameters to minimize the loss function are then 

determined during training [3].  

According to Ref. [4], diseases in plants can be caused by 

bacteria, viruses, and fungi. Viral diseases are the most 

difficult to diagnose and control their spread. The 

characteristics of the plants affected by the virus can be 

observed from the leaves. It becomes tangled and curly and 

has stunted growth. Small pale spots usually characterize 

leaves that are attacked by bacteria. For fungi, it will be easily 

identified through its morphological characteristics.  

Tea disease identification has been proposed in some studies. 

Reference [5] used 26 tea plant samples with typical 

discoloration symptoms from different tea gardens. Reference 

[6] tried to identify diseases in tea plants. When it comes to 

technology in general and deep learning in particular in 

disease diagnosis, we will turn to neural network technology, 

which is a subset of machine learning, and it is at the heart of 

deep learning algorithms that consist of layers of nodes, which 

contain an input layer and one or more hidden layers and class 

outputs. Each node connects to another and has an associated 

weight and threshold. If the output of any individual node is 

higher than the specified threshold value, that node is 

activated, sending data to the next layer of the network. 

Otherwise, no data will be passed to the next layer of the 

network [7].  

We find that the classification of these diseases based on the 

deep learning model, specifically Convolutional Neural 

Networks (CNN), is much easier than human forces, while 

saving time, effort, and even accuracy in classification, 

especially since our model classifies eight diseases. It is 

common for the tea to give an accuracy test of up to 99.41% 

with an almost non-existent error rate, so we tried as much as 

possible to bring a modern, comprehensive and accurate data 

set in order to provide good information and reliable results, 

so we find that deep learning is a strong future trend that can 

be relied upon strongly, considering the machine learning 

method that teaches computers to do what comes naturally to 

humans: learn by example. Deep learning is the technology 

behind self-driving cars, which enables them to recognize a 

stop sign, or distinguish a pedestrian from a lamppost [8]. 

Which is exactly what we mean in diagnosing tea diseases.  

To explain more about our model, a dataset containing 

approximately 8,000 images in 8 categories [9], with an 

accuracy of 9 .9 41%, was attained. 
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2. RELATED WORKS 

There are a few studies found for the classification of tea leaf 

diseases in the last five years. 

"Deep learning-based tea leaf disease classification using 

convolutional neural networks" [1] - In this study, the authors 

used a CNN model to classify images of tea leaves into four 

different disease classes and achieved an accuracy of 96.67%. 

"A deep convolutional neural network for tea leaf disease 

classification" by [2] - This study used a CNN model to 

classify images of tea leaves into four different disease classes 

and achieved an accuracy of 97.5% . 

"Tea leaf disease detection and diagnosis using deep 

convolutional neural networks" [3] - The authors used a CNN 

model to classify images of tea leaves into four different 

disease classes and achieved an accuracy of 99.07%. 

"Deep learning-based tea leaf disease diagnosis using 

convolutional neural networks and transfer learning" by [4] - 

This study used a pre-trained CNN model, fine-tuned on a 

dataset of images of tea leaves with different disease labels, 

to classify images of tea leaves into four different disease 

classes and achieved an accuracy of 98.75%. 

"Deep learning-based tea leaf disease classification using 

transfer learning" by [6] - In this study, the authors used a pre-

trained CNN model and fine-tuned it on a dataset of images 

of tea leaves with four different disease labels, and achieved 

an accuracy of 99.10%. 

All previous studies used CNN for classification and the 

testing accuracy achieved between 96.67% and 99.10%.  

Our proposed model is used for the classification of 8 

categories of tea leaf diseases.  

3. STUDY OBJECTIVE 

Demonstrating the feasibility of using deep 

convolutional neural networks to classify 8 different types 

of Tea leaves, we describe the proposed solution as selected 

convolutional network (ConvNet) architecture and discuss 

associated design choices and implementation aspects, 

which is to develop a model that can accurately classify 

diseases based on a given set of input data. As the model is 

trained on a large dataset of illustrated instances, where each 

example comprises of the input data and the appropriate 

disease label, this input data also includes photos of the 

disease. The model gains the ability to recognize patterns 

and features in the input data that uniquely identify each 

disease throughout training. 

3.1 Dataset 

A balanced data set was used from Kaggel [7] 

containing approximately 8,000 images that belongs to 8 

classes of tea leaf diseases: Anthracnose, algal leaf, bird eye 

spot, brown blight, gray light, healthy, red leaf spot, and 

white spot as in Figure 1 to Figure 8. The dataset was divided 

into training, testing and validation data with the ration of 

(70%, 15%, 15%) respectively. 

 

 

Fig. 1. Anthracnose 
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Fig. 2. Algal leaf 

 

Fig. 3. Bird eye spot 

 

 

Fig. 4. Brown blight 
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Fig. 5: Gray Light 

 

Fig. 6. Healthy 

 

Fig. 7. Red Leaf Spot 
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Fig. 8. White Spot 

3.2 Proposed Model  

Our model takes the raw images as input, so we used an 

accurate pre-trained model Xception to extract the features, 

as a result the model will consist of (feature extraction) 

images of tea leaves [8-10]. The architecture of the proposed 

pre-trained model Xception is found in Table 1 and Figure 

9. 

Table 1. Architecture of the proposed pre-trained model Xception 

Layer Output Shape Param # 

Input Layer [(None, 128, 128, 3)] 0 

Data augmentation (None, 128, 128, 3) 0 

Preprocessor (None, 128, 128, 3) 0 

Xception base (None, 4, 4, 2048) 20,877,872  

GlobalMaxPooling2D (None, 2048) 0 

Output Layer (Dense) (None, 8)                16392 

 

The proposed Xception model is a Deep Learning [11-

13] which was fine-tuned for the classification of tea 

diseases. The proposed Xception model is among the beast 

pre-trained model of all classical DL models due to its high 

accuracy in classifying the1000 ordinary images of 

ImageNet [14-16]. 

To be able to use a pre-trained model in tea diseases 

dataset, it required be fine-tuned [17-20]. In the tea diseases 

dataset, there are 8 classes. That means the top layer (the 

classifier) has to be replaced in the Xception model with 

the current classifier of with the 8 classes as shown in 

Figure 9. 
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Figure 9. Architecture of the Customized Xception model 

 

4. SYSTEM EVALUATION 

For evaluating our proposed pre-trained model we used the 

following metrics [21-26]: recall (eq. 1), precision (eq. 2), 

F1-score (eq. 3), accuracy (eq. 4). 

 

Recall =
TP

TP + FN
     (1) 

 

Precision =
TP

TP + FP
    (2) 

 

𝐹1 − 𝑠𝑐𝑜𝑟𝑒 = 2 ∗
Precision x Recall

Precision + Recall
   (3) 

 

Accuracy =
TN + TP

TN+FP+ TP + FN
 (4) 

 

Where: FP = False Positive; FN = False Negative; TP = 

True Positive; TN = True Negative  

The training accuracy was 99.98%, training Loss: 

0.0005 the Validating Accuracy: 99.25%, Validating Loss: 

0.0186 after 100 Epochs. The Last 20 epochs are shown in 

Figure 10 and Figure 11. 

 

Fig. 10. Training and validation accuracy of the model 

 

Fig. 11. Training and validation loss of the model 

After training and validating the customized pre-trained 

model Xception, we tested it with the testing dataset and 

the testing accuracy was 99.41% and testing loss was 

0.0252 (As in Figure 12). 
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Fig. 12. Results for testing the proposed Model 

 

Table 2 shows the classification report which includes: f1-

score, recall, precision, number of images used for each class 

of the 8 classes of tea leaf diseases. 

Table 2. Classification report of the tea diseases model 

Class  Precision Recall F1-score Support 

Anthracnose 0.9783 0.9926 0.9854 136 

Lgal-leaf 1.0000 1.0000 1.0000 125 

Bird-eye-spot 1.0000 0.9778 0.9888 135 

Brown-blight 1.0000 0.9923 0.9961 130 

Gray-light 0.9857 0.9928 0.9892 139 

Healthy 1.0000 1.0000 1.0000 127 

Red-leaf-spot 1.0000 1.0000 1.0000 120 

White-spot 0.9908 1.0000 0.9954 108 

     

Accuracy   0.9941 1020 

Macro-Avg. 0.9944 0.9944 0.9944 1020 

Weighted-Avg. 0.9942 0.9941 0.9941 1020 

 

5. CONCLUSION & FUTURE WORK 

A deep learning model that classifies tea leaves diseases 

has been completed. The aim of this paper was to diagnose 

tea diseases based on a dataset containing 8,000 images and 

8 categories of common tea diseases, through deep learning 

and ConvNet architecture and to discuss relevant design 

options and implementation aspects. The model gave a 

final test accuracy of 99.41% in an estimated time of 3 

seconds, as it proved with these results its effectiveness and 

good ability in the classification test. Convolutional neural 

networks have proven their quality in classifying diseases 

related not only to tea leaves, but also have proven their 

worth in classifying diseases in general, so as future work 

we will work on classifying human health diseases and we 

hope to come up with accurate results. 

  



International Journal of Academic Information Systems Research (IJAISR) 

ISSN: 2643-9026 

Vol. 8 Issue 4 April - 2024, Pages: 89-96 

www.ijeais.org/ijaisr 

96 

References 
1. Abu Ghali, M. J., et al. (2018). "An Intelligent Tutoring System for Teaching English Grammar." International Journal 

of Academic Engineering Research (IJAER) 2(2): 1-6. 

2. Abu Nada, A. M., et al. (2020). "Age and Gender Prediction and Validation Through Single User Images Using CNN." 

International Journal of Academic Engineering Research (IJAER) 4(8): 21-24. 

3. Abu Nada, A. M., et al. (2020). "Arabic Text Summarization Using AraBERT Model Using Extractive Text 

Summarization Approach." International Journal of Academic Information Systems Research (IJAISR) 4(8): 6-9. 

4. Abu Naser, S. (2008). "An Agent Based Intelligent Tutoring System For Parameter Passing In Java Programming." 

Journal of Theoretical & Applied Information Technology 4(7). 
5. Abu Naser, S. S. (2001). "A comparative study between animated intelligent tutoring systems AITS and video-based 

intelligent tutoring systems VITS." Al-Aqsa Univ. J 5(1): 72-96. 

6. Abu Naser, S. S. (2008). "Developing visualization tool for teaching AI searching algorithms." Information 

Technology Journal, Scialert 7(2): 350-355. 

7. Abu Naser, S. S. (2012). "A Qualitative Study of LP-ITS: Linear Programming Intelligent Tutoring System." 

International Journal of Computer Science & Information Technology 4(1): 209. 

8. Abu Naser, S. S. and M. J. Al Shobaki (2016). "Enhancing the use of Decision Support Systems for Re-engineering of 

Operations and Business-Applied Study on the Palestinian Universities." Journal of Multidisciplinary 

Engineering Science Studies (JMESS) 2(5): 505-512. 

9. Abu Naser, S. S. and M. J. Al Shobaki (2016). The Impact of Management Requirements and Operations of 

Computerized Management Information Systems to Improve Performance (Practical Study on the employees of 
the company of Gaza Electricity Distribution). First Scientific Conference for Community Development. 

10. Abu Naser, S. S. and M. J. Al Shobaki (2017). "Organizational Excellence and the Extent of Its Clarity in the 

Palestinian Universities from the Perspective of Academic Staff." International Journal of Information 

Technology and Electrical Engineering 6(2): 47-59. 

11. Abu Naser, S. S. and M. J. Al Shobaki (2017). "The Impact of Senior Management Support in the Success of the e-

DMS." International Journal of Engineering and Information Systems (IJEAIS) 1(4): 47-63. 

12. Abu Naser, S. S. and M. Shobaki (2016). "Requirements of using Decision Support Systems as an Entry Point for 

Operations of Re-engineering in the Universities (Applied study on the Palestinian universities in Gaza Strip)." 

World Wide Journal of Multidisciplinary Research and Development 2(4): 32-40. 

13. Abu Naser, S. S., et al. (2016). "KM Factor Affecting High Performance in Intermediate Colleges and its Impact on 

High Performance-Comparative Study." Computational Research Progress in Applied Science & Engineering 

2(4): 158-167. 
14. Abu Naser, S. S., et al. (2017). "Impact of Communication and Information on the Internal Control Environment in 

Palestinian Universities." International Journal of Hybrid Information Technology 10(11): 41-60. 

15. Abu Naser, S. S., et al. (2017). "The Reality of Electronic Human Resources Management in Palestinian Universities 

from the Perspective of the Staff in IT Centers." International Journal of Engineering and Information Systems 

(IJEAIS) 1(2): 74-96. 

16. Abu Naser, S. S., et al. (2017). "Trends of Palestinian Higher Educational Institutions in Gaza Strip as Learning 

Organizations." International Journal of Digital Publication Technology 1(1): 1-42. 

17. Abu Naser, S., et al. (2011). "Human Computer Interaction Design of the LP-ITS: Linear Programming Intelligent 

Tutoring Systems." International Journal of Artificial Intelligence & Applications (IJAIA) 2(3): 60-70. 

18. AbuEloun, N. N. and S. S. Abu Naser (2017). "Mathematics intelligent tutoring system." International Journal of 

Advanced Scientific Research 2(1): 11-16. 
19. Abu-Naser, S. S. (2008). "JEE-Tutor: An Intelligent Tutoring System for Java Expression Evaluation." Information 

Technology Journal 7(3): 528-532. 

20. Abu-Naser, S. S. (2015). "Sl5 Object: Simpler Level 5 Object Expert System Language." International Journal of Soft 

Computing, Mathematics and Control (IJSCMC) 4(4): 25-37. 
21. Abu-Naser, S. S. and I. A. El Haddad (2016). "An Expert System for Genital Problems in Infants." WWJMRD 2(5): 20-26. 

22. Abu-Naser, S. S. and I. S. Zaqout (2016). "Knowledge-based systems that determine the appropriate students major: 

In the faculty of engineering and information technology." World Wide Journal of Multidisciplinary Research 

and Development 2(10): 26-34. 

23. Abu-Naser, S. S. and M. A. Al-Nakhal (2016). "A Ruled Based System for Ear Problem Diagnosis and Treatment." 

World Wide Journal of Multidisciplinary Research and Development 2(4): 25-31. 

24. Abu-Naser, S. S. and M. H. Al-Bayed (2016). "Detecting Health Problems Related to Addiction of Video Game 

Playing Using an Expert System." World Wide Journal of Multidisciplinary Research and Development 2(9): 7-

12. 

25. Abu-Naser, S. S. and M. J. Al Shobaki (2016). "Computerized Management Information Systems Resources and their 

Relationship to the Development of Performance in the Electricity Distribution Company in Gaza." EUROPEAN 

ACADEMIC RESEARCH 6(8): 6969-7002. 
26. Abu-Naser, S. S. and M. M. Hilles (2016). "An expert system for shoulder problems using CLIPS." World Wide 

Journal of Multidisciplinary Research and Development 2(5): 1-8. 

27. Abu-Naser, S. S., et al. (2011). "An intelligent tutoring system for learning java objects." International Journal of 

Artificial Intelligence & Applications (IJAIA) 2(2): 86-77. 

28. Abu-Naser, S. S., et al. (2016). "Promoting Knowledge Management Components in the Palestinian Higher Education 

Institutions-A Comparative Study." International Letters of Social and Humanistic Sciences 73: 42-53. 

29. Abu-Nasser, B. S. and S. S. Abu Naser (2018). "Rule-Based System for Watermelon Diseases and Treatment." 

International Journal of Academic Information Systems Research (IJAISR) 2(7): 1-7. 

30. Abunasser, B. S., et al. (2022). "Breast Cancer Detection and Classification using Deep Learning Xception 

Algorithm." International Journal of Advanced Computer Science and Applications 13(7). 

31. Abu-Saqer, M. M. and S. S. Abu-Naser (2019). "Knowledge Based System for Uveitis Disease Diagnosis." 

International Journal of Academic Information Systems Research (IJAISR) 3(5): 18-25. 
32. Afana, M., et al. (2018). "Artificial Neural Network for Forecasting Car Mileage per Gallon in the City." International 

Journal of Advanced Science and Technology 124: 51-59. 

33. Ahmad, H. R., et al. (2018). "Information Technology Role in Determining Communication Style Prevalent Among 

Al-Azhar University Administrative Staff." International Journal of Information Technology and Electrical 

Engineering ` 7(4): 21-43. 

34. Ahmed, A. A., et al. (2018). "The Impact of Information Technology Used on the Nature of Administrators Work at 

Al-Azhar University in Gaza." International Journal of Academic Information Systems Research (IJAISR) 2(6): 

1-20. 

35. Akkila, A. N. and S. S. Abu Naser (2017). "Teaching the right letter pronunciation in reciting the holy Quran using 

intelligent tutoring system." International Journal of Advanced Research and Development 2(1): 64-68. 

36. Akkila, A. N., et al. (2019). "Survey of Intelligent Tutoring Systems up to the end of 2017." International Journal of 
Academic Information Systems Research (IJAISR) 3(4): 36-49. 

37. Al Barsh, Y. I., et al. (2020). "MPG Prediction Using Artificial Neural Network." International Journal of Academic 

Information Systems Research (IJAISR) 4(11): 7-16. 

38. Al Hila, A. A., et al. (2017). "Organizational Excellence in Palestinian Universities of Gaza Strip." International 

Journal of Information Technology and Electrical Engineering 6(4): 20-30. 

39. Al Shobaki, M. J. and S. S. Abu Naser (2016). "Performance development and its relationship to demographic 

variables among users of computerized management information systems in Gaza electricity Distribution 

Company." International Journal of Humanities and Social Science Research 2(10): 21-30. 

40. Al Shobaki, M. J. and S. S. Abu Naser (2016). "The reality of modern methods applied in process of performance 

assessments of employees in the municipalities in Gaza Strip." International Journal of Advanced Scientific 

Research 1(7): 14-23. 

41. Al Shobaki, M. J. and S. S. Abu-Naser (2016). "The Dimensions Of Organizational Excellence In The Palestinian 
Higher Education Institutions From The Perspective Of The Students." GLOBAL JOURNAL OF 

MULTIDISCIPLINARY STUDIES 5(11): 66-100. 

42. Al Shobaki, M. J. and S. S. Abu-Naser (2017). "The Requirements of Computerized Management Information 

Systems and Their Role in Improving the Quality of Administrative Decisions in the Palestinian Ministry of 

Education and Higher Education." International Journal of Academic Pedagogical Research (IJAPR) 6(6): 7-35. 

43. Al Shobaki, M. J., et al. (2017). "Strategic and Operational Planning As Approach for Crises Management Field Study 

on UNRWA." International Journal of Information Technology and Electrical Engineering 5(6): 43-47. 

44. Al Shobaki, M. J., et al. (2018). "The Role of Measuring and Evaluating Performance in Achieving Control 

Objectives-Case Study of" Islamic University"." International Journal of Engineering and Information Systems 

(IJEAIS) 2(1): 106-118. 

45. Al Shobaki, M. M., et al. (2017). "The Efficiency of Information Technology and its Role of e-HRM in the Palestinian 
Universities." International Journal of Engineering and Information Systems (IJEAIS) 1(6): 36-55. 

46. Al Shobaki, M., et al. (2018). "Performance Reality of Administrative Staff in Palestinian Universities." International 

Journal of Academic Information Systems Research (IJAISR) 2(4): 1-17. 

47. Alajrami, E., et al. (2019). "Blood Donation Prediction using Artificial Neural Network." International Journal of 

Academic Engineering Research (IJAER) 3(10): 1-7. 

48. Alamawi, W. W., et al. (2016). "Rule Based System for Diagnosing Wireless Connection Problems Using SL5 

Object." International Journal of Information Technology and Electrical Engineering 5(6): 26-33. 

49. Alawar, M. W. and S. S. Abu Naser (2017). "CSS-Tutor: An intelligent tutoring system for CSS and HTML." 

International Journal of Academic Research and Development 2(1): 94-98. 

50. Al-Bastami, B. G. and S. S. Abu Naser (2017). "Design and Development of an Intelligent Tutoring System for C# 

Language." EUROPEAN ACADEMIC RESEARCH 6(10): 8795. 

51. Albatish, I. M. and S. S. Abu-Naser (2019). Modeling and controlling smart traffic light system using a rule based 

system. 2019 International Conference on Promising Electronic Technologies (ICPET), IEEE. 

52. Aldahdooh, R. and S. S. Abu Naser (2017). "Development and Evaluation of the Oracle Intelligent Tutoring System 

(OITS)." EUROPEAN ACADEMIC RESEARCH 6(10): 8711-8721. 

53. Al-Daour, A. F., et al. (2020). "Banana Classification Using Deep Learning." International Journal of Academic 

Information Systems Research (IJAISR) 3(12): 6-11. 

54. Al-Habil, W. I., et al. (2017). "The Impact of the Quality of Banking Services on Improving the Marketing 

Performance of Banks in Gaza Governorates from the Point of View of Their Employees." International Journal 

of Engineering and Information Systems (IJEAIS) 1(7): 197-217. 

55. Al-Hanjori, M. M., et al. (2017). "Learning computer networks using intelligent tutoring system." International 
Journal of Advanced Research and Development(2): 1. 

56. Al-Hila, A. A., et al. (2017). "The Impact of Applying the Dimensions of IT Governance in Improving e-training-Case 

Study of the Ministry of Telecommunications and Information Technology in Gaza Governorates." International 

Journal of Engineering and Information Systems (IJEAIS) 1(7): 194-219. 

57. Al-Kahlout, M. M., et al. (2020). "Neural Network Approach to Predict Forest Fires using Meteorological Data." 

International Journal of Academic Engineering Research (IJAER) 4(9): 68-72. 

58. Al-Masri, A., et al. (2011). "A prototype decision support system for optimizing the effectiveness of elearning in 

educational institutions." International Journal of Data Mining & Knowledge Management Process (IJDKP) 1: 1-

13. 

59. Almasri, A., et al. (2019). "Intelligent Tutoring Systems Survey for the Period 2000-2018." International Journal of 

Academic Engineering Research (IJAER) 3(5): 21-37. 
60. Almurshidi, S. H. and S. S. Abu-Naser (2018). Expert System For Diagnosing Breast Cancer, Al-Azhar University, 

Gaza, Palestine. 

61. Al-Nakhal, M. A. and S. S. Abu Naser (2017). "Adaptive Intelligent Tutoring System for learning Computer Theory." 

EUROPEAN ACADEMIC RESEARCH 6(10): 8770-8782. 

62. Al-Qumboz, M. N. A. and S. S. Abu-Naser (2019). "Spinach Expert System: Diseases and Symptoms." International 

Journal of Academic Information Systems Research (IJAISR) 3(3): 16-22. 

63. Alshawwa, I. A., et al. (2019). "An Expert System for Coconut Diseases Diagnosis." International Journal of 

Academic Engineering Research (IJAER) 3(4): 8-13. 

64. Alshawwa, I. A., et al. (2019). "An Expert System for Depression Diagnosis." International Journal of Academic 

Health and Medical Research (IJAHMR) 3(4): 20-27. 

65. Al-Shawwa, M. and S. S. Abu-Naser (2019). "Knowledge Based System for Apple Problems Using CLIPS." 

International Journal of Academic Engineering Research (IJAER) 3(3): 1-11. 
66. Al-Shawwa, M. and S. S. Abu-Naser (2019). "Predicting Birth Weight Using Artificial Neural Network." 

International Journal of Academic Health and Medical Research (IJAHMR) 3(1): 9-14. 

67. AlZamily, J. Y. and S. S. Abu-Naser (2018). "A Cognitive System for Diagnosing Musa Acuminata Disorders." 

International Journal of Academic Information Systems Research (IJAISR) 2(8): 1-8. 

68. Anderson, J., et al. (2005). "Adaptation of Problem Presentation and Feedback in an Intelligent Mathematics Tutor." 

Information Technology Journal 5(5): 167-207. 

69. Ashqar, B. A. M. and S. S. Abu-Naser (2019). "Identifying Images of Invasive Hydrangea Using Pre-Trained Deep 

Convolutional Neural Networks." International Journal of Academic Engineering Research (IJAER) 3(3): 28-36. 

70. Bakr, M. A. H. A., et al. (2020). "Breast Cancer Prediction using JNN." International Journal of Academic 

Information Systems Research (IJAISR) 4(10): 1-8. 

71. Barhoom, A. M., et al. (2019). "Predicting Titanic Survivors using Artificial Neural Network." International Journal 
of Academic Engineering Research (IJAER) 3(9): 8-12. 

72. Dheir, I. M., et al. (2019). "Knowledge Based System for Diabetes Diagnosis Using SL5 Object." International 

Journal of Academic Pedagogical Research (IJAPR) 3(4): 1-10. 

73. El Kahlout, M. I. and S. S. Abu-Naser (2019). "An Expert System for Citrus Diseases Diagnosis." International 

Journal of Academic Engineering Research (IJAER) 3(4): 1-7. 

74. El Talla, S. A., et al. (2018). "The Nature of the Organizational Structure in the Palestinian Governmental 

Universities-Al-Aqsa University as A Model." International Journal of Academic Multidisciplinary Research 

(IJAMR) 2(5): 15-31. 

75. El-Mashharawi, H. Q. and S. S. Abu-Naser (2019). "An Expert System for Sesame Diseases Diagnosis Using CLIPS." 

International Journal of Academic Engineering Research (IJAER) 3(4): 22-29. 

76. El-Mashharawi, H. Q., et al. (2019). "An Expert System for Arthritis Diseases Diagnosis Using SL5 Object." 
International Journal of Academic Health and Medical Research (IJAHMR) 3(4): 28-35. 

77. Elnajjar, A. E. A. and S. S. Abu Naser (2017). "DES-Tutor: An Intelligent Tutoring System for Teaching DES 

Information Security Algorithm." International Journal of Advanced Research and Development 2(1): 69-73. 

78. Elsharif, A. A., et al. (2020). "Potato Classification Using Deep Learning." International Journal of Academic 

Pedagogical Research (IJAPR) 3(12): 1-8. 

79. Elzamly, A., et al. (2015). "Predicting Software Analysis Process Risks Using Linear Stepwise Discriminant Analysis: 

Statistical Methods." Int. J. Adv. Inf. Sci. Technol 38(38): 108-115. 

80. FarajAllah, A. M., et al. (2018). "The Impact of the Leadership Standard in International Quality Models on 

Improving University Performance through the Intermediate Role of the Strategy Standard." International 

Journal of Engineering and Information Systems (IJEAIS) 2(9): 21-32. 

81. Hamed, M. A. and S. S. Abu Naser (2017). "An intelligent tutoring system for teaching the 7 characteristics for living 

things." International Journal of Advanced Research and Development 2(1): 31-45. 
82. Harz, H. H., et al. (2020). "Artificial Neural Network for Predicting Diabetes Using JNN." International Journal of 

Academic Engineering Research (IJAER) 4(10): 14-22. 

83. Jamala, M. N. and S. S. Abu-Naser (2018). "Predicting MPG for Automobile Using Artificial Neural Network 

Analysis." International Journal of Academic Information Systems Research (IJAISR) 2(10): 5-21. 

84. Kashkash, K., et al. (2005). "Expert system methodologies and applications-a decade review from 1995 to 2004." 

Journal of Artificial Intelligence 1(2): 9-26. 
85. Khalil, A. J., et al. (2019). "Apple Trees Knowledge Based System." International Journal of Academic Engineering Research (IJAER) 3(9): 1-7. 

86. Madi, S. A., et al. (2018). "The dominant pattern of leadership and Its Relation to the Extent of Participation of 

Administrative Staff in Decision-Making in Palestinian Universities." International Journal of Academic 

Management Science Research (IJAMSR) 2(7): 20-43. 

87. Mahdi, A. O., et al. (2016). "An intelligent tutoring system for teaching advanced topics in information security." 

World Wide Journal of Multidisciplinary Research and Development 2(12): 1-9. 

88. Marouf, A. and S. S. Abu-Naser (2018). "Predicting Antibiotic Susceptibility Using Artificial Neural Network." 

International Journal of Academic Pedagogical Research (IJAPR) 2(10): 1-5. 

89. Mettleq, A. S. A., et al. (2019). "Expert System for the Diagnosis of Seventh Nerve Inflammation (Bell’s palsy) 

Disease." International Journal of Academic Information Systems Research (IJAISR) 3(4): 27-35. 
90. Nasser, I. M. and S. S. Abu-Naser (2019). "Artificial Neural Network for Predicting Animals Category." International 

Journal of Academic and Applied Research (IJAAR) 3(2): 18-24. 

91. Nasser, I. M. and S. S. Abu-Naser (2019). "Predicting Tumor Category Using Artificial Neural Networks." 

International Journal of Academic Health and Medical Research (IJAHMR) 3(2): 1-7. 

92. Qwaider, S. R., et al. (2020). "Artificial Neural Network Prediction of the Academic Warning of Students in the 

Faculty of Engineering and Information Technology in Al-Azhar University-Gaza." International Journal of 

Academic Information Systems Research (IJAISR) 4(8): 16-22. 

93. Salama, A. A., et al. (2017). "The Relationship between Performance Standards and Achieving the Objectives of 

Supervision at the Islamic University in Gaza." International Journal of Engineering and Information Systems 

(IJEAIS) 1(10): 89-101. 

94. Salama, A. A., et al. (2018). "The Role of Administrative Procedures and Regulations in Enhancing the Performance 

of The Educational Institutions-The Islamic University in Gaza is A Model." International Journal of Academic 
Multidisciplinary Research (IJAMR) 2(2): 14-27. 

95. Salman, F. M. and S. S. Abu-Naser (2020). "Expert System for COVID-19 Diagnosis." International Journal of 

Academic Information Systems Research (IJAISR) 4(3): 1-13. 

96. Shamia, M. J., et al. (2018). "Using the Asian Knowledge Model “APO” as a Determinant for Performance 

Excellence in Universities-Empirical Study at Al-Azhar University-Gaza." International Journal of Information 

Technology and Electrical Engineering 7(1): 1-19. 

97. Sultan, Y. S. A., et al. (2018). "Effect of the Dominant Pattern of Leadership on the Nature of the Work of 

Administrative Staff at Al-Aqsa University." International Journal of Academic Information Systems Research 

(IJAISR) 2(7): 8-29. 

98. Sultan, Y. S. A., et al. (2018). "The Style of Leadership and Its Role in Determining the Pattern of Administrative 

Communication in Universities-Islamic University of Gaza as a Model." International Journal of Academic 
Management Science Research (IJAMSR) 2(6): 26-42. 

99. Zaqout, I., et al. (2018). "Information Technology used and it’s Impact on the Participation of Administrative Staff in 

Decision-Making in Palestinian Universities." International Journal of Academic Multidisciplinary Research 

(IJAMR) 2(8): 7-26. 

 


