BEHAVIORAL AND BRAIN SCIENCES (1993) 16, 323-380

Printed in the United States of America

Précis of Deduction

Philip N. Johnson-Laird
Department of Psychology, Princeton University, Princeton, NJ 08544
Electronic mail: phil@clarity.princeton.edu

Ruth M. J. Byrne

Department of Psychology, Trinity College, University of Dubtin, Dublin 2,
Ireland

Electronic mail: rmbyrne@vax1.tcd.ie

Abstract: How do people make deductions? The orthodox view in psychology is that they use formal rules of inference like those of a
“natural deduction” system. Deduction argues that their logical competence depends, not on formal rules, but on mental models.
They construct models of the situation described by the premises, using their linguistic knowledge and their general knowledge.
They try to formulate a conclusion based on these models that maintains semantic information, that expresses it parsimoniously, and
that makes explicit something not directly stated by any premise. They then test the validity of the conclusion by searching for
alternative models that might refute the conclusion. The theory also resolves long-standing puzzles about reasoning, including how
nonmonotonic reasoning occurs in daily life. The book reports experiments on all the main domains of deduction, including
inferences based on propositional connectives such as “if” and “or,” inferences based on relations such as “in the same place as,”
inferences based on quantifiers such as “none,” “any,” and “only,” and metalogical inferences based on assertions about the true and
the false. Where the two theories make opposite predictions, the results confirm the model theory and run counter to the formal rule
theories. Without exception, all of the experiments corroborate the two main predictions of the model theory: inferences requiring
only one model are easier than those requiring multiple models, and erroneous conclusions are usually the result of constructing only
one of the possible models of the premises.

Keywords: conditionals; deduction; formal rules; mental models; nonmonotonic reasoning; quantifiers; rationality; reasoning;
syllogisms; theorem proving

underlying mental processes. Why deduction? One rea-
son is its intrinsic importance: it plays a crucial role in
many tasks. A world without deduction would be a world
without science, technology, laws, social conventions, and
culture. And if you want to dispute this claim, we shall
need to assess the validity of your arguments. Another
reason for studying deduction is that after eighty years of
psychological experiments on the topic it ought to be ripe
for solution. In the introductory chapter, we provide a
brief but necessary background in logic before we plunge
into the murkier problems of psychology. We describe a
semantic method for deduction in the propositional cal-

I'm thirsty, he said. I have sevenpence. Therefore I buy a
pint. . ..
The conclusion of your syllogism, I said lightly, is fallacious,
being based on licensed premises.

Flann O’Brien. At Swim-two-Birds (1939, p. 20)

From long habit the train of thoughts ran so swiftly through
my mind that I arrived at the conclusion without being
conscious of intermediate steps. There were such steps,
however. The train of reasoning ran, “Here is a gentleman of a
medical type, but with the air of a military man. Clearly, an
army doctor, then. He has just come from the tropics, for his

face is dark, and that is not the natural tint of his skin for
his wrists are fair. He has undergone hardship and sickness, as
his haggard face says clearly. His left arm has been injured.
He holds it in a stiff and unnatural manner. Where in the
tropics could an English army doctor have seen much hard-
ship and got his arm wounded? Clearly in Afghanistan.” The
whole train of thought did not occupy a second. I then
remarked that you came from Afghanistan, and you were
astonished.
Arthur Conan Doyle. A Study in Scarlet (1892, p. 24)

1. Introduction

A complete theory of thinking has to explain calculation,
deduction, induction, creation, and the association of
ideas. In this book we set ourselves a more modest goal: to
explain the nature of deduction and to characterize its
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culus and explain why no practical procedures can exam-
ine models in the predicate calculus. Logicians such as
Beth (1955/1969), Hintikka (1955), and Smullyan (1968)
have proposed formal systems based on the idea of a
search for counterexamples.

2. The cognitive science of deduction

The degree to which people are logically competent is a
matter of dispute. One view is that they never make a
logical error: deduction depends on a set of universal
principles applying to any content, and everyone exer-
cises these principles infallibly. They merely forget the
premises sometimes, or make unwarranted assumptions.
Infallibility seems so contrary to common sense that, as
you might suspect, it has been advocated by some philos-
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ophers. It has also been advocated by some psychologists
(e.g., Henle 1978). Others take a much darker view about
logical competence and propose theories that render
human beings intrinsically irrational (e.g., Erickson
1974). Our view is that people are rational in principle,
but fallible in practice. Even though they are not normally
taught logic, they develop the ability to make valid deduc-
tions, that is, to draw conclusions that must be true given
that the premises on which they are based are true.
Moreover, they sometimes know that they have made a
valid deduction. They also make deductive errors in
certain circumstances and are even prepared to concede
that they have done so (Wason & Johnson-Laird 1972).
These metalogical intuitions are important because they
prepare the way for the invention of self-conscious
methods for checking validity, that is, logic. Yet logic
would hardly have been invented if there were never
occasions when people were uncertain about the status of
an inference.

When people reason deductively, they start with some
information — either evidence of the senses or a verbal
description — and they assess whether a given conclusion
follows validly from this information. In real life there is
often no given conclusion, so they generate a conclusion
for themselves. Logic alone is insufficient to characterize
intelligent reasoning in this case, because any set of
premises yields an infinite number of valid conclusions,
Most of them are banal, such as the conjunction of a
premise with itself, and no sane individual, apart from a
logician, would dream of drawing such conclusions.
Hence, when individuals make a deduction in daily life,
they must be guided by more than logic. They draw useful
conclusions. The evidence suggests that they tend to
maintain the information conveyed by the premises, to
reexpress it more parsimoniously, and to establish some-
thing not directly asserted in a premise. If nothing meets
these constraints, they declare that there is no valid
conclusion.

What are the mental mechanisms underlying deduc-
tion? Cognitive scientists have put forward theories based
on three distinct ideas:

1. formal rules of inference,

2. content-specific rules of inference, and

3. mental models.

No amount of data, of course, can pick out one theory
against all comers, because infinitely many theories are
compatible with any finite set of observations. Our prob-
lem is simpler: it is to decide amongst existing theories of
these three sorts. One of them, however, is not a fully
independent option. A content-specific rule such as:

If x is a psychologist then x is an experimenter

or a pragmatic reasoning schema (Cheng & Holyoak 1985)
such as:

If the action is to be taken, then the precondition must be
satisfied -

can only be part of a general inferential system. Like
their logical cousins, meaning postulates, these content-
specific rules require additional inferential machinery if
the theory is to account for deductions that do not depend
on factual knowledge. Hence, the general theoretical
possibilities reduce to two: formal rules or mental models.

Philosophers, psychologists, linguists, and artificial in-
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telligence investigators have long assumed that the mind
contains formal inference rules. They have characterized
these rules in ways akin to the logical method of “natural
deduction” (see, e.g., Braine 1978; Johnson-Laird 1975;
Macnamara 1986; Osherson 1975; Pollock 1989; Reiter
1973; Rips 1983; Sperber & Wilson 1986). Each connec-
tive, such as “if,” “and,” and “or,” has its own rules.

.Deduction accordingly consists in representing the logi-

cal form of premises and then using the formal rules of
inference to try to find a derivation of the conclusion from
the premises. If no derivation of the conclusion can be
found, reasoners will respond that the inference is
invalid.

Here is an example of how a formal rule theory works.
When people reason from conditionals, they are readily
able to make a modus ponens deduction:

If there is a triangle then there is a circle.
There is a triangle.
Therefore, there is a circle.

but they are less able to make the modus follens de-
duction: '

If there is a triangle then there is a circle.
There is not a circle.
Therefore, there is not a triangle.

Indeed, many intelligent individuals say that nothing
follows in this case. Theorists postulate that modus
ponens is easy because there is a corresponding formal
rule in mental logic: ‘

If p then q
P
Soq
Modus tollens is harder because there is no rule for it, and
so it calls for a derivation:

If p then q

not-q

P (by hypothesis)
.q (by modus ponens)

.. q and not-q (by conjunction)
.. not-p (by reductio ad absurdum)

In general, formal rule theorists predict that the difficulty
of a deduction depends on two factors: the length of the
formal derivation and the availability or ease of use of the
relevant rules (see, e.g., Braine et al. 1984; Rips 1983).

In contrast, valid deductions can be made in the propo-
sitional calculus by manipulating truth tables, but log-
ically untrained individuals are unlikely to use this
method because it calls for too much information to be
kept in mind. To abandon truth tables, however, is not
necessarily to abandon a semantic approach to reasoning.
The mental-model theory assumes that people reason
from their understanding of a situation and that their
starting point is accordingly a set of models — typically, a
single model for a single situation — that is constructed
from perceiving the world or from understanding dis-
course, or both (Johnson-Laird 1983). Mental models
may occur as visual images, or they may not be accessible
to consciousness. What matter are their structures, which
are identical to the structures of the states of affairs,
whether perceived or conceived, that the models repre-
sent. Models also make as little as possible explicit be-



cause of the limited capacity of working memory. An
initial understanding of a conditional, such as:

If there is a triangle then there is a circle

yields a model of the possible state of affairs in which the
antecedent is true and an alternative model of an implicit
state of affairs, which in these diagrams we shall represent
by three dots:

A O

The implicit model may be fleshed out later with an
explicit content. Meanwhile, these two models are neu-
tral between a conditional and a biconditional interpreta-
tion (i.e., if, and only if, there is a triangle, then there is a
circle). The first step towards the conditional interpreta-
tion is to represent the antecedent as exhausted as shown
by the brackets:

Al O

Exhausted elements cannot occur in models created by
fleshing out the content of an implicit model. Hence, in
this case, if the implicit model is rendered explicit, it
cannot contain a triangle but it can contain a circle. The
biconditional interpretation calls for both antecedent and
consequent to be exhausted:

(Al [O]

After the construction of models of the premises, the
next step is to formulate a putative conclusion, if none is
provided by a helpful experimenter. Because the process
is based on models of the premises, it naturally maintains
their semantic information. No conclusion can be drawn
in some cases unless an implicit model has been fleshed
out explicitly. If there is a conclusion, the final step is to
search for alternative models that might refute it. The
conclusion is valid if there are no such counterexamples.
According to this theory, the difficulty of a deduction
depends on two principal factors: whether implicit infor-
mation has to be made explicit and whether the deduction
depends on the construction of more than one model. We
examined these predictions in all the major domains of
deduction, and we now turn to a synopsis of our results.

3. Propositional reasoning

The model theory explains all the robust phenomena of
propositional reasoning. Modus ponens is easier than
modus tollens because of the explicit information in initial
models of conditionals. Thé conditional:

If there is a circle then there is a triangle
elicits one explicit model and one implicit model:
[C] A

The premise for modus ponens:
There is a circle

eliminates the implicit model, and so the conclusion is
immediately forthcoming from the remaining explicit
model:

There is a triangle.
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In contrast, the modus tollens premise:
There is not a triangle

eliminates the explicit model to leave only the implicit
model, from which nothing seems to follow. The deduc-
tion can be made only by fleshing out the models of the
conditional, for example:

[O] [A]
—[O] [A]
=[O] —[A]

where “—” represents negation. The premise, “There is
not a triangle,” now eliminates the first two models to
yield the conclusion:

There is not a circle.

The difference in difficulty between the two deduc-
tions, according to the rule theories, arises from the
lengths of their derivations. This hypothesis fails to ex-
plain why the difference disappears when the conditional
premise is expressed using “only if” (Evans 1977):

There is a circle only if there is a triangle.

If people used the rule for modus ponens, then the
difference in difficulty should swap round - granted, as
formal theorists assume (Braine 1978), that the premise is
equivalent to:

If there isn't a triangle then there isn’t a circle.

In contrast, the model theory postulates that the “only if”
premise leads to the construction of explicit models of
both the affirmative antecedent and the negated conse-
quent:

O] A
=0 =[A]

and so both deductions are of the same difficulty. The rule
theory can be altered post hoc to accommodate this
phenomenon, but there are a number of other results that
presently defy explanation in terms of rules, for example,
the greater ease of deductions based on exclusive disjunc-
tion (two models) than those based on inclusive disjunc-
tion (three models).

The model theory has been implemented in a computer
program, and it has led to novel predictions of its own. It
correctly anticipated, for example, that modus tollens
would be easier with a biconditional (two models) than
with a conditional (two or three models). It also predicted
the striking difficulty of “double disjunctions” and the
sorts of error that occur with these problems (as we
showed in a series of experiments carried out in collabora-
tion with Walter Schaeken of the University of Leuven;
see Johnson-Laird et al. 1992). Double disjunctive prem-
ises such as:

Linda is in Cannes or Mary is in Tripoli, or both.
Mary is in Havana or Cathy is in Sofia, or both.

call for five models:

—_———
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where “¢” denotes Linda in Cannes, “t” denotes Mary in
Tripoli, “h” denotes Mary in Havana, and “s” denotes
Cathy in Sofia.1 A typical conclusion is:

Linda is in Cannes and Cathy is in Sofia and Mary may be in
Tripoli.
It is based on only some of the possible models of the
premises, [c] [t] [s] and [c] [s], and it is invalid because
other models falsify it, for example, [¢] [h]. Rule theories,
however, have yet to lead to the discovery of novel
phenomena; adherents have fitted their theories to data
from variegated sets of deductions, typically using one
parameter for each rule of inference (Braine et al. 1984;
Rips 1983). A reexamination of these results shows that
the model theory provides an equally plausible account of
them, and in some cases goes beyond rule theories in its
explanatory power.

4, Conditionals

Although attempts have been made to develop rule theo-
ries for connectives that do not occur in formal logic (Rips
1983), a major problem for these accounts is the lack of
uniform logical properties for many connectives. Sim-
ilarly, some indicative conditions are truth-functional,
that is, they have meanings equivalent to a truth-table
definition, whereas others appear not to be. Some are
interpreted as biconditionals and some as conditionals
(Legrenzi 1970). The model theory accommodates all of
‘them. Those with “defective” truth tables have an implicit
model of the state in which the antecedent is false; those
that are fully truth-functional have explicit models of the
state in which the antecedent is false. Hence, conditionals
have a simple semantics based on mental models.
Counterfactual conditionals, such as:

If tigers had no teeth, they would gum you to death

cannot be truth-functional because antecedent and conse-
quent are both false. Theories based on formal rules
therefore have little to say about them, but we show how
their meanings can be mentally represented by models of
actual and counterfactual states, and how a semantic
theory of causal relations (Miller & Johnson-Laird 1976)
dovetails with this account.

Models can be interrelated by a common referent or by
general knowledge. Byrne (1989) demonstrated that
these relations in turn can block modus ponens. As the
model theory predicted, when subjects were given a pair
of conditionals of the following sort:

If Lisa goes fishing, then Lisa has a fish supper.
If Lisa catches some fish, then Lisa has a fish supper.

and the categorical assertion:
Lisa goes fishing.
they tended not to conclude:
Lisa has a fish supper.

The second conditional reminded them that Lisa also
needs to catch some fish. The suppression of the deduc-
tion shows that people do not have a secure intuition that
modus ponens applies equally to any content. Yet, this
intuition is a criterion for the existence of formal rules in
the mind. The model theory also predicted the sorts of
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sentences that are likely to be paraphrased by condi-
tionals. They are, as we confirmed experimentally, those
that describe an outcome as a possibility, because a
possibility tallies with the implicit model in the set for a
conditional.

A major problem for formal rule theories is that reason-
ing is affected by the content of deductive problems. The
best-known illustration is provided by Peter Wason’s se-
lection task (Wason 1966; 1983; Wason & Johnson-Laird
1972). In the original version of the task, four cards are put
in front of a subject, bearing on their uppermost faces a
single symbol: A, B, 2, and 3; and the subjects know that
every card has a letter on one side and a number of the
other side. Their task is to select just those cards they
need to turn over in order to determine whether the
following conditional rule is true or false:

If a card has an A on one side then it has a 2 on the other side.

The majority of subjects select the A card, or the A and the
2 cards. Surprisingly, they fail to select the card corre-
sponding to the case where the consequent is false: the 3
card. Yet, the combination of an A with a 3 falsifies the
rule. )

The selection task has generated a large literature,
which is not easy to integrate, and one investigator, Evans
(1989), has even wondered whether it tells us anything
about deduction as opposed to heuristic biases. He argues
that subjects make those selections that merely match the
cards mentioned in the rule. Hence, when the rule is
negative:

If there is an A then there is not a 2.

many subjects correctly select the 2 card (which falsifies
the consequent). However, realistic conditional rules,
such as:

\
If a person is drinking beer then the person must be over 18.

have a striking effect on performance. The subjects tend
to make the correct selections of the cards corresponding
to the true antecedent and the false consequent (e.g.,
Cheng & Holyoak 1985; Griggs 1983; Griggs & Cox 1982).

Theories based on formal rules, as Manktelow and Over
(1987) have argued, cannot easily account either for the
failure to select the false consequent in the original task or
for its selection with realistic conditionals. There is no
difference in the logical form of the two sorts of condi-
tionals that could account for the results. Moreover, those
arch-formalists, the Piagetians, claim that children have a
capacity for falsification as soon as they attain the level of
formal operations (Inhelder & Piaget 1958). Piaget de-
scribes this ability in the following terms: to check the
truth of a conditional, if p then q, a child will look to see
whether or not there is a counterexample, p and not-q
(see Beth & Piaget 1966, p. 181). Yet adults conspicuously
fail to do so in the original version of the selection task.

Several reasons have been put forward to explain why a
realistic conditional may elicit the correct selection. They
are all variants on the theory that people use content-
specific rules of inference. Thus, Cheng and Holyoak
(1985) have proposed “pragmatic reasoning schemas,”
which are rules of inference induced from experience
with causation, permission, and obligation. The permis-
sion schema, for example, contains four rules: (1) If the
action is to be taken, then the precondition must be



satisfied. (2) If the action is not to be taken, then the
precondition need not be satisfied. (3) If the precondition
is satisfied, then the action may be taken. (4) If the
precondition is not satisfied, then the action must not be
taken. The conditional about beer drinking cues the
schema and the fourth rule leads to the selection of the
card corresponding to the false consequence. Condi-
tionals about arbitrary letters and numbers cannot nor-
mally elicit such schemas.

Other experimental manipulations lead to insight into
the selection task even though they do not depend on
general knowledge, for example, the use of simpler rules,
such as “All the triangles are white” (Wason & Green
1984). It follows that pragmatic reasoning schemas cannot
be the whole story. The model theory explains the selec-
tion task in a different way: (1) People reason only about
what is explicitly represented in their models — in this
case, their models of the rule. (2) They select from the
explicitly represented cards those for which the hidden
value could have a bearing on the truth or falsity of the
rule, that is, those that are represented exhaustively in
their models of the rule. Hence, any manipulation that
leads to the fleshing out of the models of the conditional
with explicit representations of the false consequent will
tend to yield insight into the task.

The conditional, “If there is an A on one side, then
there is a 2 on the other side,” yields a model containing
only the cards mentioned in the rule:

[A] 2

or:

(Al (2]

and so people tend to select only the A card, or the A and
the 2 card. The model theory is thus compatible with
Evan’s matching bias on the assumption that negation
leads to fleshing out the models with the state of affairs
that is denied (Wason 1965). Likewise, experience with
the rule about beer drinking helps to flesh out the models
with more explicit information:

[drinking beer] over 18
- drinking beer [— over 18]

“and so subjects will now tend to select the card corre-
sponding to the negated consequent.

Cosmides (1989) has argued that insight into the selec-
tion task depends on the evolution of a specific inferential
module concerned with violations of social contracts. She
shows that a background story eliciting such ideas can lead
subjects to a surprising selection: they choose instances
corresponding to not-p and q for a conditional rule of the
form, if p then q. In the context of the story, the rule:

If a man has a tattoo on his face, then he eats cassava root.

tends to elicit selections of the following cards: no tattoo,
and eats cassava root. There is a simple alternative expla-
nation for this result. The subjects treat the rule as
meaning:

A man may eat cassava root only if he has a tattoo.

Such an assertion, as we argued earlier, calls for models of
the following sort:
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tattoo
[~ tattoo]

[eats cassava]
— eats cassava

The cards which bear on the truth or falsity of the rule are
accordingly: no tattoo, and eats cassava, and so the sub-
jects will tend to select them. There is no need to
postulate a specific inferential module concerning the
violation of social contracts.

5. Reasoning about relations

In a rule theory, the logical properties of a relation have to
be stated in postulates or content-specific rules. “In the
same place as,” for instance, is a transitive relation, and
this logical property can be captured in the postulate:

Foranyx, y, z, if xis in the same place as y, and y is in the same
place as z, then x is in the same place as z.

The model theory does not need such postulates. Their
work is done by a representation of the meaning of the
relation, that is, its contribution to truth conditions. One
advantage is that the logical properties of relations
emerge from their meanings. It is then easy to see why
certain relations have properties that are affected by the
mental model of the situation under discussion. Thus, “to
the right of” calls for an indefinite number of different
degrees of transitivity. The premises:

Matthew is to the right of Mark.
Mark is to the right of John.

lead naturally to a transitive conclusion:
Matthew is to the right of John

provided that the seating arrangement resembles
Leonardo Da Vinci’s painting of The Last Supper. The
conclusion may be blocked, however, if the individuals
are seated at a round table. The degree of transitivity then
depends on the radius of the table and the proximity of the
seats. The logical properties of the relation require an
indefinite number of different meaning postulates — one
for each degree of transitivity. Yet if the meaning of such
expressions is specified as a direction from a reference
individual:

to the front

T\
totheleft <« @ — to the right
l
to the back

then the degree of transitivity is an automatic conse-
quence of the seating arrangement.

Simple transitive deductions led to an irresolvable
controversy about the underlying inferential mechanisms
(cf. Clark 1969; Huttenlocher 1968). However, a compu-
ter program implementing the model theory of spatial
reasoning revealed an unexpected difference between
models and rules. Certain spatial deductions require just
one model yet call for complex derivations based on rules;
other deductions require multiple models yet call for
simple derivations based on rules. The difference arises
because objects interrelated in a single model may not
have occurred in the same premise and so a formal
proceduré needs to derive the relation between them. In
contrast, objects may be interrelated in a single premise
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and so a rule can be immediately applied to them and yet
the description as a whole may be compatible with more
than one possible model. Consider, for example, the
following problem:

The triangle is on the right of the circle.

The cross is on the left of the circle.

The asterisk is in front of the cross.

The line is in front of the triangle.

What is the relation between the asterisk and the line?

The description corresponds to a single determinate
model:

+ O A
% |
Hence, it should be relatively easy to answer:
The asterisk is on the left of the line.

If one word is changed in the second premise, the result is
the following problem:

The triangle is on the right of the circle.

The cross is on the left of the triangle.

The asterisk is in front of the cross.

The line is in front of the triangle.

What is the relation between the asterisk and the line?

This description yields at least two distinct models:
+ O A O + A

x | x|
but both models yield the same conclusion:
The asterisk is on the left of the line.

The model theory predicts that the task should be harder
because it calls for multiple models.

Rule theories for spatial reasoning, such as the one
proposed by Hagert (1984), need rules for transitivity and
rules for two-dimensional relations, such as:

Left (x, y) & Front (z, x) = Left (front (z, x), y)

where the right-hand side of the rule signifies “z is in front
of x, which is on the left of y.” Whatever the form of the
rules, the one-model problem requires a derivation of the
relation between the cross and the triangle, whereas this
relation is directly asserted by the second premise of the
multiple-model problem. Hence, the rule theory pre-
dicts that the one-model problem should be harder than
the multiple-model problem, which is exactly the oppo-
site to the prediction made by the model theory. We
carried out a series of experiments on spatial reasoning
(Byrne & Johnson-Laird 1989), and the results corrobo-
rated the model theory but ran counter to rule theories:
inferences were harder if they called for the construction
of multiple models.

6. Syliogistic reasoning

The most powerful forms of deduction depend on quan-
tifiers, such as “all,” “some,” and “none.” When assertions
contain only a single quantified predicate, they can form
the premises of syllogisms, such as:

All the athletes are bodybuilders.
All the bodybuilders are competitors.
.. All the athletes are competitors.
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A syllogism has two premises and a conclusion in one of
four “moods” shown here:

All A are B (a universal affirmative premise)

Some A are B (a particular affirmative premise)

No A are B (a universal negative premise)
(

Some A are not B a particular negative premise)

To support a valid conclusion the two premises must share
a common term (the so-called middle term), and hence
the premises can have four different arrangements (or
“figures”) of their terms:

A-B B-A A-B B-A
B-C C-B C-B B-C

The syllogism above is in the first of these figures (where
A = athletes, B = bodybuilders, and C = competitors).

Given that each premise can be in one of four moods,
there is a total of 64 distinct forms of premises. Scholastic
logicians recognized that the order of the premises had no
logical effect so they adopted the convention that the-
subject of the conclusion was whichever end term oc-
curred in the second premise. At first, psychologists
followed Scholastic logic; as a result, they ignored half of
the possible forms of syllogism. The early studies were
also vitiated by methodological flaws. Subjects could use
guessing and other noninferential processes, because
they had only to evaluate given conclusions. In the 1970s,
however, we asked subjects to generate their own conclu-
sions, and this procedure enabled all 64 forms of premises
to be investigated (Johnson-Laird & Huttenlocher, re-
ported in Johnson-Laird 1975). One result was the discov-
ery of a very robust “figural” effect.

In general, a syllogism in the figure:

A-B
B-C

tends to elicit conclusions of the form:
A-C
whereas a syllogism in the figure:

B-A
C-B

tends to elicit conclusions of the form:
C-A

This bias is probably a result of thesorder in which
information is combined in working memory: conclusions
are formulated in the same order in which the information
is used to construct a model. Alternatively, the bias may
reflect a pragmatic preference for making the subject of a
premise into the subject of the conclusion (Wetherick &
Gilhooly 1990). This linguistic bias, however, fails to
explain the progressive slowing of responses over the four
figures shown above, or the increasing proportion of “no
valid conclusion” responses. The phenomena are ac-
counted for by the working memory hypothesis, accord-
ing to which there is both a reordering of information in a
premise and a reordering of the premises themselves to
bring the two occurrences of the middle term into tempo-
ral contiguity (Johnson-Laird & Bara 1984).

No one has proposed a complete psychological theory
of syllogistic inference based on formal rules, perhaps
because the lengths of formal derivations for valid syllo-
gisms fail to account for differences in difficulty amongst



them. One long-standing proposal, however, is that rea-
soners tend to match their conclusions to the mood of one
or other of the premises (Begg & Denny 1969; Wood-
worth & Sells 1935). This notion of an “atmosphere” effect
continues to exert its influence on recent theories (e.g.,
Madruga 1984; Polk & Newell 1988), but we have ob-
served a phenomenon that is damaging to all versions of
the atmosphere hypothesis (see Johnson-Laird & Byrne
1989). When both premises of a syllogism were based on
the quantifier“only,” just 16% of conclusions contained it,
whereas 45% of conclusions contained “all.” Likewise,
where one premise was based on “only,” just 2% of
conclusions contained it. In our view, the apparent evi-
dence supporting the atmosphere hypothesis derives, in
fact, from the natural consequences of building models
based on the meaning of the premises and then using a
procedure to construct parsimonious conclusions. The
bias towards “all” corroborates our assumption that “only”
elicits explicit negative information.

The main controversy about syllogisms is about the
nature of models that represent the premises: are they
Euler circles (Erickson 1974), Venn diagrams (Newell
1981), or some other format (Guyote & Sternberg 1981)?
We argue that models represent finite sets of entities by
finite sets of mental tokens rather than by circles in-
scribed in Euclidean space. This hypothesis correctly
predicts two of the most robust results in syllogistic
reasoning. First, syllogisms that call for only one model of
the premises are reliably easier than those that call for
multiple models. We have yet to test an individual who
does not conform to this prediction. Second, erroneous
conclusions tend to correspond to descriptions of a subset
of the models of the premises — typically just one of the
models (as in the case of propositional reasoning). We have
also corroborated this finding in a study of subjects’
memory for conclusions they had drawn. Even when they
had correctly responded that there was no valid conclu-
sion, if they later thought they had drawn one, it was
invariably the one the theory predicts they had initially
constructed, only to reject because it was refuted by an
alternative model (Byrne & Johnson-Laird 1990).

A reasoner’s goal is to reach true, or at least plausible,
conclusions rather than merely valid ones. Knowledge
can assist this process by providing pertinent information
and a means for assessing the truth of conclusions. You are
likely to judge that a conclusion is true if it corresponds to
the state of affairs in the world, or if it coheres with your
other beliefs. Can knowledge directly affect the process of
reasoning? The issue is highly controversial (see Nisbett
& Ross 1980). If reasoning is based on formal rules, it
cannot be affected by beliefs: formal rules are, by defini-
tion, blind to the content of premises. But the theory of
mental models predicts such effects: individuals who
reach a putative conclusion that fits their beliefs will tend
to stop searching for alternative models that might refute
their conclusion.

We examined this prediction experimentally in collab-
oration with Jane Qakhill and Alan Garnham of the Uni-
versity of Sussex (Oakhill & Johnson-Laird 1985b; Oakhill
et al. 1989). When we gave intelligent but logically un-
tutored individuals the following premises, for example:

All of the Frenchmen in the room are wine-drinkers.
Some of the wine-drinkers in the room are gourmets.
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the majority of them drew the conclusion:
Some of the Frenchmen are gourmets.
But, when we gave the subjects the premises:

All of the Frenchmen in the room are wine-drinkers.
Some of the wine-drinkers in the room are Italians.

hardly any of them drew the conclusion:
Some of the Frenchmen in the room are Italians

and most people responded correctly that there is no valid
conclusion (interrelating the end terms). This phenome-
non confirms that knowledge influences the process of
deduction. Reasoners evidently construct an initial model
that supports a putative conclusion. If the conclusion fits
their beliefs, the process of inference halts; if it does not fit
their beliefs, the process of inference continues to search
for an alternative model that refutes it.

Images are a special case of models, but models can also
contain conceptual tags to represent various sorts of
abstract information that cannot be visualized. The best
example is negation. The use of such annotations could
perhaps be avoided by maintaining a linguistic represen-
tation of the premises, but our experiments provide
evidence that reasoners represent negation directly in
their models. The assertion:

All the athletes are bankers.
is represented by a model of the following sort:

[a] b
[a] b

where “a” denotes an athlete, “b” denotes a banker, and
each line in this diagram represents a different individual
in the same model (unlike the propositional models that
we presented earlier). The number of individuals remains
arbitrary, but it is likely to be small. The brackets indicate
that the a’s have been exhaustively represented in relation
tothe b’s. Hence, in fleshing out the implicit individual(s)
represented by the three dots, if a’s occur they must be
accompanied by b’s. One way in which to flesh out the
model is as follows:

lal  [b]
fa]  [b]
[—a] [b]
[—a] [—b]

where “—” represents negation.
The assertion:

Only the bankers are athletes.

has the same truth conditions as the assertion containing
“all,” but it makes explicit right from the start that anyone
who is not a banker is also not an athlete. Hence, its initial
model according to the theory is of the following sort:

b [a]
b [a]
[ﬁb] —a

The implicit individual can be fleshed out as:
b —a

The models of the two assertions are therefore equivalent
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in content, but the equivalence is not immediately appar-
ent to subjects because the initial model for “all” makes
explicit just the affirmative information, whereas the
initial model for “only” makes explicit both affirmative
and negative information.

The model theory predicts that deductions based on
what is explicit in a model should be easier than those that
depend on fleshing out implicit information. It follows
that the premises:

All athletes are bankers.
Mark is an athlete.

should readily vield the conclusion:
Mark is a banker.
whereas the premises:

All athletes are bankers.
Mark is not a banker.

should less readily yield the conclusion:
Mark is not an athlete.

In this case, the model has to be fleshed out with negative
information about the set of individuals who are not
bankers before the conclusion can be derived. The corre-
sponding problems based on “only” yield a different
prediction. There should be no difference between the
premises:

Only bankers are athletes.
Mark is an athlete.

and:

Only bankers are athletes.
Mark is not a banker.

because the models contain explicit negative information
right from the start. The results from our experiment
corroborated the theory (Johnson-Laird & Byrne 1989).

Our experiments with “only” highlight an important
feature of the model theory. The representation of prem-
ises depends on their meaning; the inferential procedure
of searching for a counterexample is entirely general'and
can be applied to any sort of model. It follows that the
theory can easily be extended to accommodate assertions
that contain a new quantifier or connective. Itis necessary
only to describe the contribution of the new term to
models of assertions containing it. Once this semantics
has been specified, the reasoning procedure can operate
on the models and there is no need for new rules of
inference. The parsimony of the model theoxy contrasts
with rule theories, which must describe both the meaning
of the new term (its contribution to truth conditions) and
its rules of inference.

7. Reasoning with multiple quantifiers

Here is a simple but robust result. When we presented
subjects with the premises:

None of the circles is in the same place as any of the triangles.
All of the triangles are in the same place as all of the crosses.

the majority of them drew the valid conclusion:

None of the circles is in the same place as any of the crosses.
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But, when we presented them with the premises:

None of the circles is in the same place as any of the triangles.
All of the triangles are in the same place as some of the crosses

only a few drew the valid conclusion:
None of the circles is in the same place as some of the crosses
or its equivalent:

" Some of the crosses are not in the same place as any of the
circles.

Why is there this difference in accuracy? No one has
proposed a theory based on formal rules that accounts for
the difference; indeed if such a theory is based on formal
rules akin to those postulated for propositional reasoning,
then, as we show, the two problems have derivations of
exactly the same length. The premises cannot be repre-
sented by Euler circles or Venn diagrams, which can cope
only with singly quantified assertions, yet they can be
represented by a model, because the model theory
readily generalizes to the representation of multiply
quantified assertions.

According to the theory, the premises of the first
problem yield a single model:

| [O] [O][O] | [A] [AT[AT [+] [+] [+]]

where the vertical barriers demarcate separate places and
the three sets are each exhaustively represented by an
arbitrary number of tokens. This model supports the
conclusion:

None of the circles is in the same place as any of the crosses.

There are no alternative models of the premises that
refute the conclusion, and so it is valid. The premises of
the second problem support a similar initial model:

[[O] O] [O] | [AT[AT[A] + + +]

where the crosses are not exhaustively represented. This
mode] supports the same cornclusion as before, but now
the search for an alternative model that refutes the con-
clusion will be successful:

| [O][O][O] + | [AT[A][A] + + + |
The two models support the conclusion:
None of the circles is in the same place as some of the crosses.
or equivalently:

Some of the crosses are not in the same place as any of the
circles.

The first problem calls for only one model, whereas the
second problem requires multiple models and that is why
there is a difference in difficulty between them.

We report a series of experiments on multiply quan-
tified inference carried out in collaboration with Patrizia
Tabossi of the University of Bologna, Italy. Once again,
the results confirmed the predictions of the model theory
and rule out other explanations in terms of scope of
quantifiers, matching strategies, or particular difficulties
of one quantifier as opposed to another (Johnson-Laird et
al. 1989). One-model problems were reliably easier than
multiple-model problems; and, once again, the subjects’
erroneous conclusions typically corresponded to only one
model of multiple-model premises.



8. Metadeduction

Reasoners can know that they have made a valid deduc-
tion; without this higher-level ability human beings could
not invent logic, make deductions about other people’s
deductions, or devise psychological theories of reasoning.
We examine what little is known about such abilities,
distinguishing between metalogical reasoning, which de-
pends on an explicit reference to validity or truth and
falsity, and metacognitive reasoning, which depends on
reference to what oneself or others may be deducing.

Rips (1989) has pioneered the investigation of metalogi-
cal deduction using “knight and knave” puzzles, for
example:

There are two sorts of people:

Knights always tell the truth; knaves always lie.
A asserts that C is a knave.

B asserts that C is a knave.

C asserts that A is a knight and B is a knave.
What are A, B, and C?

Rips develops a formal rule theory that offers an explana-
tion of how subjects solve such problems. Our first con-
cern is that such formal theories do not reflect the impor-
tance of truth and falsity: without them, there can be no
notion of validity and no way to consider the complete-
ness, in the logical sense, of formal rules. We accordingly
accepted Rips's challenge to show how a mental model
theory could also account for performance (Johnson-Laird
& Byrne 1990). Rips also assumes that subjects adopt the
same strategy for all such problems, which is based on
deriving contradictions from hypotheses. We argue in-
stead that subjects are likely to develop different strate-
gies depending on the particular problems they encoun-
ter. We implemented a variety of these strategies in a
computer program that reasons with models. One such
strategy, for example, assumes that reasoners notice in
the problem above that A and B both make the same
assertion, and so they are either both knights or else both
knaves. C, however, does not make the same assertion
about both of them, and so C is a knave. Both A and B say
so, and so they are both knights. Our theory accounts for
certain experimental results that the formal theory leaves
unexplained.

Psychology is a “recursive” discipline because a plausi-
ble theory of high-level cognition should reveal how the
theory itself could have been created as a result of the
theorist’s high-level cognition. A theory of metareasoning
should therefore provide some insight into its own devel-
opment. Our theory postulates a capacity to think about
thinking — to reflect on patterns of deduction and the
preservation of truth, on what one has deducted for
oneself, and on the implications of what others can de-
duce. This general metacognitive capacity enables people
to construct models of thought, and to construct models of
those models, and so on, recursively. In this way, simple
reasoning strategies can be invented by logically un-
tutored individuals. The same ability can be used by
logicians to create formal calculi for deduction, and then
to reflect upon the relations between these calculi and
their semantics. And, most important, the ability can be
used by cognitive scientists to construct theories about
itself.
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9. Models in computer programs for reasoning

A program for reasoning on the basis of models calls for
three principal components. First, it must be able to
interpret premises expressed in a subset of natural lan-
guage and to construct an appropriate set of models for
them. Second, the program must be able to use these
models to formulate a conclusion — a parsimonious con-
clusion that makes explicit information that was not ex-
pressed in any single premise. Third, the program must
be able to search for alternative models of the premises in
order to test validity.

We show how we have implemented all three compo-
nents in programs. The first stage in constructing a model
of a premise consists in a compositional interpretation of
its meaning (i.e., intension). This calls for a grammar and a
lexicon that both contain grammatical and semantic infor-
mation and a parser that uses this information to combine
the meanings of constituents according to the grammati-
cal relations amongst them. The significance of a premise
— the particular proposition it expresses — depends on a
number of additional factors, particularly on its context of
use. Context in everyday discourse is a matter of general
knowledge and knowledge of the circumstances of the
utterance — the situation to which it refers, what has been
said earlier, the participants in the discourse, and so on.
For our purposes, however, context is the information
that is already represented in the model of the discourse.
It is this information that determines how to use the
representation of meaning in constructing a model. The
meaning of a premise and the existing set of models are
used to determine which of the following procedures
should be carried out:

Starting a model ab initio

Adding information to a model

Combining models in terms of a common referent
Verifying the premise

Searching for alternative models.

For example, if a sentence does not refer to any items in
any existing models, the program uses the meaning of the
sentence to start a new model. This model represents the
situation referred to by the premise (its extension).

Human beings can draw parsimonious conclusions for
themselves; most automated reasoning programs cannot.
The task is intricate and intractable but important because
in the propositional calculus it is equivalent to the sim-
plification of an electronic circuit built up from Boolean
logic-gates. The standard algorithm for this task (the
prime implicant method devised by McCluskey 1956,
and Quine 1955) is restricted to the connectives “not,”
“and,” and “or.” We have implemented a new algorithm
based on models (Johnson-Laird 1990a). It can outper-
form the prime implicant method because it uses the full
set of connectives and is guaranteed in principle to find a
conelusion as parsimonious as possible. The set of models
is recursively divided into pairs of partitions, with the
recursion ending when a partition contains only pairs of
atomic propositions. The descriptions of these partitions
can then be assembled in a way that yields a maximally
parsimonious description.

When a program searches for an alternative model, it is
at liberty to undo two sorts of information — arbitrary
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decisions and default values — and to insert instead some
other, specified, value. This possibility confers on a
model-based reasoning system the power to make both
valid deductions and nonmonotonic inferences. The pro-
gram maintains a model until, and unless, it conflicts with
an assertion. At that point, the modelis revised so as to try
to satisfy all the assertions in the discourse. If the attempt
fails, the current assertion genuinely conflicts with the
earlier information built into the model. This process is
complementary to deduction, where a search is made for
a model that falsifies a conclusion. Such methods are
limited to everyday discourse where only a finite set of
alternative models needs to be constructed — a particular
model is a representative sample and can always be
revised so as to satisfy any truly consistent discourse. The
moral is that an excellent method for maintaining con-
sistency, whether in a program or a brain, is to work
directly with models.

10. Thinking, rationality and models

The whole of our book is one long argument, so we end it
with a recapitulation of its principal points. We then
consider some consequences of the model theory for the
acquisition of deductive competence, for other sorts of
thought, and for the debate over whether the concept of
rationality is universal or relative to particular cultures.

The acquisition of deductive competence is profoundly
puzzling for theories based on formal rules: how could
children who know no logic acquire formal rules for valid
reasoning? In our view, what has to be acquired is a
capacity to build models of the world, either directly by
perception or indirectly by understanding language, and
a capacity to search for alternative models (see Russell
1987). The acquisition of these abilities, we argue, is less
problematic than the acquisition of formal rules.

In daily life, people often lack sufficient information to
make valid deductions. They are forced to make plausible
inferences that go beyond the semantic information in the
premises. Consider the following premises:

The old man was bitten by a poisonous snake. There was no
known antidote available.

When subjects were asked what happened, they re-
plied that the old man died (unpublished experiments
carried out in collaboration with Tony Anderson of the
University of Strathclyde). But when asked whether there
were any other possibilities, they could envisage some
alternatives. Everyday inferences are plainly not deduc-
tively closed: reasoners can in theory produce ever more
baroque possibilities, for example, the old man was kept
alive long enough for someone to invent an antidote. At
no point can a stage be reached in which all the alternative
possibilities have been eliminated. Hence, inferences of
this sort lie outside deduction (Collins & Michalski 1989).
Likewise, the arguments that people construct in favour
of particular propositions are not deductively valid: in
collaboration with Mark Keane, of University College
Dublin, we have confirmed this intuition (common to
many investigators of informal reasoning) by asking sub-
jects to construct an argument for such propositions as:

The government should subsidize ballet.
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Logic is not the primary guide to this process. Hence,
many of the inferences of daily life cannot be accounted
for by formal rules that are deductively valid. The process
appears to be one in which individuals add new semantic
information to their models.

In summary, as Kenneth Craik (1943) proposed long
ago, thinking is the manipulation of models. Our research
corroborates the claim for deduction, but other modes of
thought ~ induction, analogy, creative problem solving,
decision making, and the generation of new ideas — are
likely to be based on models too. It may be an egregious
error to assume that the representations underlying these
other modes of thought take the form of propositional
representations or semantic networks, which have struc-
tures that are very different from those of mental models.

Do the criteria for rationality — whatever they may be —
apply across all cultures, or are the criteria themselves
relative to a culture? This question has perplexed all those
who have thought about it and has split them into two
opposing camps: rationalists, such as Hollis (1970), argue
for a core of rational cognitive principles common to all
human societies; relativists, such as Barnes and Bloor
(1982), argue for purely “local” criteria of rationality, the
incommensurability of the beliefs of different groups
(even those of scientists of different theoretical persua-
sions); and the radical untranslatability of such beliefs
from one language to another. If relativism is right, then
the principles of deduction differ from one society to
another, and perhaps from one epoch to another - as
certain historians have argued (see Burke 1986). Hence,
psychological studies of deduction are at best of parochial
interest. Most of the debate, however, has been con-
ducted with scant regard for psychological evidence.

We argue that the model theory provides a way to
resolve the controversy. There is a central core of ratio-
nality, which appears to be common to all human soci-
eties. It is the semantic principle of validity: an argument
is valid only if there is no way in which its premises could
be true and its conclusion false. A corollary of the princi-
ple is that certain forms of argument are valid, and these
forms can be specified by formal rules of inference. Itis a
gross mistake, however, to suppose that these rules are
per se cognitive universals. Rationality is problematical if
it is supposed to be founded on rules. This foundation
makes relativism attractive because systematic error is
hard to explain, unless one abandons rationality in favour
of alternative, and illicit, rules of inference {as some
theorists, such as Jackendoff 1988, seem prepared to do).

Finally, we present a critique of mental models. Adher-
ents of formal rules have, not surprisingly, made many
criticisms of the theory. Our work has already answered
the charge that the theory is empirically inadequate
(Braine et al. 1984; Evans 1987) — that it does not apply to
propositional reasoning, or to Wason’s selection task, or to
inferences in general. We therefore reply to the other
objections, which we divide into three categories. The
metaphysical criticisms concern the theory’s violation of
the tenet that “cognitive psychology has to do without
semantic notions like truth and reference” (Oden 1987;
Rips 1986), and the claim that models are unnecessary
because theorists can rely solely on propositional repre-
sentations (Pylyshyn 1981), neural events (Churchland
1986), or some other reductive format. The methodologi-



cal criticisms are that the theory is not clear (Goldman
1986), that it relies unfairly on a visual metaphor (Ford
1985), that it is unworkable (Rips 1986), and that it is
untestable (anonymous referee). The logical criticisms are
that mental models are irrational (anonymous referee),
that there is little or no difference between mental models
and formal rules of inference (Goldman 1986; Rips 1986),
and that mental models are nothing more than the first-
order predicate calculus. Here, we will spare readers a
svnopsis of our replies to these criticisis; we anticipate
that we will have to rehearse them again in our Response
to the reviewers. [See also Cohen: “Can Human Irra-
tionality be Experimentally Demonstrated?” BBS 4(3)
1981 and Kyburg: “Rational Belief” BBS 6(2) 1983.]

In our view, the major shortcoming of the mental-
model theory is its incompleteness. Consider, for exam-
ple, the search for alternative models. Reasoners appear
to formulate an initial conclusion, which they often aban-
don in the light of an alternative model. We see signs of
the process in the pattern of their errors, in the revisions
they make when they are allowed to reevaluate their
conclusions, and in their erroneous memories for conclu-
sions they have drawn. But how are the alternatives
generated, and how is the search for them terminated?
We do not know.

Likewise, how does the mental-model theory fit into a
general account of cognitive architecture of the sort, say,
that Newell (1990 [see multiple book review in BBS 15(3)
1992]) has proposed? Again, we do not know. Our re-
search suggests only two conclusions about such explana-
tory frameworks. First, metadeduction calls for mental
representations that have an explicit symbolic structure,
that is, the assessment of the truth-preserving properties
of a particular form of argument requires an explicit
representation of that form. Other components of deduc-
tive processing may depend on low-level processes that
use distributed representations in connectionist networks
(Rumelhart 1989). Second, mental models are a form of
data-structure that plays a central role in the computa-
tional architecture of the mind, entering into not only
deduction, but also perception (Marr 1982), the compre-
hension and production of discourse (Garnham 1987,
Johnson-Laird 1983), and the representation of beliefs
and other intentional contents (McGinn 1989).

11. Conclusions

The puzzle of deductive reasoning may seem parochial for
anyone not embroiled in it. We can imagine such a reader
thinking: Deduction is a small and perhaps artificial
domain, hence does it really matter whether people rea-
son by manipulating formal rules, rules with a specific
content, or mental models? They probably use all three.
In fact, the puzzle does matter to cognitive science. None
of the three theories appeals to unanalyzable or mystical
processes; all are sufficiently articulated to be modelled
computationally; and all are feasible explanations ‘of an
important mental capacity. Abundant experimental and
observational data have been gathered since the turn
of the century by psychologists, anthropologists, and
others. If one still cannot decide among the three
theories, then the consequences may be more serious
than the failure to settle a border dispute among warring
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theories of deduction: controversies in cognitive science
may be beyond the scope of empirical resolution.

Our book raises two main questions: how to character-
ize human deductive competence and how to describe its
underlying mechanism. It proposes answers to both ques-
tions. If formal rules of inference were in the mind, then
the development of logic as an intellectual discipline
would be largely a matter of externalizing these princi-
ples. And if “psychologism” were correct, then logic
would be merely the systematization of the natural princi-
ples of thought. We reject both these doctrines. No formal
logic exists in the heads of anyone other than logicians.
The principles of thought are not formal rules of inference.

Why then have so many theorists in so many disciplines
advocated formal rule theories? One reason is the weight
of tradition; another is the greater accessibility of formal
accounts of logic (see also McDermott 1987). We have
tried to show that deduction can be carried out by other
means, and that these means are more plausible psycho-
logically. Let us sum up the case for the model theory.
Although the mechanism that enables individuals to make
deductions is not available to introspection, experimental
evidence shows that the content of premises with the
same logical form can have a decisive effect on what
conclusions people draw. The late Jean Piaget discovered
this effect, and introduced a clause in small print — the
“horizontal décalage,” essentially a redescription of the
phenomenon — to try to sweep it away. Yet the phenome-
non is inimical to formal theories of inference. The evi-
dence also shows that when people reason they are
concerned about meaning and truth. They are influenced
by what they believe to be true, which affects both the
conclusions they formulate for themselves and their eval-
uation of given conclusions. When they draw their own
conclusions, they maintain the semantic information from
the premises and treat conclusions that throw it away as
improper. And, without exception, the results of our
experiments corroborated the model theory’s predictions
about propositional, relational, quantificational, and met-
alogical reasoning. Easy deductions call for one explicit
model only; difficult deductions call for more than one
explicit model; and erroneous conclusions usually corre-
spond to only one model of the premises.

We claim that the model theory accounts for all the
robust findings about deductive reasoning and that it
successfully predicts novel phenomena. We conclude that
logically untrained individuals normally reason by manip-
ulating mental models; we acknowledge that they are able
to develop rudimentary formal rules by reflecting on their
own performance (Galotti et al. 1986), but such rules are
neither complete nor part of their normal reasoning
mechanism. There are many uncertainties, gaps, and
perhaps downright flaws in the theory of mental models.
Yet, we are convinced of the truth of its broad view — at
least to the degree that anyone ought to be committed toa
theory. The search for counterexamples can be carried out
by constructing alternative models. The method makes
an excellent system for computer reasoning. The evi-
dence suggests that it is the mainspring of human
reasoning.

NOTE

1. The same difficulty of keeping track of disjunctive models may
underlie other deductive puzzles (see Griggs & Newstead 1982).

BEHAVIORAL AND BRAIN SCIENCES (1993) 16:2 333



Commentary/Johnson-Laird & Byrne: Deduction

Open Peer Commentary

Comnentary submitted by the qualified professional readership of this

journal will be considered for publication in a later issue as Continuing
Commentary on this article. Integrative overviews and syntheses are
especially encouraged. All page references are to Johnson-Laird &
Byrne’s Deduction unless otherwise indicated.

Mental models and tableau logic

Avery D. Andrews

Department of Linguistics, The Australian National University, Canberra,
ACT, 2601 Australia

Electronic mail: avery.andrews@anu.edu.au

Johnson-Laird & Byrne (J-L & B) insist on a strong distinction
between reasoning based on mental-model building and that
based on the use of formal inference rules. In this discussion 1
will suggest that the distinction might not actually be so sharp,
pointing to a substantial resemblance between what needs to be
done by model-construction processes on the one hand and
what is done by the processes of tableau development on the
other, in the “tableau logic” of Beth (1955/1969), Fitting (1983),
Hintikka (1955), and Smullyan (1968).! Pursuing and exploiting
this resemblance might confer the advantages of a well-defined
mathematical framework as well as making it easier to derive
psychological hypotheses from current logic-based work in for-
mal semantics.

In J-L & B’s model of reasoning, an argument is evaluated by
first constructing a mental model that supports the premises and
then seeing whether it supports the conclusion. If it does, the
next step is to explore alternative models that support the
premises; if they all support the conclusion, the argument is
accepted. Otherwise it is rejected, as a result of being able to
imagine a situation where the premises are true but the conclu-
sion is not.

Tableau logic is similarly based on the idea of a search for
counterexamples, but with certain differences. Perhaps the
most important of these is that in a tableau logic there is a
systematic method of searching for counterexamples to an
argument (models that satisfy the premises but not the conclu-
sion) that is guaranteed to terminate with failure if the argument
is valid (all attempted ways of constructing a counterexample
yield a contradiction). My proposal is that mental-model build-
ing can be regarded as being a kind of tableau development, but
without the guarantees.

The basic intuition behind tableau development is the idea
that the truth of complex sentences is systematically related to
the truth of simpler ones. For example, if “Mary is sick or Susan
is well” is true, then either “Mary is sick” or “Susan is well” is.
One thus starts with the premises of the argument and the
negation of its conclusion; then one adds to this collection of
sentences simpler sentences whose truth is required by, and
sufficient to deliver, the truth of the original sentences. If there
are multiple possibilities, each is explored independently, con-
stituting a branch of the tableau. So our sentence about Mary
and Susan would give rise to two branches, one containing
Susan is well and the other containing Mary is sick:

Susan is well or Mary is sick

Susan is well Mary is sick

On the other hand, suppose we have the additional premise
nobody is sick. A suitable tableau development rule for nobody
would require that any name ¢ appearing in a tableau branch
with this nobody-sentence, ¢ is not sick, also appear in that
branch. Hence both branches of the tableau must contain Mary
is not sick and Susan is not sick, so the right branch will be
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excluded as contradictory, leaving the left as the sole consistent
branch that supports the original premises. Note that while
some kinds of assertions can be used once and then forgotten
about, others, such as universals and negative existentials, have
to be maintained as “standing instructions.”

J-L & B’s notations diverge in certain respects from what one
would expect to find in a tableau development system. For
example, they use a square-bracket notation to indicate that
whatever is in the brackets is exhaustively represented. In the
model they propose for “Either there is a circle or else there is a
triangle, but not both,” a circle appears on one line and a triangle
on another, each line representing an alternative mental model,
equivalent, 1 propose, to a tableau-branch:

[O]
[A]

What the brackets indicate is the mutual exclusivity of this
disjunction: Something appearing in square brackets is sup-
posed to be “exhaustively represented,” not appearing else-
where in the set of models. So the brackets around the circle are
intended to keep circles from appearing on the triangle line and
vice versa, thus preventing the sentence from describing a
situation in which there is both a circle and a triangle.

The difficulty with this notation is that its exact formal inter-
pretation is not at all clear; and, concomitantly, neither is its
meaning in various kinds of complex situations. Suppose, for
example, that our sentence was “either there is a circle or a
triangle, or a triangle and a square, but not both.” It is unclear to
me how one ought to deploy the brackets to deal with a case of
this nature and what the rules for doing so would be.

The concepts of tableau-development provide an alternative
approach to mutual exclusivity: The disjunction provokes the
construction of two branches, one asserting the existence of a
triangle, the other that of a circle. Additional information might
motivate the addition of additional material to either or both
branches. But the negative trailer, “but not both,” also specifies
a condition that all branches must satisfy (by virtue, of course, of
some highly nontrivial linguistic principles of ellipsis). I would
conjecture that the actual meaning of “or” in English is nonex-
clusive, with exclusion, when it is understood, being derived
from standing assumptions that are part of the context.

Not all of J-L. & B’s models can be naturally construed as sets
of atomic sentences: Extensive use is also made of “spatial
models” that appear to be essentially a sort of image (a represen-
tation with “pixels” corresponding to regions of space, with a
direct representation of directional and adjacency relations
between pixels). What 1 suggest here is that sets of atomic
sentences might serve as an interface between language and
these spatial models. This would achieve an integration between
two senses of “mental model” that seem to exist in an un-
acknowledged cohabitation in Deduction.

NOTE
1. The existence of this work is noted in Deduction (p. 16), but J-L & B
do not explore its relationships to their own ideas.

Getting down to cases

Kent Bach

Department of Philosophy, San Francisco State University, San Francisco,
CA 94132

Electronic mail: kbach@sfsuvax1.sfsu.edu

Lewis Carroll (1895) posed a paradox of deduction: An argu-
ment’s premises P cannot be shown to yield the conclusion C
unless it is assumed that if P, then C. But if that assumption is
included as a premise in the argument, then it must be assumed
further that if [P and if P, then C], then C. And so on, ad
infinitum. So how can deduction get off the ground? The usual



answer is that what is needed is a rule of inference, not an
additional premise. A different answer is to reject the assump-
tion that deduction involves proof. Instead of showing that a
conclusion follows from the premises, consider the possibilities.
In particular, first make sure the conclusion is compatible with
the premises and then check to see that no contrary conclusion is
compatible too. Now some would call this method proof by
cases. And Lewis Carroll might have wondered whether such a
method could qualify as deduction unless it includes this as-
sumption: The conclusion follows from the premises just in case
it is compatible with the premises and no contrary conclusion is
compatible too. It would be awkward (they are averse to rules)
for proponents of this method to claim that no such assumption
is needed so long as there is a rule to that effect.

Be that as it may, formal logic fares badly when adapted to the
psychology of deductive reasoning. For one thing, most valid
arguments are not formally valid, and the additional assump-
tions (meaning postulates) needed to make them formally valid
are not psychologically realistic. As Johnson-Laird & Byrne (J-L
& B) show, rule theories (R) based on formal logic are descrip-
tively inadequate or else ad hoc. This should come as no surprise
to anyone who has read Harman (1986, Ch. 1). Ris bound tobe a
nonstarter as a theory of reasoning, because logic is the theory of
validity, not of reasoning, and reasoning in real life (where
arguments are generally not labeled as such) is never just a
matter of assessing the validity of arguments. Given a deduc-
tively valid argument, you can reject one of its premises (this is
what happens in what J-L & B misleadingly describe as the
“suppression” Deduction, [p. 83] of valid deductions) rather
than accept its conclusion, and which choice you make is not a
matter of deduction. Besides, although rules of inference are
involved in proof, proving (or disproving) a putative theorem is
one thing and, as logicians and mathematicians know all too
well, thinking of a theorem to prove is quite another.

J-L. & B pit their model theory (M) against rule theories,
which include those with content-specific rules designed to
handle various content-sensitive reasoning phenomena. But M
and R, unless defined so broadly as to leave nothing out between
them, are not the only possibilities. My model of the rival
theories looks something like this:

R
M

The ellipsis implicitly represents alternatives not yet dreamt up.
Having read Deduction, I've ruled out R, but I'm not yet ready
to opt for M, even though I haven’t dreamt up an alternative.
While allowing that countless alternatives are possible, J-L & B
take R to be M’s only serious competition. R may be the only
existing rival to M, but that doesn’t make evidence against one
automatically count in favor of the other. J-L & B provide no
direct evidence that people actually use the proposed models
but claim only (no small claim) that M is consistent with the
evidence. But so might be a whole host of other theories. For
example, M might not be the only one that “implies that people
search for counterexamples” (p. 39). What worries me here,
however, is that J-L. & B have not formulated M specifically
enough to make clear what it does and does not include and what
is and is not essential to it. In the hope of finding this out, I will
pose several sets of questions, which raise issues at distinct
levels of explanation.

A theoretical account of phenomena at one level can be
compatible with different accounts at the next. Noting the
difference between explaining what deductive competence in-
volves and how it operates (p. 17), J-L & B cite Marr’s (1982)
distinction between the computational and the algorithmic
levels, his levels 1 and 2 (his physical realization level 3 is not
relevant here). Several intermediate levels are needed as well.
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Peacocke (1986) has proposed an informational level 1.5, and I
suggest a further intermediate level, a representational level
between the informational and algorithmic (1.75, if you insist).
One concerns what information feeds into an algorithm and the
other concerns how (in what format) this input is represented.
Here let us agree with J-L & B that at the computational level,
the level at which deductive competence is characterized,
people are able to make valid deductions, though they often
miss valid ones and make invalid ones, and in real life draw new
or useful conclusions (pp. 18-22). Also, let’s assume that what
counts as a rule theory is significantly restricted, so that not
every theory with an algorithmic level counts as a rule theory
just because it can be implemented in a program. Now, given
these assumptions and the above levels of explanation, there are
several kinds of questions, answers to which would give M much
more specificity. )

1. Encoding. Students of logic and language are well aware of
the notorious probleins of formalizing various features of natural
language. M has an analogous problem: J-L & B often mention
how a sentence “calls for,” “leads to,” or “yields” the initial
construction of a model, but precisely how does a sentence get
encoded into a model? How is it determined which information
does or does not go into the model, especially if “mental models
are remote from the structure of sentences” (p. 212)?

2. Representation. Until J-I. & B constrain the notion of
model, their claims about how people reason, for example, by
searching for a counterexample, are not specifically model-
theoretic. What forms of representation count as models? For
example, do pictorial (Bach 1970) and other systems of graphical
representation (Goodman 1968) qualify? How is information in a
set of models tracked, so that the information contained in each
can be utilized in working with the whole set? For example, how
does the exhaustiveness explicitly represented by square
brackets in one model constrain what goes into later models?
Finally, what is the difference, in M, between explicit and
inexplicit information (Cummins 1986)?

More specifically, how is it determined which features of a
given model do the representing and which states of affairs are
thereby represented? For example, spatial relations in a model
often represent spatial relations in what is modeled, but often
they do not. What determines when they do and when they do
not? In general, what ensures that all relevant information
enters without any irrelevant information also creeping in (recall
Berkeley’s worry, in criticizing Locke’s theory of abstract ideas,
that the general idea of a triangle must, because triangles come
in different forms, be “all and none of these at once”; 1710/1965,
p- 13)? J-L & B appreciate such questions when doing program-
ming for reasoning (Ch. 9), but otherwise their encoding and
representational schemes seem rather improvisional in char-
acter.

3. Strategy. What drives the search for alternative models?
How does one know when no more models are needed? J-L & B
appreciate these questions, as when discussing people’s deduc-
tive limitations and the nature of default reasoning, but they do
not really answer them. However, I applaud J-L & B’s conten-
tion that R cannot accommodate default reasoning, for in my
view (Bach 1984) jumping to conclusions is justified only insofar
as one can rely on one’s ability to think of (not the same as
to deduce) reasons to the contrary when they are worth con-
sidering.

4. Scope. J-L. & B assert that “propositional, relational, and
[standard] quantificational reasoning exhaust the main sorts of
deduction” (p. 3). These areas offer plenty to worry about, but
there is also deduction involving nonstandard quantifiers (e.g.,
few, several, many, most), quantitative reasoning, modal reason-
ing, and conceptual reasoning. How well does M work for them?
What additional kinds of models do they require?

5. Diversity. J-L & B often speak of one deduction problem
being “easier” than another, as indicated by different aggregate
error rates. But perhaps the data indicate something more
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complex. Could some “hard” problems be easy for some people?
Why do some people solve problems much more quickly and
accurately than others? Do they use different models and
strategies? Testing for individual differences in speed, accuracy,
and characteristic errors might provide some answers.

Although some of these questions raisc worries similar to
Rips’s (1986), I do not share his skepticism about M, much less
his enthusiasm for R. For one thing, deduction is not an
autonomous domain and the mental-model model is more plau-
sible for thinking generally than is any rule theory. However, 1
do think that such questions as the above must be answered
before M can jell into a clearly defined theory. M needs to make
explicit what is involved, at each explanatory level, in deduction
by modeling, which, after all, is not just a matter of imaginative
proof by cases.

Toward a developmental theory
of mental models

Bruno G. Bara
Centro di Scienza Cognitiva, Universita’ di Torino, 10123 Turin, Italy

As a long-standing collaborator of Philip Johnson-Laird’s, I can
be credited with a firm faith in the validity of the mental-model
approach to human reasoning. I shall therefore not embarrass
Johnson-Laird & Byrne (J-L & B) with praise, but concentrate
instead on the points still open to criticism.

The experimental evidence reported by J-L & B is persuasive
regarding the greater fruitfulness of model theory relative to
logic-in-the-mind approaches; however, one may note that
nearly all J-1, & B’s datarefer to aduilts. Although the authors are
undoubtedly aware that their proposal does not cover the
developmental aspect of deduction, they still undervalue this
problem. In Chapter 10, J-L & B show why the acquisition of
deductive competence is puzzling for theories based on formal
rules. Their well-founded criticisms lead to the two questions I
raise in my commentary:

1. Is there a mental-model theory of the acquisition of deduc-
tive competence?

2. Granted that such a theory could be formulated, would it
present fewer puzzles than previous rule theories?

The current answer to the first question is plainly no. This
accordingly represents a shortcoming of all candidate theories,
because any competence shown in the adult system is not fully
understood until its development from childhood is explained.
The work of Bruner et al. (1966) and Chomsky (1965) attests to
the relevance of concept and language acquisition, respectively.
This shortcoming grows into a misfortune in this area, thanks to
the influence of Piaget (1977), the best known developmental
psychologist who devoted the largest part of his work to the
processes underlying the development of the child’s logical
competence until the adolescent level of formal operations is
attained. True, Piagetian positions have been continuously
attacked, but no convincing alternative has yet been advanced.

Model theory is a natural alternative, provided it offers an
adequate coverage of the domain. The fact that Piaget’s school
still dominates psychologists’ view of how deductive abilities are
acquired makes it harder to change to a different paradigm for
adults. It is like walking from Paris to Amsterdam and being told
on your arrival that you have reached Rome. Once the scientific
community is presented with a comprehensive — albeit general
— view of how model theory explains the transition from infant to
adult performance, the evidence against formal logical theories
should become much more acceptable. To gain full explanatory
power, an ambitious theory has to show how the phenomenon
under examination has been caused or constructed; for model
theory this means drawing the lines of development of the basic
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abilities involved in the construction and manipulation of men-
tal models.

The necessity of a developmental model theory having been
pointed out, the second question can be faced: What are the
difficulties of such a theory. In Chapter 10 J-L & B write about
the pillars of the acquisition of deductive competence: the
capacity to interpret the world, by perception or by language,
and the capacity to search for alternative interpretations. As
long as the first capacity is involved, things should be not too
problematic: The ability to master language and the processing
capacity of working memory surely increase from childhood. I
shall concentrate instead on the latter, which the authors con-
sider the common denominator of rationality.

To look for a counterexample, a system needs more basic
abilities. These include at least the capacity to construct models,
to confront different models among them, and to compare a
model with a verbal description. Again, the development of
these basic abilities from neonates to adolescents is easy to show.
The puzzle starts with the composition of the basic abilities into
a more complex capacity that J-I. & B call the mainspring of
human reasoning.

How is it that such a powerful strategy of thought gets
learned? It does not seem to be an inborn characteristic of
mankind, such as the capacity to detect similarities and differ-
ences between two images. The vast majority of individuals
prefer to stick to positive instances, whether they come from an
African tribe (see the Azande defenders of the “poison oracle,”
cited in J-L & B’s Ch. 10) or from a Western university (see the
experimental subjects in the four-card selection task, analyzed
in Ch. 4). Becoming aware of the usefulness of the search for
counterexamples is also difficult. Wason and Johnson-Laird
(1972) report that 38.2% of subjects resisted any insight about
the correct method in the four-card task, even after the explana-
tion was given by the experimenters in a free interview. Persons
find it arduous to grasp why they ought to look for negative
instances instead of positive ones.

Even in the field of modern science we find the same diffi-
culty. Karl Popper first proposed his epistemology based on
falsification in 1934, but despite its striking the world of science
as something absolutely innovative, many years had to pass
before it prevailed over the more obvious — and less efficacious —
verificationist methodology. This suggests that the search for
counterexamples is not culturally intuitive, exactly as it is not
immediately natural for all individuals. We are now at the core of
the problem: J-L & B have shown that the search for counterex-
amples is the strategy adopted by adults when they perform
various kinds of deductive tasks. What is absolutely unclear is
how such an effective method develops at the competence level.
Awareness of the utility of looking for negative instances is a
second step, difficult for both individuals and for cultures.

Deduction as an example of thinking

Jonathan Baron

Department of Psychology, University of Pennsylvania, Philadelphia, PA
19104-6196 '

Electronic mail: baron@cattell.psych.upenn.edu

A modest generalization of Johnson-Laird & Byrne’s (J-L & B’s)
mental-model theory of deduction can describe all goal-directed
thinking, including decision making, planning, and design
(Baron 1988; Galotti 1989): Thinking proceeds by search for
possibilities, evidence (both positive and negative), and goals
(including subgoals, which can also be partially described possi-
bilities). Goals are criteria for evaluating possibilities in the light
of evidence. In decision making, for example, possibilities are
options and goals are criteria for evaluating the options.



Applying this framework to deductive thinking usually yields
a two-level structure of thinking episodes. A high level derives
conclusions from models, and a low level derives models from
premises. The goals of the high level are to derive conclusions
(possibilities) that are consistent with the premises, not explic-
itly stated in them, parsimonious, and so forth. At this level, the
evidence consists of possible models rather than the premises
themselves. An initial model provides evidence that suggests
the conclusion, and other models are sought that mightrefute it.
New conclusions must then be sought that are consistent with
the models (the evidence) obtained so far as well as with possible
models not yet found. For example (pp. 121-22), in “All Bs are
As; no Bs are Cs,” an initial model (in which no As are Cs) yields
“No Cs are As.” A second model (in which only some As are Cs)
refutes this conclusion, but supports “Some Cs are not As,” buta
third model (in which all Cs are As) refutes this conclusion too.
The derivation of the conclusion “Some As are not Cs” from the
three models requires both a search for possible conclusions
(possibilities) and a search for evidence in the form of other
models, including those already found and those not yet found.
The search for possible conclusions is'directed not only by the
models discovered (the evidence) but also by the goals of
consistency, novelty, and parsimony.

The search for new models requires a subepisode of thinking
in which the goal is to find a model rather than a conclusion. The
evidence for a subepisode consists of the stated premises, which
serve both to suggest models and to act as evidence for and
against them. This search may be directed by the conclusion at
issue as well as by the premises themselves. In particular, the
search may be specifically for models that contradict a tentative
conclusion.

Errors in deduction can result from (a) failure to find a single
possibility (typically yielding “no conclusion” when a conclusion
is possible) or (b) failure to find evidence against a possibility,
thus falsely concluding that it is correct. Both errors can result
from insufficient search. The latter error can result from a
tendency to direct the search toward positive evidence for a
tentative conclusion rather than toward negative evidence (or
toward both kinds). Such biased search seems to occur in
content effects, as J-L & B note.

J-L & B suggest that insufficient search results from limited
working memory, but working-memory limits can sometimes be
overcome by spending extra time, so it is also possible that
insufficient search results from lack of motivation or from over-
confidence in initial conclusions (Baron et al. 1986; 1991).

Much evidence suggests that misdirected search — toward
positive evidence — is a common source of error in thinking. A
number of experiments (e.g., Anderson 1982; Arkes et al. 1988;
Hoch 1985; Koriat et al. 1980) have found that asking subjects for
reasons why an initial conclusion is correct has little effect on
various errors (since people seem to search for such evidence
anyway), but asking for reasons why a conclusion might be
incorrect reduces errors. Beattie and Baron (1988) also found
direct evidence for such biased search in some subjects: When
asked to test a rule such as “if the card has an A then it has a 3” by
specifying the complete content of any cards they would want to
know about, these subjects asked only about cards with A and 3.
They did not ask about the existence of possible counterexam-
ples such as A and 2. Baron (1991) and Kuhn (1991) have
suggested that part of the problem is that some people do not
understand the importance of negative evidence. Instruction in
redirecting search away from only positive evidence has been
part of a variety of efforts to improve thinking (Perkins et al.
1991; Selz 1935). Baron et al. (1986) found that deductive
performance improved in some students after a training pro-
gram that emphasized more extensive search as well as redi-
rected search.

In sum, the mental-model theory is consistent with a view of
thinking in which the ability to solve logic problems has no
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special status. Logic problems are just one kind of problem that
can be thought about, along with arithmetic problems, moral
dilemmas, and creative tasks. In all of these areas, people search
for possibilities and evidence, and often for goals too (especially
in creative tasks). And errors result from too little search (which
might be justified, given the costs and expected benefits of
thinking), and from partiality to initial possibilities (which is
more difficult to justify).

Of course, logic does have special status in that it provides a
normative model for the evaluation of inferences — as do proba-
bility theory and decision theory (Baron 1988). But, in all of
these areas, normative models themselves are only rarely useful
as prescriptive guides for the conduct of thinking. The mental-
model theory, however, suitably generalized, gives us a lan-
guage in which we can instruct people in how to improve their
thinking.

Everyday reasoning and logical inference

Jon Barwise

Departments of Mathematics, Philosophy, and Computer Science, Indiana
University, Bloomington, IN 47405

Electronic mail: barwise@phil.indiana.edu

I suggest that there are two ways to understand the architecture
proposed in Johnson-Laird & Byrne’s (J-L & B’s) Deduction: as
an architecture involving models and everyday reasoning, or as
one involving representations of classes of models and logical
inference. These are distinct proposals, but the close connection
between the two suggests that logical inference and everyday
reasoning might not be as far apart as traditional approaches
have made them appear.

First, we must be clear about the difference between every-
day reasoning and logical inference. Suppose Claire knows P:

Jason is taller than Melanie.
Melanie is taller than Max.
Melanie is over 5’ tall.

Claire might

(a) infer (conclude with good reason) some fact Q implicit in P,
or

(b) prove beyond a shadow of a doubt that Q is implicit in P,
and so conclude Q.

Does this distinction matter? In both cases, Claire can act on Q
without being led astray. Notice, though, that only in the second
case can we say that Claire knows Q. So the distinction must
matter. The more common form of inference may well be (a), but
logic deals with (b).

The two claims of this commentary are (i) that J-L. & B deal
with everyday inference, not logical inference, and (ii) that their
architecture can be reinterpreted as part of one that deals with
full-fledged logical inference. Recall some important points
from the book (2 and 3 are the book’s main claims):

1. “An argument is valid if there is no way in which its
premises could be true and its conclusion false.” (p. 209)

2. “The common denominator of rationality is the search for
counterexamples: anything else is logical icing on everyday
competence.” (p. 209)

“The evidence suggests that [the search for counterexamples]
is the mainspring of human reasoning.” (p. 215)

3. “The principles of thought are not based on formal rules of

inference.” (p. 215)

If we read these as being about everyday reasoning, they seem
reasonable enough. (1) is common wisdom, and it strongly
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suggests (2). The “counterexamples” mentioned in (2) are the
“ways” of (1), circumstances where the premises are true and the
conclusion false. And if (2) is right, then that strongly suggests
(3), at least given the usual systems of “formal rules of inference.”
But if (2) and (3) are claims about logical inference, the case falls
apart.

An argument is invalid if there is at least one counterexample.
By contrast, an argument is valid only if every model of the
premises is a model of the conclusion, and there are typically
infinitely many possible such models. Since “an infinite set is far
too big to fit inside anyone’s head” (p. 36), the authors assuine
that “people construct a minimum of models: they try to work
with just a single representative sample from the set of possible
models, until they are forced to consider alternatives” (p. 36).

Return to our example above and two possible conclusions:

Qy: Jason is over 5 tall.
Q,: Max is over 5’ tall.

Clearly Q, follows from P but Q, does not. Claire can easily
conceive of circumstances in which the premises are true and Q,
holds but others in which Q, fails.

J-L & B’s claim (2) is that inference is a search for counterex-
amples. If a counterexample is found, as in the case of Q,, then
Claire knows that the conclusion does not follow. If none are
found, as must be the case with Q,, then eventually Claire must
give up searching and take it to follow. But since there is no way
to search through all possibilities, she has to draw the line
someplace. But at just that point Claire loses her claim on logical
certainty. She may have reasons to suppose Q, follows from P,
but she doesn’t know it does.

Before rule theorists start to gloat, we note that they face a
dual embarrassment. Though they account for how Claire can
know a conclusion logically follows (by finding a correct proof),
they cannot account for how she can know a conclusion does not
follow, as with Q,. The “search till you're exhausted” strategy
gives one at best an educated, correct guess that something does
not follow. The rule-based and model-based approaches appear
to have complementary strengths regarding logical inference.
(J-L & B do not exploit their strength here.)

The psychologist might react to all this by saying it is everyday
reasoning that is of concern, that the rest is, to quote J-L & B,
“logical icing” (p. 209). But a more interesting and constructive
response is possible.

The fact that Claire knows both that Q, follows from P, and
that Q, does not, means that she must have come up with
something that would count as a proof of Q,, and something that
would count as a counterexample to Q,. Such proofs and
counterexamples must both be representable “in the head,” in
some sense. Why suppose they are represented in radically
different ways? Let us represent “taller than” by the “left of”
relation.

Jason Melanie Max
Melanie 5’

This is not a model of P; it is a table holding in every model of P.
With this understanding, we can use this representation to
infer, in the sense of logical inference, that Jason is over 5’ tall.
What matters is that the transitivity of “left-of” is respected by
the transitivity of “taller than.” With this interpretation we can
still treat nonconsequence. Consider the table

Jason Melanie 5 Max

This represents a nonempty (in fact infinite) class of models of P
in which Q, fails. (A similar table represents models in which Q,
fails, showing that Q, is not settled one way or the other by P.)

To reinterpret the J-L & B architecture, let us construe their
structures not as models, but as special representations of
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classes of models. We must also add new procedures; for
example, we would need one that allows us to conclude that a
collection of these representations is exhaustive, and another
that allows us to conclude that such a representation has at least
one model. Motivated in part by Johnson-Laird’s (1983) earlier
proposals, John Etchemendy and 1 (Barwise & Etchemendy
1991) have been pursuing such an approach to logical inference.
From this perspective, everyday reasoning is a relaxation of
logical inference.

Mental models cannot exclude mental logic
and make little sense without it

Martin D. S. Braine

Department of Psychology, New York University, New York, NY 10003
Electronic mail: mdsb@xp.psych.nyu.edu

Johnson-Laird & Byrne’s (J-L & B’s) entire argument against a
mental logic relies on a syllogism based on exclusive disjunction:

Mental models or mental logic, and not both.
Mental models ‘
..No mental logic.

The “not-both” clause is based on parsimony:

There are mental models.
~.Mental models are people’s only method of reasoning, until
proved otherwise.

However, J-L & B say little to make the parsimony argument
plausible. Why is it implausible to expect that human beings
would have evolved a variety of methods of reasoning?

First, mental models cannot suffice for reasoning, given J-L &
B’s notion of model. J-L & B do not define “model,” but they say
(p. 212) that models cannot contain variables, that is, they are
always concerned with specific instances. That immediately
provides reason to doubt that mental models could account for
all reasoning. Mathematical statements and mathematical rea-
soning provide obvious counterexamples. Consider a statement
such as, “If the sum of the digits of a number is a multiple of
three, then the number is divisible by three.” To represent such
a statement one needs a variable — something to represent “any
number” ~ clearly a representation containing only specific
numbers would not suffice. Note, too, that a proof of the
statement would inevitably mention a variable (“any number”);
how could one understand the proof and judge its validity if one
cannot represent “any number”? Models do play an important
role in mathematical reasoning, for example, diagrams in geom-
etry. But even in geometry, there is much more to a proof than
the diagram: Principles that contain variables are used, and
there is always a final generalization step, from the triangle,
circle, or other figure instantiated in the diagram, to any
triangle, any circle, and so on — a step that involves a variable
(e.g., “any triangle,” “any circle”). )

Variables are needed even for Aristotelian syllogisms (Ch. 6),
to account for people’s perceptions of necessity. Consider the
syllogism:

All the athletes are bakers
All the bakers are canoeists

Suppose that, following J-L & B, we start by considering a model
with just two athletes. They turn out to be bakers, and when we
incorporate the information in the second premise they turn out
to be canoeists too, and we reach the tentative conclusion All the
athletes are canoeists. The theory now says that careful subjects
will try to falsify the conclusion by seeking other models consis-
tent with the premises in which the conclusion does not hold.
So, as careful subjects, should we not try out a model with (say)



six athletes, to check that they too turn out to be canoeists? But
of course we do not — because we see that no matter how many
athletes there are, each athlete has to be a baker by the first
premise, and a canoeist by the second premise — but note that
that is a logical argument which contains a variable (“each
athlete”) that is not allowed in J-L & B’s theory. Thus, J-L & B’s
theory does not account for people’s perception of the necessity
of the conclusion without checking other models. (Of course,
given some logic, no model is needed to solve that particular
syllogism.)

Second, although the theory claims to invoke only specific
instances, parts of the theory appear to make tacit use of
variables, and even of inference rules. As one example, consider
the logic of “[],” the “exhaustivity tag.” This ensures that, given a
model such as

[a] b
[a] b

the left-hand column must be fleshed out with [~a], for
example,

[a] b

[a] b

[~a] b

[~a] ~b

The meaning of “[]” appears to be given by a tacit inference rule
(with variables):

y is an unrepresented entry in a column that contains “[x]”

y = [~x]
J-L. & B would also need the rule:
[~~x]=[x]

Thus, some mental logic is implicit in J-L & B’s theory, making it
ahybrid theory and blunting the logic/model opposition that J-L
& B insist on.

Third, many versions of the mental-logic thesis assume that
some logical apparatus is developmentally primitive — part of an
innate format for representing declarative knowledge, of a
syntax of thought (e.g., Braine 1990; 1992; in press; O’Brien, in
press; cf. Fodor 1975). This would be consistent with the very
widespread, and perhaps universal appearance in human lan-
guages of connectives similar to English and, or, if, and nega-
tion, in association with the same common inference forms;
likewise, one tends to find words for all and each, and there are
other logical elements (e.g., certain modals) that may be univer-
sal. A mental logic provides a more natural explanation than
mental models of the reason ‘why these particular elements
should be so common.

Finally, J-L & B’s theory requires the concept of an uncon-
scious mental model held in working memory, a paradoxical
combination: Information-processing theories customarily take
the content of working memory as accessible to consciousness
{e.g., Ericsson & Simon 1984). Mental models clearly are often
accessible to consciousness, as any reader can attest who at-
tempts the spatial relations problems in J-L & B’s Chapter 5.
(Similarly, in the folk science exemplified in Gentner & Stevens
[1983], the models were generally accessible to consciousness.)
However, for logic problems, introspection suggests that sub-
jects do not consistently use the kinds of models proposed.
Models are usually not reported in propositional problems (in
our experience — cf. Braine et al. 1984); for other logic problems,
old evidence (Storring, cited in Woodworth 1938), which is
consistent with unpublished work of O’Brien and myself, sug-
gests that there is great variation across people and problems in
whether models are reported, and in the kind of model re-
ported. I cannot help thinking that the purpose of the uncon-
sciousness postulate is to shield the theory from this obvious
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kind of evidence. At the very least, J-L & B need to explain the
variability in what people report.

In sum, [ have argued, first, that mental models cannot suffice
for reasoning, given J-L & B’s notion of model; second, that
some mental logic is implicit in J-L, & B’s theory, making it more
of a hybrid than they allow; third, that the common logical
apparatus of human languages argues for a mental logic and is
hard to explain using J-L & B’s theory; and, finally, that there
is a deep problem with J-L. & B’s rejection of introspective
evidence.

“Semantic procedure” is an oxymoron

Alan Bundy

Department of Artificial Intelligence, University of Edinburgh, Edinburgh
EH1 1HN, Scotland

Electronic mail: bundy@ed.ac.uk

1. Introduction. Johnson-Laird & Byrne (J-L & B) are to be
congratulated on proposing a new mechanism for deductive
inference and for presenting extensive evidence for the psycho-
logical validity of this mechanism. I will have no quarrel with
this mechanism or with the psychological claims; both deserve
attention and further investigation. My argument is against the
implied epistemic nature of the new mechanism.

In Deduction, the mental-model mechanism is described as a
“semantic procedure” {p. 23) and is said to be “compatible with
the way in which logicians formulate a semantics for a calculus”
{p. 36). Mental models are contrasted strongly with rule-based
mechanisms (e.g., pp. 23, 195). The implication, whether in-
tended or not, is that the mental-model mechanism directly
addresses the problem of intentionality. A mental-model-based
computer program, it seems, would automatically give meaning
to computational states.

I will argue that this implication is wrong; mental models have
no more to say about intentionality than rule-based mecha-
nisms. The attachment of the adjective “semantic” to a deduc-
tive mechanism, or to any computer program, is misleading and
confusing. The phrase “semantic procedure” is an oxymoron.
Mental-model and rule-based mechanisms differ only in degree
and not in kind.

2. The meanings of “semantics.” Unfortunately, the issue is
clouded because the word “semantics” is used in different ways
by different communities. For example, logicians use it to
describe a mapping from the expressions of a logical theory to
the “meaning” of these expressions. To give a semantics to alogic
is to provide this mapping. Tarski provided a semantics for
predicate calculus by showing how logical sentences in a theory
could be mapped to truth or falsity in a model.

There is an ambiguity about whether these models are aspects
of the real world or mathematical theories in their own right. For
asemantics to map formulae to their meaning, models should be
part of the real world. However, there are several forces encour-
aging their formalisation as mathematical theories. Formulae in
commonsense reasoning are relatively easy to map to the real
world. For example, in loves {John, Mary) the constants John
and Mary map to specific individuals John and Mary, loves to the
relationship of loving and loves (john, mary) to the assertion that
John loves Mary. Mathematical formulae, for example, 2 + 2 =
4, are harder to map to the real world because the coherence of
the mapping presupposes a platonic commitment to the exis-
tence of2, 4, and so on. Couple this with the natural tendency of
mathematicians to formalise, and it becomes easier for them to
regard models as mathematical theories of sets of objects on
which functions and relations are defined. The sense of “seman-
tics” in which it assigns “meaning” is then lost.

Linguists generally use “semantics” to describe, not the
mapping to a meaning, but the meaning itself. A semantic
representation of a natural language sentence is contrasted with
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the syntactic representation. The syntactic representation is the
original string of words or a parse tree with these words labelling
the leaves. The semantic representation must capture not this
grammatical structure but its content. Confusingly, this is usu-
ally done by a logical formula; so the linguist’s semantics is the
logician’s syntax!

Computer scientists use the word “semantics” to describe the
mapping from a programming language to a mathematical
theory. Ironically, this turns the logician’s usage on its head.
Logical semantics translates a mathematical formula into a
program for calculating a truth value; computer science seman-
tics translates a program into a mathematical formula.

Because of their remark on p. 36 of Deduction (see para. 1
above), I will assume that J-L & B intend the word “semantics” in
the logician’s sense. I assume that their mental models are based
on Tarski's models of logical theories; that their deductive
mechanism is an attempt to reason in the model theory in
contrast to rule-based mechanisms that reason in the proof
theory. I claim that it is not possible to do this.

3. Is semantic reasoning possible? If we regard Tarskian
models as part of the real world, then reasoning with them
would entail physically manipulating the real world. This has
limited utility. It is not possible.to conduct forward planning,
hypothetical reasoning, counterfactual reasoning or abstract
reasoning by manipulating the current world state. We must
reason by manipulating an internal representation of the world.

At this point the problems of intentionality emerge, that is,
we need a semantics to map this internal representation onto its
meaning. This remains true even if the internal representation
is based on a Tarskian model. Calling the manipulation proce-
dure “semantic” does not affect the situation.

Basing a computational reasoning mechanism on Tarskian
models presents problems for a finite computer. For example,
some models have an infinite domain of objects. Some reasoning
involves proving that an infinite collection of objects has a
property. Some reasoning involves the representation and use of
incomplete or vague information. These problems are solved in
rule-based mechanisms by the use of quantifiers, variables,
disjunction, and so forth. Some equivalent device is needed in
model-based reasoners if they are to have the same reasoning
power. J-L & B use such devices in their mental-model mecha-
nism. For example, infinite numbers of objects are represented
by a finite number of tokens; incomplete information is repre-
sented by having alternative models to cover the range of
possibilities.

4. Are rule- and model-based reasoners different in kind? One
paradigmatic example of a rule-based deductive system is a
resolution-based theorem prover. The rules are formulae of
predicate calculus in clausal form representing the axioms of the
theory and the negation of the conjecture. The conjecture is
proved by reductio ad absurdum; the clauses are “resolved”
together, usually exhaustively, until the empty clause is
derived.

However, resolution can also be viewed as a systematic
attempt to check that none of the models of the theory provide a
counterexample to the conjecture. The fact that resolution can
be viewed in this way goes back to a metalogical theorem of
Herbrand’s. If the attempt to prove the conjecture fails after a
finite search then a counterexample to the conjecture can be
read off automatically from the failed attempt. Thus resolution
can be viewed both as a rule-based and as a model-based
mechanism!

This potential duality was brought home to me forcibly as a
result of my first foray into automatic theorem proving. I built a
model-based theorem prover for arithmetic called sums (Bundy
1973). Its model consisted of arepresentation of the “real line” as
used by mathematicians in informal blackboard arguments. The
hypotheses of the theorem were represented by placing points
in appropriate positions on this “real line” and the conclusion
was then read off from the model.
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As I tried to get SUMS to prove harder and harder theorems.
this simple idea became more and more elaborate. For example,
consequences of the original hypotheses had to be propagated
around the model before the conclusion could be read off. The
natural propagation mechanism was forward-chaining with
rules. After a while I realised that I had just built yet another
rule-based mechanism. sumMs was now similar to a standard
semantic tableau prover with a bottom-up search strategy. suMs’
progression from model-based to rule-based was incremental.
There was no point at which the nature of its reasoning dramat-
ically changed in kind.

5. Conclusion. I have argued that there is no difference in
kind between the mental-model deduction mechanism of J-L &
B and rule-based mechanisms. Indeed, it is possible to view
many deduction mechanisms as simultaneously of both types.
The issue of intentionality arises with both types of mechanism,
and is not finessed by the use of a model-based approach. To the
best of my knowledge J-L & B make no claim to the contrary.
However, others may erroneously draw that conclusion from the
free use of words like “semantics,” “model,” and so forth. For
this reason I recommend that the word “semantics” be used with
extreme caution. It is a highly ambiguous term and has great
potential to mislead.

None of this detracts from Johnson-Laird & Byrne’s signifi-
cant contribution in defining a new deduction mechanism and
providing evidence for its psychological validity.
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Mental models and nonmonotonic reasoning
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Johnson-Laird & Byrne (J-L & B) are equivocal concerning the
scope of mental-model theory. On the one hand, they are careful
to note that mental models are aimed primarily at explaining
deduction, although commonsense inference is not deductive in
character. On the other hand, they contend that mental-model
theory solves the problem of nonmonotonic reasoning, which is
not deductive and is characteristic of commonsense inference.
This equivocation requires clarification: An account of deductive
reasoning casts light on a fascinating if rather arcane human
ability; an account of nonmonotonic inference in general would
be little short of a theory of thinking. It is not clear, therefore,
exactly what J-L & B see as the domain of the mental-model
account. I shall argue that mental-model theory does not in fact
address the problem of understanding commonsense non-
monotonic reasoning, still less provide a solution to it.

Everyday, commonsense reasoning may be conceived of as a
species of inference to the best explanation: It involves inferring
from given information to what best explains and is best ex-
plained by that information (Fodor 1983). Such inference is
nonmonotonic, because the addition of new information can
invalidate what were previously plausible conclusions. So, for
example, the plausible inference from hearing the sound of
purring behind the door to the conclusion that the cat is trapped
in the cellar is immediately overridden if I catch sight of the cat
in the garden. The premise on which the inference is based, the
purring, need not be withdrawn, although another explanation
for this fact may be sought. By contrast, in monotonic reasoning,
the conclusion of a valid argument can only be challenged if one
of its premises is false.

Providing an account of inference to the best explanation is
very difficult. Inference to the best explanation encompasses



theory confirmation in science, the problem of inferring the
scientific theory which best fits the available data. Understand-
ing inference to the best explanation also presupposes a solution
to the notorious frame problem (McCarthy & Hayes 1969).
Indeed the problem of nonmonotonic reasoning and the frame
problem really constitute the same problem looked at from
different points of view. Where nonmonotonic reasoning con-
cerns which conclusions should be revised when new informa-
tion is added, the frame problem involves deciding which
conclusions need not be revised.

Nonmonotonic reasoning has proved resistant to a vast num-
ber of extremely ingenious proposals within artificial intel-
ligence. The principal line of attack has been to attempt to
provide a nonmonotonic logic which captures commonsense,
rather than deductive, inferences (e.g., Hanks & McDermott
1987; McCarthy 1980; Reiter 1980; Shoham 1987). These logics
have been dogged by two serious problems (McDermott 1987;
Oaksford & Chater 1991). First, it has not been possible to
capture the nonmonotonic inferences that people routinely
draw (specifically, most computational methods tend only to
draw extremely weak conclusions). Second, these methods have
been plagued by computational intractability due to explicit or
implicit reliance on consistency checking. J-L & B’s treatment of
nonmonotonic reasoning addresses neither of these difficulties,
but I shall concentrate on the first and most fundamental.

Throughout their book J-L & B give examples of how mental
models can be constructed and checked to generate inferences
licensed by a standard logic (typically, propositional or predicate
calculus). This is not surprising, because they are primarily
concerned with deductive reasoning. The rules governing the
building of models and searching for alternative models ensure
that the notion of the validity of the logic concerned is re-
spected. A mental-model account of nonmonotonic reasoning
would require similar rules for model construction and search;
but how could these rules be chosen? By analogy with the
deductive case, we might expect these constraints to respect the
notion of the validity of some nonmonotonic logic. J-L. & B
rightly do not attempt to follow this line, since there is no appro-
priate nonmonotonic logic to which appeal can be made. Yet, with-
out an underlying logic of some kind, the processes of building
mental models will be without any constraint or justification.

There is also a more specific worry. Inference on the basis of a
failure to find countermodels, which is at the heart of the
mental-model account, appéars inapplicable to nonmonotonic
reasoning, because, by definition, such countermodels invaria-
bly exist: If there were no model in which the premises are true
and the conclusion false, the reasoning would be valid according
to a standard, deductive, monotonic logic, and would not be an
instance of nonmonotonic reasoning at all. Furthermore, not
only do countermodels exist, but people find it easy to generate
these countermodels on demand. For example, returning to the
inference that the cat is in the cellar on the basis of hearing a
purring sound, it is easy to generate a host of countermodels in
which this inference is not correct. For example, the sound may
be produced by a different cat, a tape recorder, a person doing a
cat imitation, the wind, and so on. Quite generally, it is easy to
find countermodels for everyday nonmonotonic inferences.
This means that if nonmonotonic inference proceeded from a
failed search for countermodels, no nonmonotonic inferences
would be drawn at all! Notice that the mental-model theorist
cannot argue that only plausible models are constructed, or that
the single most plausible model is chosen, because the problem
of finding such models is simply a restatement of the problem of
inference to the best (i.e., most plausible) explanation (i.e.,
model). If mechanisms for assessing plausibility could be as-
sumed, then the problem of nonmonotonic reasoning would
already have been solved, and invoking mental models would be
unnecessary (for a discussion of more detailed proposals con-
cerning how mental models might be applied to nonmonotonic
reasoning, see Chater & Oaksford 1993; Garnham 1993).
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What leads J-L & B to claim that they have solved the problem
of nonmonotonic reasoning? Simply the observation that infer-
ences made on the basis of a particular model may not follow
deductively from the premises given; the addition of later
information which demands that the set of models be searched
more fully can lead to such a conclusions’ being withdrawn. This
certainly shows how mental models can make logically invalid
inferences and later recover from them, but it says nothing about
the real problem in hand. The problem of nonmonotonic reason-
ing is not to explain how it is possible to jump to conclusions and
later revise them; this could be achieved trivially by modifying
any standard method of proof. The problem is to explain how
people are able to jump to sensible conclusions and revise these
appropriately as new information is encountered, and indeed to
elucidate what it means for a conclusion to be sensible or
appropriate. Regarding these questions, artificial intelligence
and cognitive science have had depressingly little to say; unfor-
tunately, mental-model theory appears to have nothing further

to add.

Some difficulties about deduction

L. Jonathan Cohen

The Queen’s College and Sub-faculty of Philosophy, Oxford University,
Oxford OX1 4AW, England

Johnson-Laird & Byrne’s (J-L & B’s) arguments are beset with a
number of serious difficulties. I have space to mention two.

The first can be stated quite briefly. According to the authors
(p. 22), “to deduce is to maintain semantic information, to
simplify, and to reach a new conclusion.” But by this criterion
even modus ponens should seem an “odd or improper” (p. 21}
deduction because it does not maintain semantic information.
For example, the conclusion “There is a triangle” obviously does
not maintain all the semantic information contained in the
premises “If there is a circle, there is a triangle” and “There is a
circle.” So either J-L. & B are wrong to assume (e.g., p. 41) that
such a modus ponens inference is a respectable example of
deduction, or they are wrong to hold that deduction ought to
maintain semantic information. If they abandon the assumption
that such a modus ponens inference is a respectable example of
deduction, they exclude what would normally be acknowledged
as a veritable prototype of deduction and leave obscure what
kinds of mental processes they are in fact investigating under the
rubric of “deduction.” But if they abandon the view that deduc-
tion ought to maintain semantic information, they must give
some other explanation for most people’s reluctance to treat
detachment of an asserted conjunct and similar trivialities as
full-blooded deductive processes.

The second difficulty is a more complex matter. Consider a
proposed inference from

If John’s automobile is a Mini, John is poor, and, if John’s
automobile is a Rolls, John is rich

to

Either, if John’s automobile is a Mini, John is rich, or, if John’s
automobile is a Rolls, John is poor.

Itis easy to imagine circumstances (automobile prices, customer
preferences, etc.) in which the premise of this proposed infer-
ence is true and the conclusion is false. So the inference appears
to be invalid, and we seem somehow to be capable of having
reached this evaluation by searching in our minds for imaginable
models that can function as counterexamples. But, if we were to
implement J-L. & B’s own model-theoretic, counterexample-
secking algorithm, we ought apparently to come up with a
different evaluation of the inference’s validity: The inference
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would apparently turn out to be valid. And this is because the
authors’ algorithm is apparently designed to achieve accordance
with the norms of two-valued truth-functional logic, as is evident
from the way in which it handles disjunctions, conjunctions,
conditionals, and so on. If that is how you interpret “if,” “and,”
and “or” in the above inference, it comes out valid. Indeed, the
inference can be represented by a valid deduction in any natural
deduction system for the classical propositional calculus; and the
conditional formed by taking the inference’s premise as anteced-
ent and its conclusion as consequent is true under all uniform
distributions of truth-values among its component propositions.

These facts have rather serious implications for J-L & B’s
theory of deduction. The authors (p. 19) ascribe a correct
deductive competence to any normal human being. According
to their view, logical mistakes in reasoning are all ascribable to
accidents of performance, though such mistakes are alleged to
affect some people more than others, because the complexity of
the model with which people have to operate on some kinds of
occasion tends to make the problem too difficult for some
reasoners to handle correctly. However, if normal people are
attributed a correct deductive competence, they should be
supposed capable in principle of evaluating the above inference
as invalid, whereas people’s implementation of J-L & B’s algo-
rithm would lead to their being systematically inclined to
evaluate the inference as valid.

There are perhaps three main ways in which J-L & B might
seek to escape this criticism: (1) They might try to argue that the
inference is in fact valid; (2) they might modify their ascription of
acorrect deductive competence to normal people so that normal
people can then be supposed to be inclined in principle to hold
the above inference valid even though it is invalid; or (3) they
might try to modify their algorithm in such a way as to avoid any
inclination for it to produce favourable evaluations of validity for
the above inference.

(1) A claim that the inference is in fact valid would be in line
with J-1, & B’s treatment of some of their own examples, such as
the inference (p. 74) from

Shakespeare wrote the sonnets
to
If Shakespeare didn’t write the sonnets then Bacon did.

But J-L & B would have to grant, in accordance with their truth-
functional logic, that if this inference is valid so too is the
inference from the same premise to, say,

If Shakespeare didn’t write the sonnets then Essex did.

And, at least in ordinary commonsense judgement, these two
counterfactual conditionals cannot both be true. Should we
really be happy with a logic that licenses the deduction of
incompatible conclusions from the same empirical premise?

Similarly, in the proposed inference about John's auto-
mobiles, the proposed disjunctive conclusion is a rather poor
candidate for commonsense acceptance as true when the con-
junctive premise is so accepted. So the trouble here is not that
reasoners are unwilling to assert a proposed validly deducible
conclusion because they would then be insufficiently parsi-
monious in their statement of the available information (p. 184).
The point that needs to be emphasised is rather that the alleged
conclusion is just not validly deducible at all, irrespective of
whatever attitudes to semantic information play a part in the
overall situation. The fallacy of thinking that the alleged conclu-
sion is validly deducible is founded on adopting a mistakenly
truth-functional interpretation of certain conditional sentences
of ordinary language. Classical truth-functional logic is an ele-
gant system of theory, but, like so many other mathematical and
scientific idealisations, its application to reality is by no means a
straightforward matter. The elegance and simplicity of the
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theory sometimes tempt people to use its concepts to construct
an inaccurate description of the data, and if psychological inves-
tigators of human reasoning do not guard adequately against this
temptation they are bound to fall into paralogism.

(2) Another conceivable escape route would be for J-L. & B to
insist that the hypothesised mental mechanism exists but is not
even in principle, let alone in practice, thoroughly rational. In
this view the hypothesised mechanism is capable of generating
errors even without malfunction or unusual complexity. Corre-
spondingly the authors would abandon their claim that normal
human beings have a correct deductive competence. At least
some types of faulty reasoning — instantiated above — would be
considered to be due to the very nature of the modelling
process, and it would be claimed that the mistake would regu-
larly be made even by someone who did not find logical com-
plexities difficult to handle.

This kind of escape route is not in fact available to J-1, & B,
however. The trouble is not just that they have given one or two
arguments (p. 209) for supposing that deductive rationality
transcends cultural differences. There is a deeper problem. The
trouble is that the rationality principle is integral to much of the
authors’ methodology, although they do not explicitly recognise
that this is so. In many cases the rationality principle under-
writes the kind of interpretation they- wish to impose on their
experimental data.

It is important to see how this comes about. J-L & B’s overall
strategy is to show that the “ease” with which experimental
subjects perform deduction-related tasks can be systematically
explained by the hypothesis that subjects manipulate appropri-
ate mental models, but not by the hypothesis that they operate
in accordance with appropriate formal rules. J-L. & B measure
“ease” here mostly by the percentage of logically correct re-
sponses that are given. So they presuppose that the competence
with which they are dealing — the competence that is executed
by the subjects’ responses — is the ability to recognise or carry
out correct deductions. For, if the competence included a
disposition to make certain erroneous kinds of deduction, the
“ease” with which such deductions were made would have to be
measured by the percentage of appropriately incorrect re-
sponses given. In other words, you have to take sides on the
issue of the rationality principle before you can expect to draw
justifiable conclusions about the nature of the algorithm explain-
ing deductive performance. It follows that much of J-L & B’s
argument would collapse if the rationality principle had to be
abandoned.

(3) The other conceivable escape route for J-L & B would be
to insist that they are right in ascribing a correct deductive
competence to normal human beings but to admit that they are
wrong about the details of the algorithm that explains human
deductive performance. Somehow or other, in this view, a
different type of algorithm operates, and if that algorithm does
not involve the use of formal rules or of content-specific criteria,
it must involve some nonclassical type of modelling. The infer-
ences in question could then be judged invalid, as they ought to
be. But any revised algorithm that is proposed would need
careful examination if it is to justify the claim that it has
explanatory cogency. The experimental data would have to be
reanalysed and reinterpreted in order to show that the suitably
revised model-theoretic algorithm is indeed still superior, in the
cases under consideration, to a formal-rule algorithm.

There is still a long way to go, therefore, before we have an
adequately supported “explanation of how logically untutored
individuals make deductions,” which is what Johnson-Laird &
Byrne claim to present (p. x).



Tractability considerations in deduction

James M. Crawford

AT&T Bell Laboratories, 600 Mountain Ave., Murray Hill, NJ 07974-0636
Electronic mail: jc@research.att.com

Johnson-Laird & Byrne (J-L & B) discuss a number of interest-
ing examples of hard and easy types of deduction. Many classes
of deductions they find to be easy for people are similar to classes
of deductions that have been studied by the tractable reasoning
community in Artificial Intelligence. This similarity is some-
what surprising because work in tractable reasoning has focused
primarily on computational complexity rather than cognitive
modeling. Certain types of deductions may simply be hard for
artificial and human reasoners, and for rule-based and model-
based reasoners. However, there also seem to be tractable
deductions that people find difficult. It is useful to compare the
classes of deductions that are known to be intractable with the
classes that people find difficult. Deductions that are computa-
tionally tractable but difficult for people may provide important
evidence of the types of reasoning algorithms people are using.
In addition, examples of classes of deductions that are easy for
people but not possible with existing tractable inference algo-
rithms could be particularly interesting for both the cognitive
psychology and tractable reasoning communities.

In general, logically sound and complete inference is unde-
cidable. Nevertheless, some types of reasoning are computa-
tionally easy even in extremely large knowledge bases (e.g.,
reasoning with production rules as in an expert system). A body
of recent work in tractable reasoning (Crawford & Kuipers 1991;
Givan et al. 1991; Shastri & Ajjanagadde 1990) has therefore
sought to divide the inference process into a tractable portion
and an intractable portion. From a cognitive viewpoint, -the
tractable portion performs reasoning that is analogous to infer-
ences people find obvious (and do not consider to be inferences
at all), while the intractable portion performs deductions that
are analogous to those requiring conscious thought. From a
computational complexity viewpoint, the tractable portion com-
prises an algorithmn that is guaranteed to terminate within a fixed
time bound (usually taken to be polynomial, or in some cases
[Shastri & Ajjanagadde 1990] logarithmic, in the size of the
relevant portion of the knowledge base). The tractable portion is
usually thought of as executing to completion on each query or
assertion to the knowledge base whereas the intractable portion
is thought of as being under the control of some high-level
routine that reasons about the utility of performing various types
of computationally expensive inference. This distinction be-
tween tractable and intractable inference is important to cogni-
tive psychology because it suggests that one should assess the
difficulty of a deduction by determining whether it requires
intractable inference (ignoring, for example, the application of
any number of rules from a tractable rule set — a rule set that
can prove to be deductively closed within polynomial, or log-
arithmic, time).

There appear to be two sources of intractability in first-order
inference: reasoning by cases, and reasoning with ¥3 quantifica-
tion. Results in Crawford and Kuipers (1991) seem to indicate
that if these two are split off then the remainder of first-order
inference is tractable. It is interesting that both types of reason-
ing were found by J-L & B to be difficult.

Consider first reasoning by cases. This corresponds roughly to
what J-L & B refer to as reasoning with multiple models. Sound
and complete propositional reasoning can be done with modus
ponens together with the ability to make assumptions and
reason by reductio ad absurdum. Crawford and Kuipers (1991}
show that the time complexity of such reasoning is exponential
in the depth of assumption nesting (assumptions are nested
when one is made within the context of another). This argues
that the difficulty of a propositional deduction should be as-
sessed by counting the depth of assumption nesting it requires
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(rather than, for example, the number of steps in a proof of it).
When one makes an assumption and reasons by reductio ad
absurdum, one splits the possible states of the world into two
cases — one in which the assumption is true and one in which it is
false — and deals with each case in turn. Those problems that
require nested assumptions, such as double disjunction prob-
lems, are thus the ones that require multiple models. Such
problems were found by J-L. & B to be among the hardest
propositional reasoning problems.

The undecidability of full first-order logic can be traced back
to the existence of V3 quantification (i.e., existential quantifiers
within the scope of universal quantifiers). Such quantification
may force models of logical theories to contain an unbounded
number of individuals (more precisely, without such quantifica-
tion one can place an a priori bound on the size of models that
need to be considered). To see intuitively why this is so, consider
the assertion “every man has a father who is a man.” Such an
assertion allows the creation of an unbounded string of fathers of
fathers. Crawford and Kuipers (1991) suggest that V3 quan-
tification should be dealt with by preventing the tractable
portion of the inference algorithm from creating new conceptual
objects. J-L & B also find problems involving ¥3 quantification
to be appreciably harder in general than problems involving
other kinds of mixed quantification. They claim, incorrectly,
that there is no intrinsic logical difficulty in V3 quantification. To
support this claim they give an example of a simple transitive
deduction from two Y3 premises that they show is relatively
easy for people to make. However, this deduction is so easy (and
so easy to get right by a simple-minded application of transitivity
that ignores the quantification completely) that it does not
address the deeper difficulties inherent in reasoning with Y3
quantification.

Tractable inference algorithms were not intended to be cogni-
tive models, and there are cases in which the performance of
existing tractable inference methods is clearly superhuman. For
example, it is not clear that modus tolens is any less tractable
than modus ponens, but people seem to find deductions based
on modus ponens easier. In addition, the tractable rule set in
Givan et al. (1991) supports syllogistic reasoning that J-L & B
have found quite difficult for people. This brings up the interest-
ing question of why human commonsense reasoning has not
come to use the strongest possible tractable inference methods.
There are (at least) three possible answers to this question: First,
human reasoning may be constrained in ways the preclude the
use of existing tractable inference methods (e.g., by limitations
in working memory size); second, it may be that in the “real
world” commonsense reasoning would not significantly benefit
from stronger inference techniques; and, finally, human reason-
ing may simply be optimized for other more important types of
inference.

In general, J-L & B could do a better job of distinguishing
between the types of reasoning that are computationally com-
plex, and those that are difficult because of the particular
reasoning algorithms people use. Their analysis of rule-based
inference systems would also be more convincing if instead of
merely counting the lengths of proofs, they distinguished be-
tween the application of rules from tractable rule sets (rule sets
that can be deductively closed in polynomial time) and the
application of intractable proof rules (see Givan et al. 1991).
Nevertheless, neither of these points invalidates J-L & B’s basic
argument that people reason by building models. The book is
well worth reading, both for the wealth of experimental studies
it reports on and for the insight the authors provide into human
commonsense reasoning.
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Deduction by children and animals: Does it
follow the Johnson-Laird & Byrne model?

Hank Davis
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George Bernard Shaw (1933) based his indictment of Pavlov
and, by implication, of experimental psychologists in general,
on the fact that they studied things that were obvious to any
schoolchild. Why invest time, money, and suffering, he argued,
in unravelling processes that were already clear?

A good example of behavior that might seem to require little
explanation is how humans use logic. We all know that humans
frequently behave in a reasonable or rational manner and we
have known the rules of formal logic since Aristotle. Why not
simply conclude, as Inhelder and Piaget (1958) did, that “rea-
soning is nothing more than the propositional calculus itself”?

After several years of progressively chipping away at the
foundation of this belief, Johnson-Laird & Byrne (J-L & B) have
written a book that finally demolishes it. The demolition is
handled deftly. Not only has the structure of the old theory been
razed, but a new one has been erected in its place.

This is a landmark book, not necessarily because it is correct,
but because it represents the first attempt to develop a compre-
hensive theory that explains all facets of deduction. What makes
J-L. & B’s theory noteworthy is that it is formulated without
reference to the rules of inference. The authors will be roundly
criticized both for demolishing the old view and for the specifics
of what they have created to replace it.

Arguably, J-L. & B have fashioned a less inspiring view of
human cognition. There is an undeniable elegance to the rules
of formal logic and, although humans are inherently capable of
mastering the propositional calculus, according to J-L & B, they
have not done so. They have instead constructed models or
representations of the facts and gone looking for disconfirming
examples. They have substituted a rough form of hypothesis
testing for abstract logic. In this view, humans are, in a sense,
“beating the system.” They are not unlike Clever Hans, making
a devious adaptation to the demands of his world, performing
well enough, yet mastering nothing about the basics of mathe-
matics. This is not a view of deduction with which to aggrandize
the intellect of our species. But it is probably correct.

Having said this, I will direct my attention to a less central
aspect of J-L. & B’s work: its relevance to the deductive behavior
of nonadult humans. From the point of view of comparative
psychology, the timing of this book could not have been better.
During the past decade, a new literature has emerged that
shows nonadult human subjects to be capable of deductive
reasoning. These experiments focus on transitive inference (TT),
a form of deduction previously reserved for adults, or at least for
those at an advanced stage of cognitive development (Piaget
1970).

Studies of transitive inference typically consist of paired
comparisons such as Alan is taller than Bill, Bill is taller than
Charles, which lead to the inference that Alan is taller than
Charles, although the two have never been directly compared.
Ground-breaking experiments with children (e.g., Bryant &
Trabasso 1971; Riley & Trabasso 1974) have demonstrated suc-
cess when procedural accommodations were made for these
young subjects. This work suggested that what were presumed
to be cognitive deficits may actually have been memory prob-
lems. Such evidence of “adult” cognition in children prompted a
related question: Why not animals?

Assuming that verbal abilities were not critical to such tests,
Gillan (1981) devised a procedure for chimpanzees in which
paired comparisons used food reward to indicate which of two
colors was the “winner.” Thus, for example, red is rewarded
over blue becomes the analogue to Alan is taller than Bill. In this
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manner, a five-element series of colors was established using a
sequence of paired comparisons (e.g., red > blue; blue >
yellow; yellow > green, etc.). This training was presumed to
yield an ordered mental representation (A>B>C>D> E) which
allowed the subject to draw inferences when tested on the novel,
nonadjacent B versus D comparison (correct response = B).
Gillan’s chimpanzees succeeded on this task, as did McGonigle
and Chalmers’s squirrel monkeys (1977), von Fersen et al’s
pigeons (1991), and rats in my own laboratory. The latter were
tested using olfactory rather than visual stimuli, but succeeded
nonetheless (Davis 1992).

Once we concede that children, chimpanzees, and rats are
capable of making transitive inferences, it is clearly time to
question the basis on which such deductions normally occur in
adults. Putting the case simply, if a mechanism common to all
species is involved, either adults must be barely engaging their
cognitive abilities or rats or pigeons must be stretching theirs to
the breaking point. It is here that the value of J-I. & B’s book to
comparative psychology becomes most apparent. Ironically,
their book was not written in an attempt to account for the
performance of “lower” subjects. Nevertheless, if human deduc-
tions can be demystified in a way that eschews the rules of
predicate calculus, then accounting for TI in nonadult humans
may not be insurmountable. ’

The question that will face comparative psychologists is
whether the alternative, nonsyllogistic model of deduction pro-
posed by J-L & B need be common to all species. Should we
accept the basics of their view and search for ways in which
animals might form representations of their environment and
look for disconfirming evidence? J-L. & B’s book might conceiva-
bly have an altogether different effect on comparative cognition.
Now that we have been freed from the yoke of classic Aris-
totelian dogma, can we not assume that deduction can be
achieved in a variety of ways and carry out our search without
preconception? Given the history of comparative psychology,
this scenario seems less likely.

To date, attempts to “explain away” TI in animals, who were
thought incapable of formal logic, have taken two forms. The
first is based solely on associative learning and makes no refer-
ence to mental states or deductive capabilities. This behaviorist
position assumes that successful performance can be understood
in terms of Pavlovian processes inherent in the way premise
information is trained. Correct selections, thus, reflect not
inferences, but movement toward stimuli of greater associative
strength or value (e.g., von Fersen et al. 1991). The second
alternative account of TI may be described as a form of spatial
paralogic, in which representations of premise information are
thought to be mapped in spatial form. Thus, tests requiring the
subject to evaluate novel premises can be viewed as perceptual
rather than cognitive tasks (e.g., Huttenlocher 1968).

It is difficult to dismiss the latter account of deductive perfor-
mance in animals for precisely the same reason that J-L. & B’s
model may prove hard to evaluate in nonadult humans. How will
the tenets of this theory be implemented in nonverbal terms? As
previous TI testing of animals indicates, the task is not insur-
mountable, but it will require more than a little cleverness. It
also risks stirring up unwarranted questions about whether
animals “think” (cf. Davis, in press; Griffin 1974).

If their book is successful and the J-1. & B model becomes the
dominant account of deductive competence in humans, its
application to nonadult subjects will be almost inevitable. This is
how comparative psychology operates. As a researcher whose
primary concern is with animal cognition, I can only hope that
the model’s evaluation with nonverbal subjects will be as rig-
orous as the work that went into its development with adults.



Mental-model theory and rationality
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Johnson-Laird & Byrne (J-L & B) argue that mental-model
theory (henceforth MMT) allows us to “resolve” the controversy
between rationalists and relativists about the nature of ratio-
nality, claiming that there is a “central core” of rationality,
namely, the principle of semantic validity (pp. 207-9). I find,
however, that their treatment of this topic is too elusive and
unspecific to be truly convincing. I happen basically to agree
with them, but I would like to suggest a better way of defending
an idea similar to theirs.

In the first place, it would be good to distinguish at least two
concepts of rationality (in the manner of Evans, in press). The
first is rationality of purpose (rationality,): adaptation of means
to ends in order to achieve the best result (e.g., maximising
expected utility). The second concept is rationality of process
(rationality,): What are the requisite features of the psychologi-
cal processes people use to be rational? In general, rationality, is
assimilated to logicality and especially to deductive logical
competence. Although they agree that thinking in general is not
confined to logical competence (p. 206), J-L & B have a tendency
to reduce the issue of rationality versus relativism to the issue of
deductive competence, and therefore to rationality,, MMT,
however, allows us to cope with rationality;: This is best
achieved is we suppose that people use models in their thinking,
rather than specific rules of reasoning. In this respect, the
Craikian (1943) claim that human thinking is the manipulation of
models could be interpreted in light of the view that the
evolution of human thought is supervenient upon the develop-
ment of a mimetic culture through which humans have learned
to use representations and models of the world (Donald 1991). I
concur with J-L & B’s extreme caution with such claims, how-
ever, especially when they are associated with the view that
specific logical rules could be accounted for by the use of evolved
“social contracts” (Cosmides 1989; J-L & B 1991, p. 78).

J-L & B seem to agree with Barnes and Bloor’s (1982) criticism
of the notion of universal criteria of deductive rationality, which
is based on Lewis Carroll’s story of Achilles and the tortoise. The
story is supposed to show that there can be no noncircular
universal justification of deduction; because any attempt to
justify a single logical rule (e.g., modus ponens) presupposes the
validity of the very rule. But the circle can also be taken to be a
nonvicious one if one adopts Goodman’s (1966) or Rawls’s (1970)
well-known notion of a “reflective equilibrium.” According to
such a view, we posit various normative principles; then we
revise them when they conflict with our intuitions until we
reach an equilibrium between principles and intuitions. Cohen
(1981) uses this strategy to show that logical competence cannot
but agree with universal standards. In this view, the very
evaluation of a logical system presupposes that we use the
standards of deduction we are going to ascribe or deny to people
according to whether they deviate from those standards. There
is hence a core of logical competence that belongs to our very
practice of interpreting logical or illogical beliefs (a similar idea
is advocated by those writers who propose that we interpret
others through a general “principle of charity”).

Johnson Laird & Byrne identify the core of logical rationality
with some sort of cognitive universal, the semantical principle of
validity: An argument is valid only if its premises cannot be true
while its conclusion is false. This accounts for the search for
counterexamples that, according to MMT, is the basis of our
uses of mental models as well as the possibility of error or of
deviancy from the standards of normative logic. In the view
suggested here, the common core of rationality operates both as
a cognitive universal, true descriptively of individuals, and as a
normative principle for the evaluation of logical reasoning in
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experimental research. The fact that the semantic principle of
validity is a cognitive universal allows us to answer a criticism
that has been levelled against the reflective equilibrium
method: Truth could be only one among our multiple interests
in our evaluation of cognitive tasks (Stich 1990), another interest
being utility. But if logical reasoning is, as a matter of psychologi-
cal fact, an evaluation of truth among models, it is both pragmat-
ically useful and cognitively adequate to search for truth.

On rules, models and understanding

Jonathan St. B. T. Evans

Department of Psychology, University of Plymouth, Plymouth PL4 8AA,
England
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Johnson-Laird & Byrne (J-L & B) seek to distinguish their own
account of deduction from two versions of rule-based reasoning:
the use of formal rules in the form of “mental logics” and the
induction of content-specific rules and schemas. The mental-
logic theory is criticised for — among other things — its failure to
explain content effects in reasoning, whereas the pragmatic
schemas approach is conversely criticised for failing to account
for deductive competence with abstract material. The authors,
however, seem on the whole to be less certain in their opposition
to the content-dependent rules. For example: “Knowledge
undoubtedly influences deduction, but is it represented by
content-specific rules? There is no evidence for this form of
representation; it could be represented by general assertions,
which are used to construct models” (p. 79).

As you read through the many and varied experimental
demonstrations of mental-model reasoning offered by J-L & B,
it is quite striking how (with one exception: Oakhill et al.’s work
on belief bias) the studies have used arbitrary problem content.
Thus, although the mental-logic theory has been criticised for its
failure to account for pragmatic influences in deductive reason-
ing (see Evans 1991), the great majority of the mental modellers’
own experiments seem intentionally designed to exclude these
same influences. This does seem to be the area of weakest
development of the theory. For example, the massively re-
searched effect of content on the Wason selection task is given
perfunctory treatment (pp. 77-81), with little elaboration of the
proposed mental-model explanation. )

In exploring this area of uncertainty I would like to make use
of two distinctions: one concerning reasoning with novel and
familiar problems and one concerning implicit and explicit
cognitive processes. My contention is that the mental-model
theory provides the most plausible account of how we reason
with novel material, such as that presented in the great bulk of
the experiments run by Johnson-Laird and his colleagues. By
definition, we cannot apply rules or schemas induced from
previous experience. I find the mental-logic account implausi-
ble for much the same reasons as do J-L & B. So the subjects
must indeed laboriously consider all the possible states of the
world in which the premises could be true, and try to find a
novel conclusion that applies in all of them. This (mental-model)
account is a description of what I regard as reasoning from first
principles.

At the same time, I find the mental-model theory a most
implausible account of how we reason with familiar material.
The exhaustive construction of models necessitated by the
search for counterexamples requires high cognitive effort and
induces many errors when only two or three different models
need to be constructed, as in the case of syllogistic reasoning
(Johnson-Laird & Bara 1984). Reasoning with semantically rich
material could involve many more models — leading to computa-
tional intractability. However, the key point is that in reasoning
with familiar material it is much more efficient to utilise domain-

BEHAVIORAL AND BRAIN SCIENCES (1993) 16:2 345



Commentary/Johnson-Laird & Byrne: Deduction

specific rules and schemas induced from previous experience.

The distinction between implicit and explicit cognition is
relevant here also. I do not believe that we utilise explicit
(conscious, reportable) rules for reasoning any more than we do
for language comprehension or visual recognition. Retrieval and
application of schemas, for example, is a recognition type of
process that might well be modelled by a PDP network (see
Rumelhart et al. 1986). We know that people can acquire, by
experience, effective rules for controlling actions without ex-
plicit, verbal knowledge of the rules (e.g., Berry & Broadbent
1984) and that, conversely, possession of explicit rules can be
ineffective in actions (Broadbent et al. 1986).

Let us consider the example of a student learning procedures
for statistical significance testing. Some students will demand to
be given explicit rules describing when one test should be used
rather than another. This approach is rarely successful, leading
to a blind “cookbook” approach. The rules are either too simple,
so that they do not apply in all cases, or they are too complex to
remember. In either event, they are applied without under-
standing. So what do good statistics teachers do? They encour-
age the student to think through the range of possibilities, to
consider the possible forms the data set might take, the various
statistical tests available, the restrictions that apply to each
usage, and so on. Eventually, by a process of elimination, the
student can work out (deductively) the correct procedure.

The process described above is a first-principles, mental-
modelling type of procedure. Experts can work at this level — in
order to teach — or in order to deal with complex problems of a
novel kind. However, they would most certainly not reason in
this way when making routine decisions about statistical tests
applied to research problems of familiar kinds. Such decisions
are normally made rapidly and “intuitively.” This is because
content-specific rules or schemas induced from past experience
are being applied, and because such cognitive processes are
implicit in nature.

Curiously enough, it is this intuitive grasp of concepts that we
refer to by the term “understanding.” Understanding does not
imply the ability to explicate ~ as the knowledge engineers
learned to their cost in the quest for expert systems. The use of
explicit rules is the very opposite of understanding - it is
cookbook thought. One is reminded here of Wertheimer’s (1961)
distinction between blind and productive thinking.

So, in conclusion, the theory of deduction by mental models
provides a very promising and important insight into our ability
to reason with novel content. The ability ~ when required — to
reason by explicit modelling of possible states of the world is
indeed a vital facet of human intelligence. It allows us to attempt
novel problems and helps us to acquire understanding. It must
be recognised, however, that this is probably not the mechanism
by which most of our inferences — relating to familiar material —
are made.

On modes of explanation

Rachel Joffe Falmagne

Department of Psychology, Clark University, Worcester, MA 01610
Electronic mail: rfalmagne@vax.clarku.edu

Reality is complex. Especially so are cognitive processes, in-
cluding those underlying deduction. What then is a useful
approach to psychological theory? I see two guidelines, one
substantive and one metatheoretical. From a substantive stand-
point, at this particular juncture the pressing need is for an
integrated analysis of deduction, one that articulates the inter-
play of different kinds of processes and representations in the
deductive process. From a methodological or metatheoretical
standpoint, the road to a mature understanding of cognition lies
in the integration of complementary theoretical frameworks,
not in controversies between radical views.
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Despite the many merits of Johnson-Laird & Byrne’s (J-L &
B’s) book, the approach it takes is questionable on both counts,
Although the theoretical constructs are valuable and the em-
pirical findings informative, the discussion is stuck in the
“right/wrong” rhetoric so characteristic of the current discourse
of cognitive science. The strategy is to radicalize the analysis ofa
psychological phenomenon into extreme, mutually exclusive
opponent accounts, each claiming to be capable of explaining
the phenomenon in its entirety with a single theoretical lan-
guage and one or two constructs. One then devotes the bulk of
one’s analytical and rhetorical energy to establishing the su-
premacy of one extreme account over the other. Thus, J-L & B
construe the issue as a competition between theories relying
(exclusively) on mental models or “rule” theories; their rhetoric
is one of advocacy. Is this really the most fruitful strategy in the
long run? I do not think so.

Any “radical” theory attempting to account for a complex
cognitive process in terms of a single theoretical language has
built-in limitations in explanatory range. The “advocacy” rheto-
ric is misguided in presupposing that the adequate explanation
resides on one side or the other, when the actual relation
between theories is often one of complementarity. The contrast
between symbolic theories and connectionist models offers a
prime example. Symbolic theories are well-equipped to de-
scribe the central part of the cognitive process computationally
but ill-equipped to deal with the interface between the cognitive
process and the world. Conversely, connectionist models are
well-designed for capturing the input and output end of the
cognitive process but it is unclear at this point how capable they
are of building complex cognitive structure. These models have
typically been thought of as rivals and the rhetoric has been one
of competition. Within an integrative perspective, however, a
more fruitful move would be to let each model do the job it is
best equipped to do and to develop the interface between the
two theoretically. (See Falmagne, 1992, for an elaboration of this
point with reference to issues of acquisition.) Likewise, the
interest of the mental-model construct notwithstanding, it
seems likely that an adult, and perhaps a seven-year-old, upon
hearing “If Mary thabbles, then she fibbles” and “Mary thab-
bles,” will conclude that Mary fibbles, a deduction-undoubtedly
relying on the form of the argument. It is simply not possible to
perform the speedy elaborate inferences that underlie much of
our mental life without some kind of automaticity and reliance
on form. Given that we know the syntax of our language, and
given the extensive analogies between syntax and logic as
alternative formalizations of natural language, it seems very
likely that we also have some formal representation of certain
deductive principles (Falmagne 1988). To deny this is to deny
the human mind its capacity for abstract thought.

Thus, what is needed is an integrated account of deduction
that articulates how semantic and formal (or, loosely speaking,
syntactic) processes interact in deduction and that articulates
the interplay between logical and extralogical ingredients of
reasoning. The mental-model construct is interesting and well
documented, but itis bound to capture only part of the story. J-L
& B’s book does a fine job in consolidating and elaborating
Johnson-Laird’s prior proposals across a range of cognitive do-
mains and in spelling out the theory more explicitly than was the
case for certain situations, but both the theory and the evidence
are more convincing for, say, the highly elaborate reasoning
involved in multiply quantified sentences than for simple in-
stances of propositional reasoning.

Finally, the cognitive status of mental models within the
overall mental organization requires comment as well. I have no
doubt that something like mental models is involved in deduc-
tive processes at some level. But in accounting for deductive
activity, a fundamental distinction must be drawn between two
levels of mental representation, a deep level of knowledge
representation where logical knowledge “lives,” so to speak
(whether as formal principles, semantic representations of con-



nectives, or procedures), and a functional, on-line level of
representation, where the action happens during actual deduc-
tions. When an inference has to be carried out, a functional
representation of the problem must be constructed in working
memory. To speculate, this functional representation may either
highlight the form of the argument or it may consist of a semantic
model or of an image, depending on a number of factors, but that
is not the main point here. The point is that the mental models
described by Johnson-Laird & Byrne are functional representa-
tions constructed on-line and one must therefore clarify the
procedures underlying their construction. The question is par-
ticularly problematic for multipremise inferences, because the
interfacing of the individual models with one another, in order
to be done properly, must be based on an overall understanding
of the constraints of the problem, going beyond the semantic
representation of each premise and must be monitored by a
logical executive function.

The argument for mental models is unsound

James H. Fetzer
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The argument advanced by Johnson-Laird & Byrne (J-L & B)
(which is summarized in Ch. 10) assumes the following form.
Human performance with respect to deduction involves either
formal rules, content-specific rules, or mental models. But it
does not involve formal rules and it does not involve content-
specific rules. Therefore, it involves mental models. Formu-
lated in this fashion, the argument appears to be valid, since
their conclusion would have to be true if their premises were
true. However, there seem to be at least three reasons why their
premises should not be accepted at face value.

1. They only consider systems of natural deduction. The first
reason is that J-L & B’s rejection of formal rules is restricted to
the conception of these rules in systems of natural deduction. As
Blumberg (1967) has observed, there are at least three kinds of
systems of formal rules, among which natural deduction systems
are only one. Axiomatic systems and tree systems are alternative
kinds of systems of formal rules, which the authors do not
explicitly consider. Even if their argument for the elimination of
models of natural deduction were a complete success, they
would not have established that human reasoning does not rely
upon formal rules.

Although tree systems are sometimes viewed as special cases
of systems of natural deduction, their applicability has an intu-
itive appeal which systems of natural deduction do not share.
This method requires making a list of the premises of an
argument and of the negation of its conclusion in a standardized
form. The truth conditions for each premise are then added to
the list, where the disjunction of p and ¢, for example, is
represented by a branch. An argument turns out to be valid just
in case every branch that is generated by repeating this process
contains a sentence and its negation.

Consider, for example, arguments of the form modus ponens
in relation to those of the form modus tollens. Their trees would
look like this, where “X” means that the branch thereby gener-
ated is “closed” (or inconsistent):

(MP) P—4q MT) P—q
P O q ~q S ~p
~q (assumed) p (assumed)
/ \ / \
~p q byp—> @ ~p q byp—>q
X X X X
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(A nice introduction is found in Gustason & Ulrich 1973,
Appendix B.)

It might be thought that overlooking tree systems, for exam-
ple, makes no difference to J-L & B’s position. Yet they maintain
(on p. 195) that the difficulty of a deduction is supposed to
depend upon “two factors: the number of steps in the derivation,
and the relative availability, or ease of use, of the rules used in
the derivation.” They support this claim with examples in-
tended to show that modus tollens is “harder” than modus
ponens because it requires “a longer derivation.” These sample
tree proofs, however, provide a clear indication of the un-
tenability of their contention. (Indeed, their own illustration
improperly compares a direct proof of amodus ponens argument
with an indirect proof of a modus tollens argument!)

More important, J-I. & B’s discussion does not appear to
appreciate adequately that formal systems are models too.
Formal inference rules are intended as suitable representations
of underlying semantical relations. Principles codified by formal
calculi (such as the predicate calculus) are intended as syntacti-
cal models that provide a valuable method for evaluating an
instance of reasoning, provided that reasoning has been cast into
a standard (or “canonical”) form on the basis of its syntactical and
semantical properties. These principles are not supposed to be
directions for thinking.

The reason that these syntactical principles of inference may
be useful for this role is that they have been deliberately
constructed to reflect relevant semantic considerations without
which they would be theoretically insignificant. The rule modus
ponens, for example, applies only to substitution instances of p
and q that are declarative sentences that are either true or false.
It does not apply to imperatives, interrogatives, or exclama-
tions. Its application presupposes that the same words that
appear in the premises must have the same meaning as they
have in their conclusions. Its very acceptability hinges upon its
invulnerability to counterexamples.

Beth (1955/1969), for example, distinguishes between seman-
tic entailment and syntactical derivability, where semantic en-
tailments obtain between premises of the form p and conclu-
sions of the form g whenever the falsehood of g is incompatible
with the truth of p, whereas syntactic derivabhility obtains when-
ever g follows from p in accordance with accepted syntactic
rules. The purpose of soundness proofs for formal systems thus
becomes that of establishing that every permitted relation of
syntactic derivability is justified as an instance of semantic
entailment. And completeness proofs are aimed at insuring that
every permissible semantic entailment is allowed by corre-
sponding syntactical rules insuring that it is syntactically deriv-
able. Formal rules, like mental models, are justified by means of
semantics.

2. Their argument could just as easily be reversed. The second
reason is that J-L & B’s rejection of formal rules and of content-
specific rules appears to be based upon an indefensible concep-
tion of their function in relation to human performance. J-L & B
suggest that content effects sometimes affect the conclusions
people draw, which allegedly undermines the development of
procedures for translation into the logical forms required by
formal rules, on the one hand, and on the other, that people
sometimes draw inferences on the basis of considerations of
logical form, which allegedly undermines their reliance upon
content-specific rules.

Notice how both of these arguments could just as well be
reversed in support of the opposite conclusion. Because people
sometimes draw inferences on the basis of considerations of
logical form, human performance sometimes (1) satisfies the
logical forms required by formal rules; and (2) because content
effects sometimes affect the conclusions that people draw, the
performance they display sometimes satisfies the content-
specific rule conception. There appears to be no more justifica-
tion for interpreting this evidence in support of one conclusion
rather than the other.
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J-L. & B’s rejection of formal rules and of content-specific
rules, moreover, is predicated on the assumption that the
proper purpose of these rules is to account for “all aspects of
performance” (p. 35), which appears to be more than could be
asked of any system of rules or of procedures, no matter how
adequate. After all, performance can be affected by motives,
beliefs, ethics, abilities, and capabilities that go far beyond
appropriate rules of reasoning. Heart attacks (phone calls, etc.)
might affect “aspects of performance,” but surely they need not
be encompassed by an adequate theory of deduction.

3. Their position hinges upon a crucial equivocation. The
third reason is that J-L & B’s enthusiasm for mental models
appears to hinge upon a crucial equivocation. The “final step” in
the construction of mental models is supposed to be to search for
alternative models that refute them, where “The conclusion is
valid if there are no such counterexamples” (p. 196). Observe,
however, that the existence of counterexamples is perfectly
compatible with the failure to discover them. Persons engaged
in the construction of mental models might actually believe that
their arguments are valid when they are invalid, or that they are
invalid when they are valid.

Human beings, after all, display various degrees of logical
acumen. The existence of a counterexample to a specific mental
model may or may not be noticed by a certain thinker on a
certain occasion. That is obviously an important — indeed,
crucial — “aspect of performance.” Unless J-L & B are prepared
to deny the difference between merely believing that an argu-
ment is valid and that argument’s being valid, they ought to
admit that the theory of mental models supplies an account of
when an argument is thought to be valid rather than of when an
argument is valid.

A theory of validity for mental models should no doubt
distinguish kinds of models on the basis of their form and
provide general patterns that distinguish valid from invalid
models. This requires a theory that provides (i) procedures for
translating mental models into standardized form; (ii) indicators
for determining when a model is intended to be deductive; and
(iii) standards that apply to evaluate the validity of mental
models on the basis of their form. In all of these respects, the
theory of valid mental models qualifies as a system of rules.

In defense of their position J-L & B will of course want to insist
that their theory is intended to be psychological and descriptive
of human performance, whereas formal systems are instead
intended to be philosophical and normative of human compe-
tence. But that defense, I am afraid, “proves too much,” because
it affords a foundation for understanding that the function of
systems of logic is to codify the conditions of validity for argu-
ments in the same sense in which a counterpart theory would
codify the conditions of validity for mental models.

Deductive reasoning: What are taken to be
the premises and how are they interpreted?

Samuel Fillenbaum

Department of Psychology, University of North Carolina at Chapel Hill,
Chapel Hill, NC 27599-3270

Electronic mail: usamfi@unc.bitnet

“Some inferences are so easy to make that their validity is
indisputable” (Byrne 1989, p. 62). Given “If it is raining she will
get wet” and told “It is raining,” subjects overwhelmingly (96%
of the time) conclude “She will get wet.” But if an additional
premise “If she goes out for a walk then she will get wet” is added
to the initial premise, then subjects who are told only “It is
raining” are far less likely to conclude “She will get wet” — this
inference is now made only 38% of the time. In a nice series of
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experiments Byrne (1989) has shown that modus ponens can be
blocked under some circumstances.

What is the significance of such a finding? Johnson-Laird &
Bymne (J-L & B) argue that such an “effect of content challenges
the foundation of all formal theories: the assumption that the
rule of modus ponens is part of mental logic” (Deduction, p. 81)
and that it shows “that people do not have a secure intuition that
modus ponens applies equally to any content” (p. 84) and

_therefore supports their thesis “that people make deductions

not by following such rules but by building [mental] models” (p.
84). Politzer and Braine (1991) contest this claim, arguing that
the problems used by Byrne are such that their content and
world knowledge may lead to doubts regarding the truth of one
of the premises, due to its inconsistency with other premises,
and that “responses to inconsistent premisses cannot count as
suppression of valid inferences,” to quote the title of their paper.
In turn, Byrne (1991), replying to Politzer and Braine, shows by
a close examination of the particulars of their account that it
makes incorrect predictions for her data. Where does all this
leave us?

It may be that Byrne’s work is of interest and importance not
so much because it provides strong evidence against the mental-
logic approach and for a mental-model approach, but rather in
highlighting some issues in deductive reasoning common to
both approaches, and perhaps required by any approach. J-L &
B argue that any account suggesting that reasoning depends
only on formal rules of inference that operate in a syntactic way
on the abstract logical form of the premises is in principle
insufficient because “there must be an initial comprehension
step in which the premises are decoded into the representations
used by the rules” (Byrne 1989, p. 64). Byrne grants that if
arguments containing additional antecedents are represented in
a conjunctive way so that premises of the form “If p then gq,” “If r
then ¢~ are represented as “If p and r then ¢,” then in a mental-
logic account modus ponens would be blocked unless both p and
r were asserted. Thus, her results could be handled by such an
account, but this requires that arguments of the same form (“If p
then g,” “If r then g”) be represented differently depending on
their semantic content, that is, whether the reasoner under-
stands p and r as additional or alternative antecedents. So “the
burden of explanation shifts from the formal rules to the process
of comprehension [of the premises]” (Byrne 1989, p. 77). And
J-L. & B claim that the mental-logic approach has very little
useful to say on such matters: “Despite almost three decades
devoted to their development no such mechanism has been
provided” (Byrne 1991, p. 77).

1f we look at the Politzer and Braine (1991) defense of mental
logic it is clear that their analysis, claiming that the problems
Byrne used led to doubts as to the truth of a critical premise
because of its inconsistency with other premises, must go
beyond any purely syntactic, formal approach and must appeal
to semantics and all sorts of matters of world knowledge.
Actually, they are very explicit in agreeing with Byrne “that
theories that invoke a mental logic need to be supplemented
with a detailed account of the interpretive process” (Politzer &
Braine 1991, p. 107). Indeed they in turn “insist that the mental-
models theory lacks a detailed account of the interpretive
process . . . offers no explanation of how people establish an
appropriate model” (1991, p. 107). It is very likely that both the
mental modelers and the mental logicians are completely right
on this basic issue, namely, that the interpretive component is a
critical one in reasoning and that neither position has enough
revealing things to say about it. Given a sufficient account of the
interpretive processes, either a mental-logic or a mental-models
approach may work; without such an account, neither can.

I want to make only one more point, about the ecology of
(deductive) reasoning studies and how what goes on in the
laboratory may be different in some important ways from what
goes on in the world outside. In the laboratory a subject will



generally assume that the experimenter is being cooperative
and provides all and only the information that needs to be
considered in doing the task at hand (perhaps basing these
assumptions on some proto-Gricean conversational principles of
quantity and relevance). Given only some premises, we are to
confine ourselves to just these, given some additional premises
these too must be taken into consideration, but nothing else.
Outside the laboratory the reasoner often may not know what
are (to be) the relevant considerations (and there is no such thing
as “the reasoner” but rather different reasoners with different
assumptions and knowledges). So reasoners in the laboratory
may come to different conclusions from reasoners outside, not so
much because of differences in the machinery of reasoning as in
the contents that machinery operates on. Reminding us of this
may perhaps be the most important contribution of Byrne’s
work. As she puts it in the conclusion of her 1991 paper, “in daily
mental life there are always background conditions necessary for
an outcome that can be called into question; and there are always
alternative conditions sufficient for an outcome that can be
introduced. Conditionals are elliptical” (Byrne 1991, p. 77).
How the ellipses are filled will critically affect the conclusions
that are reached.

Mental models and informal logic

Alec Fisher

Center for Critical Thinking and Moral Critique, Sonoma State University,
Rohnert Park, CA 94928

Electronic mail: alec.fisher@sonoma.edu

In many ways Johnson-Laird’s work on mental models is so
persuasive, and has become so widely accepted, that it is easy to
take it for granted and to forget the orthodoxy it undermines. In
criticising mental models, I do not wish to say anything in favour
of the old view. My complaint is rather that the mental-model
tradition does not go far enough in rejecting old ideas: Given its
ambition to provide a general account of the way people reason,
it needs to recognise that most reasoning which people actually
engage in is utterly unlike syllogistic reasoning or simple propo-
sitional logic reasoning, and is not deductive reasoning at all, nor
even inductive reasoning. What the mental-model tradition
needs to do now is to abandon the old, logician’s paradigm and
look instead at the kinds of reasoning being studied by those
working in the developing fields of informal logic, critical think-
ing, and argumentation theory. First, however, a few words
about deduction.

Formal logic books usually give a few examples of deductive
reasoning in the course of explaining the theory of deductive
logic. The striking thing about most of these examples is that no
one would ever dream of using such an argument in any real
argumentative situation. Let us use the term “real reasoning” to
refer to arguments which are to have been used with a view to
convincing others — reasoning which occurs in everyday situa-
tions, in letters to the editor, in newspaper articles of the
“analysis” variety, and in scholarly journals. A quick survey of
such “real reasoning” will show that it is almost never deductive.

Here are two examples from letters to the editor:

Our 40,000 GI's stationed in North Korea support a corrupt
regime. The savings in dollars which would result from bringing them
home could make a sizable dent in the federal deficit. Furthermore,
the Korean conflict ended over thirty years ago. That is why it is time
we brought the troops home. (Sunday Star-Ledger, Newark, NJ,
USA)

In Great Britain more than 200,000 people die each year from heart
disease, whereas about 40,000 die from lung cancer. Heavy smoking
approximately doubles one’s chances of dying from heart disease and
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increases the chance of dying from lung cancer by roughly ten times.

Most people will conclude that a smoker is more likely to suffer from

lung cancer than to suffer from heart disease. Indeed, both in Britain

and elsewhere, government campaigns against smoking have been
largely based on this assumption. But it is clearly false. (The Guard-
ian, London, England)

In recent years many philosophers and logicians, realizing
that traditional formal logic has almost nothing to say about
analyzing and evaluating most real arguments, have been study-
ing such argumentation — in what has become known as the
Informal Logic and Critical Thinking (ILACT) movement in
North America and the Argumentation tradition in Europe (for
further information, see the journal Informal Logic, published
by the Philosophy Department, Windsor University, Windsor,
Ontario, Canada). There are two things especially worth saying
about the ILACT tradition in this context: (1) Almost no one
working in the ILACT movement knows anything about the
mental-model tradition, or pretends to know what psychological
mechanisms underlie real reasoning. More important to most
readers of this review: (2) Very few people working in the
mental-model tradition appear to know what is happening in the
ILACT movement. For example, at a recent cognitive psychol-
ogy conference on reasoning in Aberdeen, Scotland, all but one
of the papers were about syllogistic or simple propositional logic
reasoning.

Since syllogistic reasoning and simple propositional logic
reasoning almost never occur in real argumentative contexts, it
seems clear that cognitive psychologists who want to study
human reasoning should study what [ have called “real reason-
ing.” Real reasoning is often incomplete, often assumes things,
can often be strengthened, (or weakened). Here is an example:

In a recent study it was found that left-handed car drivers were 85%

more likely than right-handers to have an accident whilst driving; left-

handers were 50% more likely to have accidents in the home or whilst
using tools; and they were 20% more likely to experience work-
related accidents or suffer a sporting injury. Since 13% of 20 year-olds
are left-handed whilst only 1% of eighty year-olds are, the conclusion
is clear, as is the explanation . . . [the investigators explained the
phenomenon by reference to the “fact” that the world is arranged for
the convenience of right-handers]. (The New Scientist, London,

England)

Real reasoning often appeals to principles of a general kind,
for example, principles relating to the credibility of evidence
(“He’s a more reliable witness because . . . 7). It also often
appeals to the idea that arguments are parallel (“You might as
well say that . . . 7). It often contains considerations of counter-
indications to the main thrust of the argument, as in the
following example (which is couched in dialogue form so that the
counterindication is easily identified, but it would be simple to
paraphrase it in plain prose);

A. Peter is clutching his stomach, he’s groaning terribly, and
there’s blood on his hands. He must be badly hurt.

B. Unless it’s ketchup and he’s acting.

C. No, it’s real blood, OK, and anyway, he’s a hopeless actor.

So far as I am aware, cognitive psychologists have not studied
empirically the kind of reasoning that is involved in cases such as
those just described. It may be that mental models can cope well
with real reasoning, with its incompleteness, with its assump-
tions, with what would strengthen it, with what principles are
being used, with the idea of parallel structure that is appealed
to, with counterindications, and so forth. Indeed, there is good
evidence that it can cope with at least some of these. But the
time is ripe for the mental-model tradition to turn its attention to
the examples of reasoning that are the stock in trade of the
ILACT tradition, namely, real reasoning, and to show that it
applies here. Examples of good source books in that tradition are
Fisher 1989; Freeman 1987; Govier 1981; Thomas 1986.
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Why study deduction?

Kathleen M. Galotti2 and Lloyd K. Komatsur
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During her job talk nine years ago, KMG presented her work on
individual differences in (categorical) syllogistic reasoning (Ga-
lotti et al. 1986). Faculty present nodded approvingly at her
introductory remarks, in which she gave the standard reasons
about syllogistic reasoning being important to study because it
arguably underlies most or all of the reasoning that goes on in
everyday life (Johnson-Laird & Byrne [J-L & B] make similar
arguments in their introductory remarks). Undergraduates in
the audience were often less sanguine, and at least one would
always ask why psychologists were so fascinated with syllogisms,
as they did not seem to have much to do with “real-world”
thinking.

The smug answer to such questions, of course, is to recast the
question into a syllogism, as in: “You are claiming that (1) All
syllogisms are things that are irrelevant to everyday life. (2) All
things that are irrelevant to everyday life should not be studied
by psychologists. From these premises, you are concluding that
(3) All syllogisms should not be studied by psychologists. But
(ha, ha), don’t you see that your argument is, in fact, a syllo-
gism?” Such an answer typically gets the speaker off the hook
and makes the questioner feel sheepish. Nonetheless, KMG
never had the feeling that she had convinced any of the stu-
dents, merely that she had outfoxed them. We argue now that
showing that an argument can be recast into a syllogism or other
similar form does not at all warrant the conclusion that the
reasoner originally reasoned that way.

The undergraduate’s question can be framed more broadly:
What relation do formal reasoning tasks (such as propositional,
syllogistic reasoning, or analogical reasoning tasks) have to
everyday reasoning, such as diagnosing a car’s failure to start or
figuring out how to solve a family budget crisis?

Much of the existing literature centers on formal reasoning
tasks — those that present all the premises, are self-contained,
typically have one correct answer, and typically have established
methods of inference that apply to the problem so that it is clear
when the problem has been solved (Galotti 1989). The deduc-
tion tasks discussed by J-L & B clearly fall into this category. In
contrast, everyday reasoning tasks are not self-contained, typ-
ically do not present all of the premises (in fact, much of the
problem is often in figuring out what the relevant premises are);
typically they have no established methods of inference to apply,
and may have no solution, one, or many possible solutions. The
literature on everyday reasoning is scant (e.g., Rogoff & Lave
1984; Scribner 1986) and appears to be hard to incorporate into
existing models of reasoning, at least without considerable hand-
waving.

J-L & B update and “flesh out” the mental-model approach to
deduction. Admirably, they demonstrate how this approach
accounts for performance on a variety of deduction tasks. That
the model applies to more than one deductive reasoning task is a
substantial victory over previous theories of individual reason-
ing tasks. J-L. & B contrast their “models” approach with a
“rules” approach that describes deduction in terms of mentally
represented inference rules (e.g., Braine et al. 1984; Cheng et
al. 1986; Rips 1983); they also set up critical tests of the two
approaches. The data they present consistently support the
models approach. Thus, their arguments for the greater explan-
atory adequacy of the models approach over rules approaches in
explaining deduction is compelling.

The models approach has another advantage over the infer-
ence rules approach: the apparent ease with which it might be
extended to everyday reasoning tasks. Although J-1. & B do not
explicitly address these extensions, it seems easy enough in
principle to make them, especially once we have an account of
what everyday reasoning is. However, just because the models
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approach might be extended to everyday reasoning in principle,
it does not follow that it should be or can be.

If the processes responsible for deduction underlie much of
everyday reasoning, then the models approach strikes us as
clearly “one-up” on the various rules approaches, even if its
promise is at this point an uncashed check. If, on the other hand,
deduction involves mental processes very distinct from other
forms of thought, then narrowly applicable inference rules may

. be appropriate.

One could argue that deductive inference rules function in
reasoning much as syntactic rules function in sentence compre-
hension: as a description of the operation of an informationally
encapsulated module (Clifton & Ferreira 1987; Fodor 1983), the
output of which is then combined with other information to yield
the behaviors we see. [See also multiple book review of Fodor’s
Modularity of Mind, BBS 8(1) 1985.] The analogy may be fine,
as far as it goes. However, by this argument, syntactic rules
explain a great deal of naturally occurring behavior. We see
examples of syntax every time a speaker speaks. How often are
propositional, syllogistic, relational, or other kinds of deductive
inference drawn in day-to-day living? (And no fair counting the
day-to-day inferences drawn by philosophers of science, who are
argued by some to “use modus tollens to reason their way to the
conclusion that it’s time for a cup of coffee” [Pullman 1991, p.
11]). The proposal for inference rules is problematic: If they are
only meant to describe certain kinds of thought, they ought to be
describing thought that occurs with a moderate degree of
frequency.

Furthermore, in formulating and determining the output of
syntactic rules, linguists are trying to match real human behav-
iors (i.e., intuitions). In contrast, the output of deductive infer-
ence rules is fixed: They must yield deductively valid infer-
ences. Thus, inference rules do not account for everyday
behavior, such as people’s deviations from valid inferences, or
reasoning in situations that cannot be recast as deductions.

We need to wonder why we are studying deduction so
thoroughly. To justify the attention deduction receives, we need
to follow one of two paths: Either we apply postulated deductive
processes to other forms of reasoning, or we develop some
detailed account of the role deduction plays in other forms of
reasoning.

A number of questions about a question
of number

Alan Garnham

Laboratory of Experimental Psychology, University of Sussex, Brighton BN1
9QG, England

Electronic mail: alang@epvax.sussex.ac.uk

One of the most frequently asked questions about mental
models is: How many (significantly) different models of a given
situation are there? This question is important because the
theory claims that when a problem requires the consideration of
more than one model, it will be difficult. One domain in which
strong claims are made about numbers of models is syllogistic
reasoning. However, people frequently complain that they find
the basis for such claims, as set out, for example, in Chapter 6 of
Deduction, unsatisfactory. In what follows, I provide a rational
reconstruction of the method for deciding how many models a
syllogism has, and I show that it has some unforeseen conse-
quences.

The number of models for a syllogism depends crucially on
the models of the premises, the initial way those models are
combined, the way the integrated model is modified, and how
conclusions are read off integrated models. The initial models of
the four types of premise (A, I, E, O) in the version of the theory
presented in Deduction (in minimal form) are:



a

A. . .
[a]  [b] a b [a]
(5] a (5]

(5]

Each line in a model represents a type of individual. The
method for combining models of the two premises of a syllogism
is not stated explicitly, but it appears to be as follows. First, the
number of b’s in the two models is made the same, by duplicat-
ing lines where necessary. Since the models for A, I, and E have
" only one type of b, and the model for O has two, there is never
any ambiguity about how to duplicate. The b’s in the two models
are identified, and the implications of the square bracket nota-
tion (exhaustive representation) are worked out for the inte-
grated model.

A conclusion is read off from the combined model according to
the three constraints set out in Chapter 2 of Deduction. For
syllogistic conclusions the only important point is that universal
conclusions are stronger than, and therefore preferred to, par-
ticular ones. A conclusion is valid if it is not refuted by any other
model that is consistent with the premises. For a one-model
problem it might be assumed that there is no other model (by
definition). However, this assumption is incorrect. If models are
differentiated by the type of individual they contain, there are,
for example, four types of individual (+a+b+¢, —atb+c,

. 3
—a—b+c, —a—b—c) and hence eight <E 3C, ) explicit
=0
models compatible with “all A are B,” “all B are C” (assuming
existential import). However, not only are all of these models
compatible with the conclusion “all A are C,” that conclusion is
favored by the pragmatic principles in all of the models. A “one-
model” problem is, in reality, one in which all models favor the
same conclusion. The idea that “one model” problems have
more than one model is a welcome one, because it suggests that
belief bias effects on one-model problems might be explained in
the same way as for multiple-model problems.,

Turning to these problems, “All B are A,” “No B are C”

(Deduction, pp. 121ff) generates an initial model of the form:

e [b]]
[e]

which is compatible with several conclusions, but which favors
“no A are C.” However, revision produces a model that is
incompatible with this conclusion. For this reason the revised
model is held to be a different one. Thus the classification of this
problem as a multiple-model problem depends on which model
is produced first, and on the fact that “some A are not C,” which
is compatible with this model (obviously, since it is the valid
conclusion), is not the favored one. Of the alternative models
(see Deduction, p. 122), the first is compatible with all of “some
A are C,” “some C are A,” “some A are not C,” and “some C are
not A.” The second favors “all C are A.” The pragmatic principles
do not distinguish between the four conclusions from the first
alternative model. Direction of reading might favor A-C conclu-
sions, but this syllogism is not in a figure that produces a figural
effect, so there are no grounds for suggesting a direction of
reading effect. If this model were generated first, and the
conclusion “some C are not A” were derived, this syllogism
might be classified as one model on the grounds that no revision
produces a model with a favored conclusion inconsistent with
the one derived from the original model. To avoid this conclu-
sion it might be suggested that the three models can be distin-
guished on the grounds that they favor different conclusions, but
that would leave open the question of why the number of
models, in this sense, affects processing. One possibility is that,
rather than just checking that their initial conclusion is compati-
ble with subsequent models, reasoners derive the favored con-
clusion from every model they construct.
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An anomaly in the system of Deduction is the existence of two-
model problems with valid conclusions. These four problems,
like the three-model problems, all have particular negative
conclusions (the first syllogism on the last page of Table 6.1 in
Deduction is really a one-model problem) but, unlike the three-
model problems, they also have one particular negative prem-
ise. The models shown in Table 6.1 for these models warrant
particular affirmative conclusions and are therefore incorrect.
These conclusions are ruled out by the “missing” model (which
favors "no A are C,” a conclusion that is compatible, on the
standard interpretation, with “some A are not C”). This model
“corresponds” to the first model constructed for three-model
problems. It is missed for the two-model problems because the
particular negative premise is not represented by a model in
which, for example, “no A are B,” and because the procedure
that revises models only adds things and never subtracts them.
The simplest way of ensuring that the right conclusions are
generated for these syllogisms would be to revise this procedure
and to reclassify these problems as three-model ones. The relative
ease with which they are solved would then be unexplained.

Indeed, given that syllogisms with valid conclusions divide,
in this view, into one-model and three-model problems, this
binary classification cannot explain much of the variance in their
difficulty. So, even though the mental-model theory is the best
theory of syllogistic reasoning we have, it may need a different
account of what makes a syllogism difficult.

Rule systems are not dead: Existential
quantifiers are harder

Richard E. Grandy

Cognitive Sciences Program, Rice University, Houston, TX 77251
Electronic mail: grandy-a@ricevm1.rice.edu

Logic teachers are, of necessity, psychologists, although typ-
ically they are amateurs, and I am no exception. The most
evident amateur conclusion I draw is that reasoning is difficult
and the rules far from natural. This accords with the claims of
Johnson-Laird & Byrne (J-L & B). A second, almost as evident
conclusion, is that existential quantifiers pose the greatest
difficulty. If T could find a way of presenting existential quan-
tification that was as. graspable as universal quantification my
teaching evaluations would rise significantly.

Thus, I disagreed with J-L. & B’s claim that there is no
difference in difficulty between the universal and existential
quantifiers. On logical grounds alone, one would expect a
difference. Disjunctions are harder than conjunctions, a fact
readily observable in the classroom. But whereas universal
quantifiers correspond to conjunctions, existential quantifiers
are themselves disjunctions — true if any of their (suitably
specified) instances are true.

On the general issue of rules, I am uncertain of the exact
depth of my disagreement with J-L & B. I have been able to
discern three arguments against formal rule systems as repre-
sentations of actual deduction. The first rests on the evidence in
the classroom and the laboratory that humans do not naturally
reason using either axiomatic Hilbert or natural deduction
systems. However, these are only two kinds of formal rule sys-
tems. In my classes, after teaching a natural deduction system I
then prove completeness by what amounts to introducing an-
other formal system. This system of rules involves the system-
atic search for a model which renders the premises of an
argument true and the conclusion false. It either produces a
demonstration that this cannot be done and hence the argument
is valid, or else it produces a description of a model that shows
the invalidity of the argument. (The description may be infi-
nitely long.)

The method of semantic tableaux, another variation on this
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approach, is incorporated in a number of texts as the systematic
formal search for a counterexample as a system of formal rules.
As we would all expect, the difficulty of the search increases
when disjunctions of possible models are involved, and as [ and
most logicians would expect, the difficulty also increases when
existential quantifiers are present. These particular sets of rules
were chosen as much for formal goals as for psychological ease,
so I am not arguing that they are exactly the right representation
of ordinary deductions, but I do believe that J-L & B have not
presented a conclusive case against formal rule systems
generally.

The second argument is the alleged suppressibility of modus
ponens. Given a premise “If she meets her friend, Mary will go
to the play” and “Mary meets her friend” the consequent will be
deduced by modus ponens by most deducers. However, J-L & B
have found that if they also present a second premise, “If Mary
has enough money, she will go to the play,” that reasoners will
not draw the conclusion that Mary goes to the play given that she
meets her friend. The authors conclude that modus ponens has
been “suppressed” and thus is not a mental rule. Perhaps, given
the second premise, subjects mentally rewrite the first premise
as “If Mary meets her friend and she has enough money, she will
go to the play,” in which case modus ponens is not suppressed
but is inapplicable.

The third argument is related to the issue concerning existen-
tial quantification. J-L & B’s argument that existential quan-
tification is no harder than universal seems to have two bases —
one a conceptual analysis and the other an experimental one. On
page 136 they give an example of a derivation using universal
quantifiers, noting that a comparable problem with existentials
“differs only in that the existential quantifier, ‘some’, in the
second premise has to be existentially instantiated, and so the
quantifier restored at the end of the derivation is also existential.
There is no principled way in which the derivations for the two
sorts of problems can be made to differ in length.”

There is no recognition that existential instantiation in many
systems requires a new subproof, and that in others it requires
flagging a variable or in other ways giving special status to the
formula in question. (In fact, in the universal derivation there is
no mention of the necessary restriction on universal generaliza-
tion.) This raises doubts in my mind whether J-L & B have a
sufficient grasp of what is involved in formal existential infer-
ences.

J-L & B’s experimental evidence involves two pairs of sen-
tences. The first sentence of each is “None of the painters is
related to any of the musicians,” while the second sentences are,
respectively:

Some of the musicians are related to all of the authors.
All of the wmusicians are related to some of the authors.

The authors report that subjects drew only 23% correct conclu-
sions from the second pair but 64% from the first pair. They
apparently conclude “Hence, there is no intrinsic difference in
difficulty between existential and universal quantifiers” (p. 142),
but I think that they mean to argue that the difference in
difficulty cannot be explained by a difference between universal
and existential quantifiers because each problem contains the
same number of each quantifier. This is true, but it overlooks the
fact that some proofs are much more difficult than others
because of the ways in which the quantifier rules interact. In
some cases the restrictions can prove a major obstacle to unso-
phisticated reasoners.

In any event, it is impossible to tell from their description
what is transpiring because we are not told in the case where
only 23% correct conclusions were reached whether the other
subjects mistakenly thought no inference could be drawn or if
they drew incorrect inferences. My own bet would be on the
latter, since most untrained subjects have no intuitive grasp of
the restrictions on quantificational -inferences. Indeed, most
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trained subjects lose their grasp fairly quickly if they do not
rehearse, and there have even been logic texts which got the
subtleties wrong!

Mental models: Rationality, representation

~and process

D. W. Green

Department of Psychology, Centre for Cognitive Science, University
College London, London WC1E 6BT, England

Electronic mail: d.w.green@uci.ac.uk

It is a pleasure to read Johnson-Laird & Byrne’s (J-L & B’s)
Deduction. It marshals the arguments and evidence for a
mental-model theory of deduction with sustained clarity, force,
and wit.

Hybrid rationality? Like theories based on mental rules, the
theory of mental models proposes that there is a general compe-
tence to be explained. The arguments and experimental evi-
dence favour the mental-model account of this general compe-
tence over a rule-based one. But is model construction and
manipulation necessary for correct deductive performance? The
short answer is “no.” Trivially, if the answer to a problem is
known, it can be retrieved. More pertinently, as J-L. & B
acknowledge, some individuals, tutored in logic or argumenta-
tion, may use rules or “tricks” for certain tasks. Different forms
of reasoning may therefore coexist within the same individual.
In addition, individuals may find shortcuts to solve specific kinds
of problem. What was derived initially by envisaging a model
might, during the course of the experiment, result in proce-
dures which derive answers directly from the linguistic content.
Hence, there are a variety of circumstances where model
construction need not mediate rational response. If this conclu-
sion is granted, it points to the need to consider individual
patterns of performance.

Despite individual differences, I imagine that J-L & B would
wish to claim that human rationality is fundamentally based on a
unitary underlying competence and is not hybrid in the sense of
involving both general procedures (e.g., those proposed in the
theory of mental models) and domain-specific procedures, such
as pragmatic reasoning schemas (Cheng & Holyoak 1985) or the
cheater-detector algorithm in the social contract theory of Cos-
mides (1989; see also Gigerenzer & Hug 1992). Mental-model
theory is, of course, more general than any domain-specific
theory and is more parsimonious than any hybrid account; but
neither of these properties precludes the psychological possi-
bility that specific procedures are invoked in particular do-
mains. Itis not sufficient to show that certain findings claimed as
support for domain-specific procedures can be explained post
hoc by the theory. From an experimental point of view, more
refined performance measures are required to contrast the
predictions of model theory with those of domain-specific ac-
counts of domain-specific problems, that is, of problems for
which the theory of narrower scope is suited. Alternatively,
empirical work on mental models could be extended to include
neuropsychological data (e.g., studies of individuals with dam-
age to the frontal lobes) that might reveal any functional disso-
ciations (see Shallice, 1988; see also multiple book review, BBS
14(3) 1991), and thereby enrich the debate on the nature of the
underlying cognitive architecture mediating reasoning perfor-
mance. The work of Leslie and others on autism (e.g., Leslie &
Thaiss 1992) confirms the possibility of dissociations in central
processes.

Representational form. The procedures of model theory can
be viewed as basic cognitive operations that allow the construc-
tion of models in a variety of representational forms (e.g.,
visuospatial). Although J-L & B rightly focus on the structural
characteristics of models, it is natural to wonder about the form



in which models are represented mentally and indeed, such
representations need to be specified if complete computational
descriptions are to be given of performance on specific tasks. We
can gain some clues by looking more closely at the process of
model construction. This process treats the propositions ex-
pressed as data and constructs a mental world in which these
propositions are true. Understanding is tied, temporarily at
least, to the acceptance of the truth of a proposition in a way
compatible with Spinoza’s conjectures (see Gilbert 1991) and
consistent with the way that perceptual input guides action. If
there is a close relationship between thought and perception,
one might expect to find correlations between performance in a
perceptual domain and in a reasoning domain. Yet, as far as I
know, such correlations are not obtained. Once again, neuropsy-,
chological data might prove informative. For example, subjects
with deficits in visuospatial processing should perform more
poorly on problems involving spatial descriptions but should not
necessarily fail on syllogisms that do not reference a spatial
dimension.

Processing the model. A robust finding is that performance is
worse on problems that require subjects to consider more than
one model. By itself, such a finding is open to two interpreta-
tions. Subjects may stop reasoning when they reach a conclusion
or they may seek to envisage alternative models and fail,
perhaps because of working memory constraints. In some
studies, the former interpretation seems to be correct (Lee &
Oakhill 1984), whereas in others (e.g., Johnson-Laird & Bara
1984), the latter interpretation seems to be correct. A crucial
question, as J-L. & B recognize, concerns what factors cue
subjects to construct alternative models or to flesh out their
initial model. They identify a number of cues, namely: The
meaning of the premises may permit different initial models;
initial conclusions may be considered unbelievable; the tokens
depicting particular entities may be represented as not exhaust-
ing the set of such individuals. In addition, I imagine that some
subjects invoke a heuristic: “Search for counterexamples.”
Given the variety of possible cues, it seems unlikely that there is
a single psychological algorithm for evaluating conclusions. In
this view, the proposed algorithm (p. 182), which first negates
the conclusion and then sees whether there is an alternative
model of the premises consistent with it, is one of a number.

Given the above, it seems desirable to obtain more direct
evidence about the process of fleshing out the model in specific
tasks so as to develop more complete accounts. In fact, a recent
study which required individuals to externalize their thinking
under different constraints (Green 1992) confirms the core of the
mental-model account of performance of the selection task. It
has also revealed an apparent paradox. Some individuals envis-
aged the critical counterexample but failed to select it. Such a
finding implicates a postdeductive process which evaluates
possible selections.

The logical content of theories of deduction
Wilfrid Hodges

School of Mathematical Sciences, Queen Mary and Westfield College,
University of London, London E1 4NS, England
Electronic mail: w.hodges@qmw.ac.uk

Johnson-Laird & Byrne’s (J-L & B’s) book argues that we make
deductions not by applying rules of inference to representations
of the logical forms of our premises but by a process which
involves building mental models of the premises and searching
among them for counterexamples to the conclusion. Experi-
ments are reported which (it is claimed) support this theory.

Let it be said at once that the mental-model theory of
deduction has a pictorial quality which many people have found
appealing and inspiring. Nevertheless, J-L & B’s book falls short
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of the standards one would expect on logical writing today.
There is a fair amount of symbolism, suggesting precision, but
most of it is so poorly explained, or so loosely attached to the
matter in hand, that the reader can only guess what is meant;
time after time it happens that an interpretation which works on
page X won’t work on page Y.

From dozens of examples I choose two which are central. The
first is an explanation of how we carry out modus ponens; that is,
given “If p then ¢” and “p,” how we deduce “¢” (p. 47, repeated
on p. 196). It is claimed that we start with the first premise,
forming two mental models; the first model represents the case
that p and g hold, and the second “has no explicit content.” The
second premise then eliminates the second model, since it is
true already in the first model. Finally, from the first model we
read off g. It is hard to believe that this protocol has any logical
connection with the deduction that it is supposed to perform.

The second example is the notation “[[a]b]c” which appears
on page 121 in the treatment of syllogisms. It is said to signify
“that a is exhausted with respect to b, and b is exhausted with
respect to ¢.” The notion of being “exhausted with respect to
something” is not explained in the text and it means nothing in
logic; I dare wager it means nothing in psychology either. The
interpretation which comes first to mind is that the notation
means “All a’s are b’s and all b’s are ¢’s”; but unfortunately this
reading implies that in order to use the model, we already have
to be able to carry out exactly the deduction which the model
was intended to explain.

This makes it impossible to comment in detail on the theory
proposed in the book; I simply do not know what that theory is.
Two points of methodology call for some remarks, however.

The first is the way in which J-L & B pose the basic contrast
between the formal rules theory and their own mental-model
theory. Supposedly these are two theories about how our minds
work. But the authors tend to explain the difference by using
notions from the mathematical theory of formal systems. A
typical example is on page 212, where they explain that mental
models “do not contain variables.” Without some explanation of
what it is for a mental representation to “contain a variable,” this
is meaningless. (My own impression is that many of the mental
models described in this book do in fact contain components
which behave pretty much like variables, if one looks at vari-
ables in the appropriate way.) Because of this mismatch between
the phenomena to be explained and the concepts used to explain
them, the book fails to establish a genuine difference between
formal rules and mental models.

The second point of methodology concerns the claim that a
theory of deduction based on mental models “predicts which
problems will be difficult and it predicts which errors ordinary
individuals will make with them” (p. 131). This claim will not
survive a closer look at what is meant by “a theory based on
mental models.” Take, for example, the case of syllogisms, as in
Chapter 6. If the theory in question is either (1) the general
theory that we make deductions by forming models of the
premises and looking for counterexamples to the conclusion,
and so on, or (2) the theory of models of syllogisms as presented
in the chapter, then it is too imprecise to have the consequences
claimed, for example about the numbers of models needed for
each syllogism.

One suspects that the authors may have in mind (3), the
detailed theory propounded in Johnson-Laird & Bara (1984).
This theory is different from the one outlined in the chapter, but
it seems to underlie some of the discussion, and it is precise
enough to be written as a computer program. The problem with
this third theory is that it involves, among other things, fourteen
“principles” for carrying out operations, some of them more ad
hoc than others. Since the theory has almost as many degrees of
freedom as the data to be explained, the reasonable fit is hardly
impressive. To justify their claim, the authors need to produce a
theory which is precise enough so that the reader can verify
what predictions it makes, and one that is also derivable from
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the general mental-model theory in a way which is not arbitrary.
They have not done this.

Some of us ~ one might single out Jon Barwise at Indiana and
Johan van Benthem in Amsterdam — have been urging for some
time that people with an interest in logic should talk to one
another and build up a common expertise. We owe it to the next
generation to see that this happens across the boundaries of
psychology. The work in this book is worth doing properly.

Architecture and algorithms: Power sharing
for mental models

Robert Inder

Human Communication Research Centre, University of Edinburgh,
Edinburgh EH8 9LW, Scotland

Electronic mail: r.inder@ed.ac.uk

Johnson-Laird & Byrne (J-L. & B) claim that people make
deductions by combining premises into composite representa-
tions, or models, generating candidate conclusions from these
models, and then (unsuccessfully) searching for counterexam-
ples. They suggest that this procedure, which is directly deriv-
able from a (model-theoretic) logician’s definition of a valid
inference, is the psychological basis of human inference, at least
under some circumstances. They contrast it to other approaches
based on deriving conclusions by a series of steps, each gov-
erned by some kind of inference rule, suggesting that people
make inferences without applying inference rules by manipulat-
ing mental models which have “a structure that is remote from
verbal assertions, but close to the structure of the world as
humans conceive it” (p. 207) and which are, in some sense
“semantic.”

This suggestion is not straightforward, because one can
clearly translate any given problem into a suitable logic and
devise a (rule-driven) inference system to manipulate logical
forms to produce the predicted model construction and transfor-
mation. Indeed, J-L & B know this, since Chapter 9 discusses
computer programs that do just this. Given that the inferences
being made will inevitably be describable by inference rules,
what sense can we make of the suggestion that inferences were
made without recourse to those rules?

For some kinds of inferences, one can choose representation
schemes that ensure that the representations built will embody
the results of certain kinds of inferences. We see this when the
spatial arrangement of model components for physical layout
problems is chosen to reflect the situation being modelled. But
this only works for certain limited kinds of inference. A more
general possibility becomes apparent when we recognise that
psychological theories must postulate both algorithms — what is
going on — and the computing engine on which they are
executed — what Pylyshyn (1980) has called the “cognitive
architecture.” A claim that a piece of knowledge becomes
available “without inference” amounts to a claim that it is not
generated by the algorithm being described but by some part of
the cognitive architecture. Moreover, if mental models are
represented for manipulation by the cognitive architecture and
this manipulation takes place in line with long-term memory
and general knowledge of the world, there is a sense in which
the models can reasonably be claimed to be semantic.

How relevant information is retrieved from long-term mem-
ory is one of the most awesome feats of the human mind. It
happens automatically — we seldom forget the need to walk
round furniture. And it happens quickly — whatever mechanism
is responsible for searching and retrieving from a lifetime’s long-
term memory is clearly very different from the processes which
grapple for seconds with decisions about entities in syllogisms.
These are reasonable properties to be exhibited by a process
deemed to be supported by the cognitive architecture.

"Thus we can make sense of the “semantic” and “without
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inference” claims with respect to the reasoning process by
pushing functionality into the cognitive architecture. Provided
it is clear what functionality is being assumed, a theory that off-
loads work onto the cognitive architecture is as plausible as the
assumptions it makes about the functionality available. That the
mind is supported by mechanisms for representing a situation
and bringing background knowledge to bear on it has immense
plausibility; it is, in effect, a suggestion that brains come with
“mental-model accelerators” fitted.

However, as Pylyshyn (1980) argued, we must minimise the
power of the services that are assumed to be provided by the
cognitive architecture. If too much is assumed of the architec-
ture, our task theories become vacuous — they are simple, but
we are left with disconcerting lumps under the carpet of the
cognitive architecture.

The simplest form of model would represent a single state of
affairs, and indeed Johnson-Laird has always suggested that
mental models share the structure of the situation being mod-
elled. However, J-L & B extend models to include negation and
indications of “set exhaustion.” This appears straightforward if,
as in their examples, the property being either denied or
“exhausted” is a primitive — thatis, a“word,” in either English or
Mentalese. Restricting properties which involve combinations
of others requires handling scoped logical operators. Both run
contrary to J-L. & B’s notion that “A model . . . has a structure
that is remote from verbal assertions.” Moreover, these mecha-
nisms allow one model to represent many states, and if multiple
negations within a single state are not prohibited, can give
almost unlimited representation of uncertainty. Not only does
this greatly increase the power of the model-manipulation
facilities being postulated within the cognitive architecture, it
also undermines the whole basis for identifying what a model
represents. We lose our intuitions about what a model is — which
matters immensely, since J-L & B never actually define it. Thus,
counting the models required to represent a set of cases — “a
single model for a single situation” (p. 196) — becomes merely a
consequence of the precise details of the logic that is chosen.

In seeking to establish mental models as a useful theorising
tool, J-L & B have created a complex representation with many
task-oriented features and have thus tacitly called for highly
sophisticated processing from the cognitive architecture they
assume. The resultis a seductively elegant account of reasoning,
but one that needs powerful reasoning machinery to provide the
complex task-oriented operations it uses. J-L & B must reduce
the demands they make on the cognitive architecture. This may
well make their task theories more complicated, but this would
be a good thing: It is the effect of pulling the complexity of the
task into the theory of the task, where it can be seen. Inder
{1987) shows that it can be done for syllogisms. The aim for all
who would base a cognitive theory on mental models must be to
show how they can support task-oriented reasoning without
subsuming it.
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Johnson-Laird’s theory of mental models predicts that erro-
neous inferences correspond to descriptions of a subset of the



models of the premises of the problems to be solved. It is
intuitive that inferences calling for fewer mental models are
easier than inferences calling for more models, as working
memory has a limited space. By contrast, it is not clear why
some subjects stop building the necessary mental models, being
satisfied with an incomplete representation, while other sub-
jects are able to generate alternative models and, consequently,
avoid errors. One possibility is to attribute these differences to
different capacities (or to differences in mechanisms of engage-
ment) of working memory of different subjects.

If we take this position, relating the numbers of models to the
load on working memory, we can try to extend this explanation
to the results obtained in reasoning experiments in which the
same logical structure is filled with different contents. In these
cases, we have to explain difficulties and errors not only on the
basis of the quantity of models — more models, more load — but
also on the basis of their quality — more experience, less load.

We know that realistic conditional rules, such as “If a person is
drinking beer, then the person must be over 18” make Wason’s
(1966) selection task easier to solve. According to the model
theory, experience with the rule about beer drinking helps to
flesh out the models with more explicit information:

over 18

[drinking beer]
8 [not over 18]

not drinking beer

and so subjects will tend to select the card corresponding to the
negated consequent. This result is consistent with the general
hypothesis that reasoners focus too exclusively on what is explic-
itly represented in their initial models and so they overlook
alternative possibilities. In fact, the initial models of the condi-
tional rule make explicit those items mentioned in the rule; this
explains why, in the standard selection task, it is difficult to take
into consideration the cases corresponding to the negation of the
consequent. This explanation implies that, when the subjects
are able to take into consideration the negation of the conse-
quent, we have to explain this facilitation in terms of contents or
contexts that make it easier to avoid overlooking alternatives. In
particular, mental-model theory explains why the right selec-
tions become easier as a result of a variety of experimental
manipulations, such as the use of a deontic content, a lin-
guistically simpler rule, and so on. In conclusion, the model
theory can explain better than a traditional hypothesis, such as
Evans’s (1989) matching bias, the results obtained through the
various experimental manipulations affecting contents.

Nevertheless the theory seems incomplete in relation to the
explanation of the interaction between content and ease of
building mental models. In fact, only a posteriori does it seem
possible to say that certain types of content (for example, deontic
rules) help subjects in fleshing out models in specific domains,
such as the search for transgressions of rules. The role of certain
linguistic transformations, (such as the “only if” transformation)
is evident, as they help to elicit negative information. Less
evident is the role played, ceteris paribus, by the different
contents of mental models. The theory is silent about the
specificities of these facilitations unless they are put in relation,
as usual, with the load on working memory. In this last case,
however, it does not seem so clear to us why, for example,
subjects’ experience with deontic rules together with the “only
if” form of conditional is of relevant help in fleshing out models.
Extending and specifying the theory in relation to the content
mechanism will be very useful to avoid circularity (e.g., facilita-
tion, explained as ease in fleshing out the models, only when
facilitation is obtained).
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Gestalt theory, formal models and
mathematical modeling

Abraham S. Luchins2 and Edith H. LuchinsP
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We believe that the thesis presented in Johnson-Laird & Byrne’s
(J-L & B’s) important book is partly — but not completely — in
keeping with the views of Gestalt theorists and, in particular,
with those of one of its founders, Max Wertheimer (1880—1943).

In his 1925 paper on the syllogism and productive thinking,
Wertheimer criticized the traditional syllogistic process as often
“empty, inadequate, and sterile” (translation in Ellis 1938, p.
274), rarely vielding what was not already explicit in the prem-
ises, seldom resulting in genuine, productive thinking (see also
Duncker 1926; 1945; Luchins & Luchins 1965b; 1970; 1991;
Wertheimer 1945). Wertheimer, who taught psychology and
logic, maintained — as J-L & B do — that the formal laws of logic
are not the laws of thinking. In his seminars at the New School
for Social Research (Luchins & Luchins 1970; 1987; 1991),
Wertheimer criticized Piaget’s views on children’s thinking. He
would be opposed to the notion that “reasoning is nothing more
than the propositional calculus itself” (Inhelder & Piaget 1958,
p. 305; quoted on p. 23 by J-L & B). J-L & B reject relativistic
views of logic (p. 209), as did Wertheimer (1912), who eighty
vears ago wrote about primitive peoples’ logical and numerical
concepts and thought.

Wertheimer did not claim that there is no faulty reasoning or
that an apparent invalid inference is necessarily a valid inference
from other premises, although in recent years Henle (1962) has
defended such views (J-L & B, p. 18). With his conception of
people as Homo sapiens, rational beings who can be blinded or
deceived by internal and external factors, Wertheimer would
probably agree with J-L & B’s belief that “people are rational in
principle, but fallible in practice” (p. 19).

Like J-L. & B, Wertheimer recognized that thinking was
affected by the context, content, and meaning of the premises
and not just by the logical form. He wrote, “On truth” (1934) and
criticized traditional logic for not being concerned with truth; he
would welcome J-L & B’s references to truth and truth-
preserving properties (p. 214). Their contention that the formal
model fits the structure of the situation is in keeping with the
Gestalt (Wertheimer’s) notion of isomorphism (Kohler 1938).
Wertheimer sought to develop a Gestalt logic that would take
into account context, meaning, truth, and fit, and would not be
piecemeal and summative in nature (Luchins & Luchins 1965b;
1970; 1991). Would he therefore have embraced J-L & B’s formal
model theory? We think not, although he would undoubtedly
have rejected the rule theory.

There is an underlying “and-summative” quality in Deduc-
tion. Reasoning is divided into calculation, deduction, and
induction (p. 2), with creation and association added (p. 193). But
ordinary people do not divide thinking in these ways. Moreover,
an individual’s testing of models and search for alternative
models are described as involving alterations of different fea-
tures in a piecemeal manner. Furthermore, the approach is
bottom-up with the ultimate aim of cognitive science being to
combine “the underlying components out of which deduction
and other cognitive abilities are assembled” (p. 214).

We are disappointed at J-L & B’s failure to refer to the Gestalt
psychological literature on thinking and perception. We ap-
plaud the ingenious experimental approach but note that it is
now largely limited to artificial situations, although there is a
promise to deal with real-life situations. We think that the
importance of deduction is overestimated. Even in mathemat-
ics, the most deductive of the sciences, deduction tends to play a
lesser role in discovery than in the final presentation which may
be (but need not be) in hypothetical-deductive form. We do not
agree that “human beings draw parsimonious conclusions for
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themselves” (p. 183). They can at times draw and maintain
redundant and contradictory conclusions (Luchins & Luchins
1964; 1965a). J-L & B have overestimated an untrained individ-
ual’s ability to formulate and manipulate a model, to draw
conclusions from it, to validate it, to look for counterexamples,
and to search for alternative models. This is virtually a descrip-
tion of mathematical modeling (Giordano & Weir 1985), which
requires training, even on the part of professional mathemati-
cians.

An NSF-supported, ten-day workshop on teaching mathe-
matical modeling was held at West Point this summer for college
professors of mathematics. Starting with a real-life problem or a
set of data as observations (call it the target), one looks for a
mathematical model that seems to hold for the target, or for
a simplified version of it, implements it, perhaps by model-
simulation, draws conclusions from the model, compares them
with the target, studies how good the fit is, refines the model, or
looks for another more suitable model. In some cases the target
points to the mathematical model. For example, it may suggest
exponential growth. But in other cases even the experienced
mathematical modeler may not have a clue as to an appropriate
model and may have to decide on trying a linear model or a
nonlinear model (there may be infinitely many nonlinear
models), a continuous or discrete model, a deterministic or
stochastic model, and so on. It may be impossible to exhaust all
the feasible models. There are even different models to use in
determining how good is the fit of the model; mathematical
modeling is not generally a simple process. However, when it
comes to deduction, the book depicts the unsophisticated rea-
soner as capable of having a formal model that more or less fits
the situation, of validating conclusions from it, even of looking
for counterexamples, and of shifting to other models. To test a
conclusion may require the reasoner to exhaust all models that
fit the premises. It seems that Johnson-Laird & Byrne see
everyone as a natural mathematical (or perhaps nonmathemati-
cal) modeler. Perhaps it is so in the best of all possible worlds.
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Visualizing the possibilities

Bruce J. MacLennan
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I am in general agreement with Johnson-Laird & Byrne’s (J-L &
B’s) approach and find their experiments convincing; therefore
my commentary will be limited to several suggestions for ex-
tending and refining their theory.

Images and models. The distinction between models and
images is treated briefly in Deduction (pp. 38-39, 93, 99-100,
140), but four differences are described in Johnson-Laird (1983,
especially Ch. 8). I will argue that the distinction is better
treated as a matter of degree rather than of kind.

First, Johnson-Laird (1983, pp. 157, 165) defines images as
models from a particular viewpoint, but this is inessential to the
idea of an image. For example, the transformation of an image
from an oculocentric frame to an object-centered frame is just
one of many transformations it may undergo in being put into
more abstract form. It seems arbitrary to treat differently images
in different reference frames, because many of the same pro-
cesses (e.g., rotation and translation of components) will be
applicable to both.
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Second, it is claimed that models differ from images in that
models can represent negation and disjunction whereas images
cannot (Deduction, pp. 38-39, 196; Johnson-Laird 1983, pp.
423-24), but it is better to consider these “propositional tags” to
be related to intentions toward perceptual and motor images.
Here, by “intention” I mean a functional relation to a component
of a mental representation (including both images and models).
Thus it has both form (“anticipation that,” “denial that,” “sur-
prise that,” etc.) and content (indicating its object); essentially a

" predicate plus a vector. The point is that intentions toward

sensory images are closely related to intentions toward mental
models.

For example, orientation toward the absence of an expected
object is an intention, the content of which is the absent object.
Thus, for perceptual images that are sufficiently abstract, there
is a mechanism for representing the negation of a token within
an image. Similarly, the presence of an unexpected object can
produce an orienting reaction and generate an intention of the
form “this shouldn’t be here.” Intentions toward absent and
unexpected objects are closely related to negations of compo-
nents of mental models, which are intentions of the form “this
can’t be here.” Other “tags” proposed by J-L & B, such as
“exhaustive representation” (p. 45), are intentions correspond-
ing to perceptual intentions, such as those of the form “this is
typical” or “this must be here.”

Furthermore, just as we may judge an entire scene beautiful,
threatening, or absurd, so an entire mental model may be the
content of an intention to the effect that the entire model is
impossible, incoherent, or unacceptable; this is J-L & B’s nega-
tion of an entire model, but it corresponds to intentions refer-
ring to an entire image. Disjunction is not a relation that has to
be represented within images, since a disjunction of models is
represented by multiple models in working memory (e.g., p.
52), and this works as well for images.

The third distinction between models and images is that the
tokens of a mental model may not be accessible to consciousness
(Deduction, p. 39), whereas, presumably, the tokens of an image
are. These “invisible tokens” may simply correspond to unat-
tended elements in a perceptual image; that is, they are repre-
sented in the background, but not the object of an intention. For
components of both images and models, presence in conscious
awareness is a matter of degree, with some elements being more
salient because they are the objects of intentions. Although JL &
B (p. 39) say, “What matters is, not the phenomenal experience,
but the structure of the models,” a consideration of the phenom-
enal experience may benefit a more general understanding of
mental representation.

Finally, J-L. & B cite as evidence in favor of models over
images that there was no significant difference in the perfor-
mance of subjects on relational reasoning problems that differed
in imageability (p. 140); but this is not supported by the experi-
ments described, because all the relations they cite are condu-
cive to visual reasoning. The relations “in the same place as” and
“equal in height to” have obvious visual representations, and
“related to in the simple consanguineal sense” is simply visu-
alized as “in the same place as.” Experiments to refute im-
ageability are in fact hard to design, because 3D space is so
powerful a medium for relational reasoning. On the other hand,
positive evidence for imageability comes from the results pre-
sented on p. 97: There was no significant difference in the
performance on two-dimensional and one-dimensional prob-
lems. This suggests that we use our two-dimensional visual
reasoning ability for both one- and two-dimensional situations,
further evidence that models are abstract images.

In conclusion, the difference between images and models is
not one of kind, but a matter of degree of abstractness: Models
correspond to images at very abstract stages in the sensorimotor
circuit, where we find abstract reference frames, intentions of
various kinds and a continuum of degrees of presence to con-



sciousness. Treating models and images as two species of the
same kind may illuminate both and, in addition, expose the
nature and role of intentions in cognition.

Cultural universals. J-L & B (pp. 207-9) claim that the cultur-
ally universal aspect of rationality is “the search for counterex-
amples.” I suggest that this should be generalized as follows: (1)
The function of comprehension is construction of an acceptable
model of the stimuli, which is more than a consistent model in
that it must be acceptable within a cultural context, and less than
a consistent model in that it may contain culturally permissible
inconsistencies. (2) The function of validation is to search for
unacceptable models that would cause a hypothesized conclu-
sion to be rejected. Consistency is not a universal logic, even
within Western culture (Prier 1976).

Comprehension and connectionism. J-L & B describe deduc-
tion as a three-stage process, comprising comprehension, de-
scription, and validation (pp. 35-36). Comprehension is a kind
of constraint satisfaction: finding the best (most acceptable)
representation of the input. Connectionism suggests a mecha-
nism for' comprehension, because background knowledge and
the stimuli define an “energy surface” with multiple local min-
ima corresponding to acceptable interpretations of the stimuli.
The interpretation chosen is the global minimum, but if it later
becomes unacceptable, the state (interpretation) can rapidly
move to the next best minimum. The possible interpretations
are, in effect, constructed in parallel, therefore any necessary
reinterpretation is more efficient (cf. multistability in percep-
tion). Multistability may also play a role in validation, because it
provides a mechanism for generating alternate interpretations
of the stimuli against which a hypothesized conclusion may be
tested.

Models for deontic deduction

K. I. Manktelow

School of Health Sciences, University of Wolverhampton, Wolverhampton
WV? 1DJ, England

The theory of mental models has revolutionised research into
human thinking, but even its converts can find ways in which it
can be challenged. My object here, then, will not be to attempt
to sink the theory, but to repair a leak. The leak involves deontic
thinking. This field has been invigorated recently by a series of
studies of deontic forms of Wason’s selection task, so this
commentary will focus on the treatment of this paradigm,
especially in its deontic form, in Chapter 4 of Deduction.

The model theory of the selection task derives from Johnson-
Laird & Wason’s (1970) “Insight” theory. Its reincarnation in
Deduction (p. 79) brings with it some problems that remain
unresolved. One of the problems in the old theory was to
account for the difference between the common selections of p
alone or p and ¢ in the state of “no insight.” In the former case,
subjects were said to be adopting an implication interpretation
of the target conditional, whereas in the latter they are adopting
an equivalence interpretation. “Complete insight” was held
always to consist of the p and —q selection, but this is only
insightful with an implication interpretation: Equivalence inter-
preters should select all four cards or alternatively change to an
implication interpretation somewhere along the way. Deduction
(p. 80) repeats this elision. ‘
" Deontic conditional reasoning has one clear characteristic:
People are very good at it. Cheng and Holyoak (1985) were the
first to show that a deontic context will facilitate conditional
reasoning almost irrespective of the content of problems. Both
Johnson-Laird & Byrne (J-L & B) and I (see Manktelow & Over
1991) have tried to invoke the model theory to explain the data,
but my argument is that J-L & B’s account is incomplete.

Commentary/Johnson-Laird & Byrne: Deduction

Look at what is meant by “good” reasoning. For J-L & B, as for
most investigators, “good” selection task performance means
the traditional facilitation effect, that is, selection of just the p
and —q cards (see above). Recent research, however, shows that
this is too narrow a definition. Cosmides (1989), for instance,
reported that subjects would select the —p and g pair when
presented with the conditional “If a man has a tattoo on his face
then he eats cassava root” embedded in a context portraying
getting tattooed as a cost and eating cassava as a benefit. Plainly,
something other than the traditional “correct” response is being
facilitated here. To explain this, J-L & B (Deduction, p. 78)
propose that the rule is converted by subjects to “p only if ¢~
form. What were —p and ¢ now become p and —¢q, and all is well
with the facilitation effect.

However, since Deduction we have demonstrated that it is
possible to elicit the —p and g selection routinely (Manktelow &
Over 1991; 1992a). We don’t think there is anything irrational in
this behavior: People are still being good at the task. Deontic
discourse is concerned fundamentally with expressing subjec-
tive utility, and deontic thinking is the act of assessing utilities so
as to achieve a goal. Uttering a deontic conditional involves a
further element: There are at least two parties. One (the agent)
utters the rule, the other (the actor) is its target. For such an
utterance to be acceptable, each party must make assumptions
about the preferences of the other. Thus when a mother says to
her son, “If you tidy your room then you may go out to play,” she
must assume he doesn’t want to tidy his room but wants to go
out, that is, he prefers going out to staying in; if he would rather
tidy his room and stay in, the rule is vacuous.

Using this kind of rule in a selection task produces four
potentially correct responses, not one, depending on which
party’s perspective and action one is considering. Two consist of
the p and —gq selection, two of the —p and g selection; all are
equally rational in the prescribed contexts.

To explain why these responses are facilitated, and why they
are rational, J-L & B have to invoke rule conversion, as they do
in explaining Cosmides’ results (see Johnson-Laird & Byrne
1992). This is unnecessary, however, if one rejects the narrow
reading of correct conditional reasoning in Deduction and allows
models to represent utilities. There are two further reasons for
doing this.

The first arises from the second component of the general
model theory of the selection task (Deduction, p. 79): Subjects
“select those cards for which the hidden value could have a
bearing on the truth or falsity of the rule.” This won’t work for
deontic tasks, because there one is charged not with assessing
the truth status of the rule, but with detecting possible violations
of it. Violations are actions, and there are several ways of doing
this for any one rule, as we have seen.

The second concerns the “engine” of deontic thought. Why
utter a rule in the first place, and why search through models?
Utility is the motivation in both cases: An agent prefers some-
thing to be done or not done and manipulates the actor’s
preferences to achieve it. Both parties are sensitive to deviations
by the other and will search efficiently for likely instances,
because doing so is in their material interest. This basic seman-
tic point is missing from most psychological accounts of deontic
thought and must form part of any complete theory. It is rational
to behave in this way, if rationality can concern achieving goals as
well as adherence to logic (cf. Evans, in press):

Such is the richness of deontic thought that I agree with
Johnson-Laird & Byrne that a model theory is far more likely to
capture it than are either formal or content-dependant rule
theories. A complete model theory of deontic thought will need
to represent not just content tokens, however, but also prefer-
ences among them; search procedures will have to acknowledge
their motivational and social basis and, I suspect, other factors
such as subjective probability. It should be an interesting
voyage.
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Situation theory and mental models

Alice G. B. ter Meulen
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Electronic mail: atm@ucs.indiana.edu

The inference rules of predicate logic were designed to disre-
gard subject matter, content, context, and the order of the
information given in the premises of an argument. That is why
predicate logic constitutes such a universally applicable, ideal-
ized core of any inferential system, human or artificial. But in
reasoning we ordinarily do pay attention to all these features
that bear on the information expressed and we process the
information in tbe premises in the given order. We also make
mistakes, draw invalid inferences, and find some inferences
easier than other, equally valid ones. Johnson-Laird & Byrne
(J-L. & B) assess the discrepancies between familiar logical
inference rules and patterns of performance in reasoning experi-
ments with human subjects. As a natural language semanticist, 1
share a good deal of their concern about these common idealiza-
tions in most logical theories and regard inference too as a core
cognitive process. Cognitive science should characterize infer-
ence in a way that does equal justice to our intuitions on
(in)validity of inferences expressed in natural language and to
the fallibility of actual human reasoning or artificial inference
engines. We need a theory of inferential competence that helps
us understand why it may fall short in performance.

On some fundamental points 1 agree with J-L & B; for
example, the three constraints governing inference (p. 21-22)
correctly require that a conclusion should not add new informa-
tion or weaken the given information but must express part of
the given information in a new “parsimonious” form. In their
complaints about the rules of disjunction introduction and
conjunction introduction or elimination one can recognize some
of what motivated the current developments in situation theory
(Barwise 1989; Barwise & Perry 1983; Barwise et al. 1991;
Cooper et al. 1990), discourse representation theory (Kamp &
Reyle 1992), and other innovative inferential systems (e.g.,
linear logic and dynamic modal logic) that focus on information,
context, and content. Conclusions should not only preserve the
assumed truth of the premises, they should be about the same
subject matter and should not affect the context. J-L & B rightly
emphasize that the structure of the described situation matters
essentially to the inferences people make, though they never
say what a situation or its structure is. In describing a situation,
the order in which the premises are provided determines the
given partial information that is used in reasoning. Most sur-
prisingly, this is just what is ignored in J-L & B’s research. Their
experimental material avoids pronouns, premises are virtually
always stative (e.g., a is in front of b) and in present tense. They
never use conditionals with the if-clause presented after the
then-clause, nor do they systematically vary the order of the
premises. Yet their results may well be significantly affected by
the order in which the information is given.

I confess T have never conducted any experiments on condi-
tionals, nor do I know of any experimental results on how the
order of conditional clauses may affect ease of inference. But 1
boldly conjecture that the ease of modus ponens inferences J-L
& B observed, should be significantly decreased when the order
of the clauses is inverted. A partial cause of the observed greater
difficulty of modus tollens arguments may be found in its
“backwards” reasoning from the negation of then-clause to the if-
clause first presented. With inverted order of the clauses,
modus tollens inferences may be substantially easier. Experi-
mental results on such issues would really tell us something
about how we represent information we are given by changing
the context or preserving aspects of it.

Lacking any answer on this order issue, I am not in the least
convinced that J-L & B have succeeded in arguing against a rule-
based account of inference as a cognitive process. Making modus
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tollens a derived rule increases the length of proofs, but it says
nothing about processing complexity. We already know that the
rules of predicate logic are merely concerned with truth-
preservation and hence are not good candidates for modeling
how we reason with partial information about a described
situation. Situation theory makes a much better tool-kit for the
semantics of natural language. Content, context, situated rea-
soning about described situations, and dynamic context-change
are its core concepts to represent the informative content of
linguistic input. But it also makes precise how information
describes a situation, what a situation is, and how we reason with
partial information about it. In situation theory, conditionals are
constraints that make it possible that a situation described by the
if-clause can contain information about another situation. For
example, if Joan winked, it is time to leave expresses that any
past situation in which Joan is winking makes this a situation in
which we should leave. Barwise’s (1986) article on conditionals
in situation theory appeared in the same volume as Johnson-
Laird’s (1986) paper about mental models (Traugott et al. 1986).
Asone of the editors of that collection, I am distressed to see that
six years after that book appeared so little has been accom-
plished to bridge their views.

There are other points at which J-L & B leave us so much in
the dark that I cannot see if any positive gains have been made.
Let me review these points succinctly.

1. What makes these models mental? They are claimed to be
mental objects, but not images (they work for nonvisual relations
too) or products of the imagination. Supposedly subjects con-
struct the same model of the premises, at least individual
variation is disregarded in the theory. Models for quantified
premises contain “mental tokens” (p. 144), instantiating the
universal quantifiers “exhaustively” and not the existential one.
What is this instantiation, if not a logical process of substituting a
referring expression for a variable or parameter? Do you and I
have the same mental model if we make the same inferences? Or
does it matter how we arrived at the model, and what other
information we use in drawing conclusions? How about me and
Putnam’s Twin Earthling who believes the same things I do
about water, but water is XYZ, not H,O, on Twin Earth. If our
models are mental, we must have the same one, but in that case
meaning no longer determines reference.

2. Situations and models. |-L. & B distinguish implicit and
explicit models and “flesh out implicit models” in searching for
counterexamples; this is reminiscent of the systematic, alas rule-
based but genuinely semantic search for possible falsification in
Beth-tableaux (cf. Partee et al. 1990, Ch. 2). But in what sense
are their mental models real models of the premises? Logic
certainly gave us a clear understanding of what a model is
supposed to do: It should make all premises simultaneously true
and hence show their consistency. But models can make much
more than just the premises true unless they are partial models
that do not specify a truth value for each input. J-L & B’s notion
of model is perhaps best characterized as a minimal model, that
is, the intersection of all models that make the premises true,
restricted to small finite domains and allowing for revision when
more information is processed. Alternative models are repre-
sented on different lines (except when they illustrate spatial
relations), as lines in truth tables for propositional logic repre-
sent different possible truth conditions of the atomic proposi-
tions. If the premises are about circles and triangles, their
models are iconic. If the premises are quantified, they use a, b,
and ¢ to represent the structure. Universal quantifiers are
represented by lists of [¢] b and existential ones by similar lists of
simply a b. The difference in meaning is indicated only by
stating that the first representation is exhaustive and the latter
not. The premise of a conditional is also represented by a
bracketed symbol, though the connection to universal quan-
tification is not made explicit. No rules tell us how to represent
the content of the linguistic input in such models; only illustra-
tions are given. Neither is the notion of inference characterized



in such a way that it applies to the different examples of models
presented.

Surely logic gave us much better ways to represent the
content of quantificational premises than this clumsy represen-
tational system! In fact, Chapter 9 in J-I. & B’s reasoning
program does use variable binding and recursive procedures
like substitution. It resembles a Prolog-style Horn clause logic
program with negation. Now valid inferences are simply charac-
terized as those arguments that have a true conclusion in every
possible model where the premises are true and its semantics
need not be limited to small, finite domains. If classical logical
systems of representation fail to capture informative content
expressed in a context, we should design new inference systems
that do, using the heritage of logical research in the twentieth
century, instead of starting from scratch.

3. Rationality. “Rationality is problematical if it is supposed to
be founded on rules. . . . The common denominator of ratio-
nality is the search for counterexamples. . . ” (p. 209). Searching
for counterexamples is not just a random trial and error process
but rule-governed behavior. J-1. & B’s averseness to rules ig-
nores the fact that they too rely, albeit implicitly, on rules that
determine what constitutes a counterexample and how to find
one. Rationality includes the cognitive capacity to conduct a
systematic, rule-based search for counterexamples and to recog-
nize one as such when it is found.

Do mental models provide an
adequate account of syllogistic
reasoning performance?

Stephen E. Newstead

Department of Psychology, University of Plymouth, Plymouth PL4 8AA,
England

Electronic mail: p02111@pa.plym.ac.uk

Mental models were first put forward by Johnson-Laird (1983) as
an explanation of performance on syllogistic reasoning. Al-
though the approach has since been extended to many other
areas of cognition, it is still more fully articulated in this area
than elsewhere. In this commentary [ wish to examine how
satisfactory the approach is as an explanation of syllogistic
reasoning.

The main prediction made by the mental-model theory is that
multiple-model syllogisms should be more difficult than single-
model ones. Johnson-Laird & Byrne (J-L & B) have no doubt
that this prediction has been confirmed, commenting in their
accompanyving Précis that “We have yet to test an individual who
does not conform to this prediction” (sect. 6). This is a strong
claim, but one which seems to be borne out by the evidence: A
large number of studies have confirmed that the syllogisms J-L
& B characterise as multiple-model problems are consistently
harder than single-model ones. But there is a hidden problem
here, concerning the way problems are characterised as multi-
ple- or single-model syllogisms. A listing is presented in
Johnson-Laird and Bara (1984), and is partly reproduced in
Deduction (pp. 107-10). It is not clear to me, however, just how
these models are constructed or, indeed, what the criteria are
for models being distinct rather than variants of the same basic
model.

Let me illustrate this with an example. The syllogism:

All A are B
All B are C

yields just the following model according to J-L. & B:
[[a] b] c
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This means that A is exhaustively represented with respect to B,
B is exhaustively represented with respect to C, and there are
other individuals not explicitly represented in the model (indi-
cated by the three dots). From this single model representation,
it is relatively easy to draw the conclusion that All A are C.

Consider what would happen, however, if subjects were
assessing the validity of the conclusion All C are A. This is in fact
not a valid conclusion, since the above model can be fleshed out
as follows:

[[a] b] c
[[a] b] c

c

According to J-L & B, this is simply a fully fleshed out version of
the same model; but it could be argued that this expanded
version is actually a conceptually distinct model. It certainly
leads to different permitted conclusions.

To illustrate the dilemma, consider also the syllogism:

All B are A
All B are C

This produces three models, as follows:

[a [b] ] [a [b] o [a [b] «
[a [b] [a [b] ] [a [b] «
a C

It can be seen that the basic model is similar for all three models,
the only difference being that in (2) the possibility that there
might be A’s which are neither C’s nor B’s is explicitly repre-
sented, and in (3) the possibility of there being C’s which are
neither A’s nor B’s is explicitly represented. What are the
grounds for saying that these fleshed out models are concep-
tually distinct, whereas the fleshing out of the single-model
syllogism discussed above is not?

It is of course perfectly possible that the distinction can be
made, and indeed J-L & B indicate some of the ground rules that
will need to be incorporated into a computer program which can
construct mental models (pp. 177-80). This is a welcome devel-
opment, but until such a program is developed there will be a
lingering suspicion that the number of models a syllogism
permits is to some extent determined by how difficult it is found
to be.

Another area of syllogistic reasoning to which the mental-
model approach has been applied is that of belief bias. In their
Précis J-I. & B are right in pointing out that any effects of
believability are difficult to explain if reasoning is assumed to be
based on formal rules. Their own research has confirmed the
effects of believability and has also tested a specific prediction of
the mental-model account: that belief bias effects should be
stronger on multiple-model syllogisms than on single-model
ones. Contrary to their expectations, belief bias effects were
consistently found with single-model syllogisms. They did,
however, find that the believability of conclusions deriving from
the initial model constructed in multiple-model syllogisms af-
fected the likelihood of subjects continuingto search for alterna-
tive, falsifying models; this is consistent with the predictions of
mental-model theory.

Research in our own laboratory has extended this finding to
explain the observed interaction between logic and belief in
syllogistic reasoning. It has been found that the effects of logical
validity are strongest on unbelievable problems (Evans et al.
1983). Mental models can explain this if it assumed that subjects
seek to falsify a conclusion by searching for alternative models
only if the first model they construct leads to an unbelievable
conclusion. With single-model syllogisms, there is no alterna-
tive model to search for and hence the interaction should occur
only with multiple-model syllogisms. A series of experiments
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confirmed this prediction (Newstead et al., in press), though it
should be borne in mind that the number of models underlying
each syllogism was derived from Johnson-Laird and Bara (1984)
and is hence subject to the criticisms mentioned above.

Although mental models provide the best account of the
interaction between logic and belief, there are other aspects of
the belief bias literature that they explain less well. For exam-
ple, as mentioned above, belief bias effects occur with single-
model syllogisms, contrary to the predictions of the theory. It
has proved necessary to postulate the existence of a conclusion-
filtering mechanism that is applied to all conclusions, regardless
of the number of models underlying the syllogism (Oakhill et al.
1989). This is something of a face-saving exercise. There is
nothing in the mental-model account itself that would predict
such a mechanism, and indeed it has rather more in common
with the response bias approaches that mental-model theorists
have traditionally opposed.

There is in fact a way in which the existence of belief bias
effects on single-model syllogisms can be explained that pre-
serves the main aspects of the mental-model approach. One
assumes that subjects construct their mental model of a single-
model syllogism and then produce a conclusion consistent with
this model. If the conclusion they produce is unbelievable, they
may initiate a search for alternative models. They will not be
able to find a genuine alternative model, but this process of
search may be error prone, and on occasions subjects may
believe they have found an alternative model and hence reject
the (valid) conclusion they had originally produced. Since this
search will not even be initiated if the initial model produces a
believable conclusion, this can readily explain the observed
belief bias effects.

The above comments are largely critical, but should not be
taken to imply a general dissatisfaction with the mental-model
approach. On the contrary, it is currently one of the most
promising approaches to cognition; it is precisely because of this
that it is important to explore its shortcomings and limitations.

Mental models and the tractability
of everyday reasoning

Mike Oaksford

Cognitive Neurocomputation Unit, University of Wales at Bangor, Gwynedd
LL57 2DG, Wales

Electronic mail: pss027@vaxa.bangor.ac.uk or mike@cogsci.ed.ac.uk

In their new book Deduction Johnson-Laird & Byrne (J-L & B)
present the results of their work extending the mental-model
framework (Johnson-Laird 1983) beyond syllogistic reasoning to
account for (i) other modes of deduction (Chs. 3-8) and (ii)
everyday reasoning (Ch. 9). They argue (Ch. 9) that a mental-
model account of (i) will smoothly generalise to account for (ii).
Indeed, they view the processes of mental-model construction
required to account for deductive reasoning (i) as already em-
bodying mechanisms which account for everyday reasoning (ii).
In this commentary [ argue that mental-model theory is unlikely
to shed any light on the core problems of everyday reasoning
and that insofar as the mental-model account of deductive
reasoning relies on a solution to these problems, that account is
similarly suspect.

Everyday reasoning contrasts with deductive reasoning in
being nonmonotonic or defeasible, that is, premises can be
added and conclusions lost, or defeated. So, for example, when I
turn the ignition key in my car I infer that the engine will start
but this inference may be defeated if the battery is flat, the
ignition is faulty, and so on. In monotonic, deductive reasoning,
in contrast, the addition of premises cannot invalidate a previ-
ously valid argument. Most inferential performance which un-
derpins human cognition is nonmonotonic (Oaksford & Chater
1991; 1992a). Thus, scientific inference to the best explanation
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(Fodor 1983), default reasoning (Reiter 1980; 1985), induction,
abduction, eduction, and so on are all nonmonotonic. Problems
for formal theories of nonmonotonic reasoning have emerged in
the philosophy of science (Glymour 1987; Goodman 1983/1954;
Quine 1953) and more recently in Al knowledge representation
(McDermott 1986; Oaksford & Chater 1991). These theories
have confronted two problems: (i) They typically fail to capture
the intuitively correct inferences (McDermott 1986; Oaksford &
Chater 1991), and (ii) these systems are computationally intract-
able (McDermott 1986; Oaksford & Chater 1991). Nick Chater
and I have argued elsewhere (Chater & Qaksford 1993; Oaksford -
& Chater 1992a; 1992b) that mental-model theory fails to ad-
dress either of these problems. Here 1 concentrate on the
problem of intractability.

How intractability arises for nonmonotonic reasoning can be
illustrated using an instance of reasoning to the best explanation
(Fodor 1983). If my car doesn’t start when I turn the key, then I
am more likely to infer that the ignition is faulty than that
someone has removed the engine overnight. The plausibility of
the former conclusion over the latter, however, is only guaran-
teed relative to everything else I know (Fodor 1983; Quine
1953). Thus, if I knew that the ignition had just been changed
and that there was a group of engine bandits operating locally,
then the plausibilities of these conclusions may reverse and
hence the default conclusion I should draw will change. Briefly,
any default inference depends on its consistency with every-
thing else that is known; consistency checking is an NP-hard
problem (Garey & Johnson 1979); given that the whole of world
knowledge may be implicated in any default inference (Fodor
1983), intractability will bite even for default inferences in-
volving a single rule.

Mental-model theory does not seem to get off to a good start in
resolving the problem of intractability, exemplifying as it does a
strategy not noted for its success in Al. Al researchers have
typically examined inference regimes in toy domains, involving
small knowledge bases. In such domains these inference re-
gimes may be shown to have some plausibility. However, they
typically fail to scale up to more realistic settings involving
inferences over large amounts of knowledge such as those
implicated in everyday reasoning. Yet this is exactly the strategy
that mental-model theorists propose. A theory that appears
adequate to explaining reasoning performance in constrained
laboratory tasks is to be scaled up to account for real-world
nonmonotonic inference. These problems in Al suggest that the
adoption of a similar strategy by mental-model theorists is
unlikely to succeed, and this seems to be borne out in looking at
the specific proposals made by J-L & B.

The principle innovation behind mental-model theory - that
it is based on semantic rather than syntactic principles — exacer-
bates rather than alleviates the problem of intractability. Search-
ing exhaustively for a countermodel to a particular argument is a
less tractable procedure than its syntactic alternative even in the
case of monotonic reasoning. Mental-model theorists are aware
of this problem (e.g., Johnson-Laird 1983) and propose that
mental models do not represent all possible models but instead
only use arbitrary exemplars of the domains that figure in an
argument. However, J-L. & B, perhaps rightly (Oaksford &
Chater 1992a), lay little emphasis on the use of arbitrary exem-
plars in avoiding the intractability of everyday reasoning, mak-
ing an appeal instead to the ability to construct the right kind of
mental model. Such an appeal, however, turns out to be
circular.

J-L & B suggest that nonmonotonic reasoning is a natural
byproduct of constructing mental models. Default assumptions,
which can be undone in the light of subsequent evidence, can be
recruited from prior world knowledge and embodied in amental
model. The problem of intractability can be avoided because no
search for counterexamples to these default assumptions need
be initiated and only a single representative model need be
considered.



Itis difficult to know how these proposals resolve the problem
of intractability because no example of any benchmark defeas-
ible inference (e.g., the Yale shooting problem, Hanks &
McDermott 1985; 1986) is worked through in the book. (Indeed
one suspects that the only reason J-L & B’s proposals seem at all
plausible is because they are worked through with an abstract
example of spatial reasoning [pp. 181-83], which is unlikely to
contact appropriate world knowledge.) So let us consider
whether these proposals could resolve the defeasible inference
we introduced above. The inference we want is that if the key is
turned and the car does not start then I infer that the ignition is
faulty rather than that the engine has been removed. Clearly a
model in which the engine has been removed is less plausible
than one in which the ignition is faulty. However, in J-L & B
there are no inferential principles described which would indi-
cate why the former rather than the latter model is constructed.
It would appear therefore that the only grounds for differentiat-
ing these models is that a prior exhaustive search has been
conducted which indicates that the situation where the ignition
is faulty is more consistent with prior knowledge than a situation
in which the engine has been removed overnight. But if con-
structing the right model involves such exhaustive memory
searches, then mental models, per se, do nothing to resolve the
problem of the intractability of everyday nonmonotonic infer-
ence. Moreover, since constructing-the right model is itself a
problem in nonmonotonic everyday inference, this “solution” is
circular (Garnham [1993] makes a stronger case for the appli-
cability of mental-model theory to nonmonotonic reasoning, but
see Chater & Oaksford [1993]).

The situation is in fact worse: The mental-model account of
deductive reasoning also relies on processes which construct
just the right kinds of model. In J-L & B the explanation of the
empirical data on deductive reasoning depends on the way an
initial mental model of the premises is “fleshed out.” “Fleshing
out,” for example, determines whether a disjunction is inter-
preted as exclusive or inclusive (p. 45); whether a conditional is
interpreted as material implication or equivalence (pp. 48-50),
which in turn determines whether inferences by modus tollens
will be performed; whether nonstandard interpretations of the
conditional are adopted (p. 67), including content effects
whereby the relation between antecedent and consequent af-
fects the interpretation (pp. 72—73); it also determines confirma-
tion bias in Wason’s selection task (p. 80) and the search for
counterexamples in syllogistic reasoning (p. 119). The processes
of “fleshing out” involve nonmonotonic reasoning, which, as J-L
& B (p. 181) argue, “is essential for the program’s operation [i.e.,
the program which constructs and manipulates mental models];
it is a process that is complementary to valid deduction.” Thus,
it would seem that rather than smoothly generalising to account
for everyday reasoning, the mental-model theory of deductive
reasoning presupposes a solution to the problems of non-
monotonic inference.

Deduction and degrees of belief
David Over .

School of Social and International Studies, The University of Sunderland,
Sunderland SR1 3SD, England
Electronic mail: osOdov@spock.sunderland.ac.uk

Johnson-Laird & Byrne (J-L &B) have many interesting and
stimulating things to say about deduction in their book. They are
well aware that their account needs to be extended in a number
of ways. I wish to focus here on what I see as one serious
limitation of that account, hoping that they will agree that
overcoming it is a priority.

J-L. & B investigate what deductions people make from
propositions they are given as premises. That is, people are
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presented with certain propositions, expected to assume that
these are true, and required to answer certain questions about
what validly follows. This may be done quite explicitly, as when
they are given the premises of a possible syllogism and asked
what follows. It may also be done rather implicitly, as when they
are told to assume certain facts about four cards and then asked
which ones need to be turned to find out whether a conditional is
true or false. Some of these premises are abstract, arbitrary, and
artificial; others are more realistic. But what subjects are ba-
sically being asked to do is itself fairly artificial. People generally
use deduction in ordinary affairs to extend or deepen their
beliefs for specific purposes. They do not often assume what
they do not believe. They do admittedly do this sometimes.
Ordinary people do occasionally use the form of reductio ad
absurdum, which requires them to assume propositions be-
lieved by their opponents in an argument, with the intention of
showing that an absurdity can be deduced from these. In
decision making, people will assume that they have chosen one
course of action rather than another, with the object of inferring
what would follow from it. But this is a very special case, in that
they can make such propositions true by actually choosing that
course of action (after inferring that it is the best one for what
they want).

Sometimes it is even pointless to assume that our actual
beliefs are true, that is, to take them as certain, for the purpose
of deducing interesting conclusions. To take a specific example,
I now have a moderately confident belief about who will win the
next American presidential election. If I assume that this belief
is correct, and assume other general beliefs I have are true, I can
deduce that the dollar will get stronger after the election. But do
I now firmly believe that this will happen, and so go out and buy
dollars? I do not, for I have made a number of assumptions for
this deduction, and these might be false. It is true that these
assumptions express my beliefs, but then I am not certain of
these beliefs. I have more confidence in some than in others,
and when L ask how likely they are to be all true together, Ireally
have my doubts. There is nothing irrational in this; my degrees
of belief could be coherent, in the sense of conforming to the
principles of the probability calculus. But then it looks as though
my deduction about the dollar was a waste-of time, and indeed 1
would not have bothered to make it except for the purposes of an
example.

In order to investigate deduction more realistically, we must
have the means first of all to distinguish between assumptions
and beliefs, and then to distinguish between, and theorize
about, different degrees of belief. The representations of mental
models in J-L. & B’s book could correspond to a person’s
assumptions or certain beliefs. A number of such representa-
tions could at best correspond to possibilities the person con-
siders equally likely. They have no way as yet of representing
mental models embodying more or less firmly held beliefs,
along with other mental models standing for alternatives held to
be less likely. J-L & B’s theory does not yet cover the deductions
of people whose mental representations are distinguished in this
way, This is a serious limitation; just how serious can be illus-
trated by what they say about conditionals.

An indicative conditional tends to be asserted and accepted
when its consequent seems highly probable given its anteced-
ent. We need a way of accounting for this important point about
these conditionals, which J-L & B do not give us. They consider
the extreme view that such conditionals do not have truth
conditions, but only assertibility and acceptability conditions.
They reject this view because “if conditionals have no truth
conditions then they cannot be true or false, and so they cannot
occur in valid deductions, which by definition are truth preserv-
ing” (p. 65). This remark does not actually do justice to that view,
which can define validity, using the fact that the uncertainty (1 —
the probability) of the conclusion in a valid argument cannot
exceed the sum of the uncertainties of its premises. (See Adams,
1975, on how to make this a rigorous definition.) In any case, we
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do not need to take the extreme view to see the importance of
examining people’s deductive behaviour for different degrees of
uncertainty in premises (where, again, one’s degree of uncer-
tainty is 1 — one’s degree of belief). If we do not work with these
concepts and distinctions, we are likely to be led astray.

J-L & B, for example, claim that “people do not have a secure
intuition that modus ponens applies equally to any content.”
(Précis, sect. 4, para. 3) They conclude this from experiments
run by Byrne (1989), in which subjects are given two condi-
tionals and the antecedent of the first as assumptions, and the
subjects do not deduce the consequent of the first as the
conclusion. J-L & B claim that the second conditional “blocks”
the application of modus ponens to the first conditional. The
obvious reply, with the proper distinctions in hand, is that the
particular second conditional the subjects are given greatly
increases the imagined degree of uncertainty in the first. The
subjects have no doubts about modus ponens for these condi-
tionals, but in real life they do not waste time drawing conclu-
sions from grossly uncertain propositions, and this carries over
to the experiment. {J-L & B discuss only indicative conditionals
in this connection. But one can make the case that modus ponens
should not always apply to deontic conditionals. On this, see
Evans et al. 1992 and Manktelow & Over 1992b. For more on
Byrne’s experiments, see Byrne 1991; O’Brien, in press; Pol-
itzer & Braine 1991.)

Mental models, more or less
Thad A. Polk

Department of Psychology and School of Computer Science, Carnegie
Mellon University, Pittsburgh, PA 15213
Electronic mail: polk@cmu.edu

Deduction represents the most complete and accurate treat-
ment of deduction to date. Johnson-Laird & Byrne (J-L & B)
have provided explanations for behavior on all the standard tasks
used in studying deduction and, in most cases, their accounts
are more accurate than any previous theories. Furthermore,
their explanations are derived from one general framework —
mental-model theory. Consequently, the individual microtheo-
ries do not stand on their own, but provide mutual support for
each other. In short, J-I. & B have provided the first unified
theory of deduction — an extremely important contribution to
the study of cognition. Nevertheless, I have two major concerns
about the book. Put simply, the authors’ explanations of empiri-
cal results depend on both more and less than the basic mental-
model theory. Consequently, the theory is neither as powerful as
the book suggests nor as parsimonious as it could be.

The mental-model theory assumes that deduction consists of
three stages: comprehension (constructing an initial mental
model), description (formulating a parsimonious description of
the models that have been constructed), and validation (search-
ing for alternative models in which the putative conclusion is
false) (pp. 35-36). The reader is given the impression that one
can derive all the empirical results from this one basic theory.
For example, ]J-L & B claim to have “formulated the first
comprehensive theory in psychology to explain all the main
varieties of deduction” (p. x) and that the empirical results
“corroborated the model theory’s predictions about proposi-
tional, relational, quantificational, and meta-logical reasoning”
(p. 215, emphasis added). But in reality, the explanations of
behavior on individual tasks rely, almost without exception on
additional assumptions that are not part of the core theory.

The most obvious example is the prediction that the difficulty
of metalogical problems is based on “the number of clauses that
it is necessary to use in order to solve the problem” (p. 160). This
prediction is based on the specific strategies J-L & B assumed
subjects were applying and it clearly cannot be derived from the
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basic theory. The authors acknowledge as much: “the prediction
is almost independent of the processing theory that we have
proposed, and is likely to be made by any sensible analysis of
meta-logical problems” (p. 160). Numerous other assumptions
that are not part of the basic theory also play a role in explaining
behavior. In Chapter 3, “negative deductions should be harder
than . . . affirmative deductions” (p. 55). In Chapter 4, “sub-
jects consider only those cards that are explicitly represented in
their models of the rule” (p. 79). In Chapter 5, reasoners are
assumed to consider multiple models even if both support the
same conclusion (p. 96), and this seems to contradict the basic
theory’s assumption that additional models are considered only
if they falsify the putative conclusion (p. 35). In Chapter 6, “it is
harder to form an initial model in these (symmetrical syllogism)
figures” (p. 123). In Chapter 8, “the hypothesis that an assertion
is true should be easier to process than the hypothesis that an
assertion is false” (p. 161).

The point here is not to question these additional assumptions
(most of which seem quite plausible) or to criticize the model
theory, but simply to point out that the predictions depend on
both. J-L & B have developed a set of microtheories all of which
are based on the same general framework. The fact that they
could do so provides strong support for mental models, but it is
far different from deriving all the predictions from that basic
theory.

Although my first concern only involved the claims made
about the theory, my second involves the theory itself. Valida-
tion (the search for alternative models that falsify putative
conclusions) is at the heart of the theory, yet this stage does not
seem to have much predictive power: Most of the predictions in
the book do not make reference to it, and even those that do can
be derived more simply without it. Consider the predictions
about propositional reasoning which are summarized in the
conclusions to Chapters 3 and 4. Most of these are based on the
number of explicit models assumed to be constructed by com-
prehension. For example, deductions based on exclusive dis-
junctions are predicted to be harder than deductions based on
conditionals. The reason is that the disjunctions are assumed to
require the construction of two explicit models whereas the
conditionals are assumed to require only one. But note that this
prediction makes no reference to validation — it depends only on
how many explicit models are produced by the comprehension
stage. The other predictions in Chapter 3 are also based on
assumptions about comprehension. Similarly, the predictions in
Chapter 4 are not based on validation but on the initial models
produced by comprehension: “These [initial] models lead to a
defective truth table, an inability to make a modus tollens
deduction, and a lack of insight into the selection task. When the
models are fleshed out with explicit information, . . . then
judgements conform to a complete truth table, modus tollens is
deduced, and an insightful choice in the selection task becomes
feasible” (p. 85).

Some of the predictions about relational reasoning (Ch. 5), on
the other hand, do make reference to validation. For example,
problem III (p. 96) is predicted to be difficult because any
conclusion drawn from the initial model can be falsified by
constructing an alternative model. In keeping with this predic-
tion, only 18% of subjects get tasks like problem III correct. But
the only reason problem III is predicted to be hard is that it
requires validation. So according to the mental-model theory
itself, less than 20% of subjects successfully apply the validation
stage to these types of problems. And a substantial proportion of
even these subjects may not be doing so. If they simply noticed
the ambiguity of the premises during the initial encoding then
they might respond “no valid conclusion” (the correct response)
without ever having constructed alternative models.

Next, consider reasoning with quantifiers (Ch. 6 & 7). Once
again, according to mental-model theory itself, most of the
subjects do not successfully validate their conclusions. In the
case of syllogisms, only 25% of responses are correct on prob-



lems that are assumed to require validation (p. 123). Similarly, in
two experiments using multiple quantifiers, only 13% and 16%
of responses were correct for valid multiple-model problems
(pp. 139-40). Furthermore, Polk and Newell (1992) have con-
structed a theory of syllogisms that uses mental models and that
can be parametrized to model individual subjects. Of the 103
subjects they studied, only 1 was fit significantly better with a
validation strategy than without one. So even behavior that
appears to be consistent with validation can be explained with-
out it. J-L & B also point to subjects’ memory of their responses
as evidence for the search for alternative models (pp. 126-27).
Subjects who responded “no valid conclusion” often claim to
have given the response that would be predicted for a single
model, presumably because they considered that model initially
but rejected it during validation. But as the authors themselves
admit, the possibility that these subjects “were reasoning from
the premises once again . . . cannot be eliminated” (p. 127).

Finally, as I pointed out above, the predictions about meta-
deduction (Ch. 8) mainly depend on the metalogical strategies
that subjects are assumed to apply. In any case, they do not
depend on validating putative conclusions by searching for
alternative models.

The reader may wonder why the issue of validation is impor-
tant. After all, the mental-model theory is consistent with the
idea that some subjects do not validate (because of working
memory limitations). But recall that J-L & B consider validation
to be at the very heart of deduction: “Reasoning itself depends
solely on searching for counterexamples” (p. 144). So if, as I have
argued, validation is very rare, then Deduction presents a
distorted view of reasoning. An alternative view, proposed by
Polk and Newell (1992), is that behavior on these tasks can best
be characterized as verbal reasoning. They argue that encoding
and reencoding are the central processes in the deduction of
untrained subjects — not the search for alternative models.

Despite these concerns, Deduction represents one of the
most important contributions to the study of reasoning in a long
time. It presents the first unified theory of deduction and
provides compelling evidence that rule-based theories are fun-
damentally wrong. In my opinion, Johnson-Laird & Byrne have
laid to rest the issue of whether people reason using formal
rules, context-specific rules, or mental models — they use
mental models, more or less.
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There is no need for (even fully fleshed out)
mental models to map onto formal logic

Paul Pollard

Department of Psychology, University of Central Lancashire, Preston PR1
2TQ, England

Johnson-Laird & Byrne (J-L & B) provide extensive and con-
vincing evidence that people derive deductions via mental
models and do not possess formal inference rules. Personally, I
am convinced that this is the case. However, although no formal
logical rules are necessary for combining models or determining
possible conclusions, I feel that there is an inherent inconsis-
tency in the authors position in that they appear to draw upon
formal rules of inference in their theories of how models are
constructed. This process is said to rest upon grammatical and
semantic knowledge that allows an understanding of the state-
ments to be modeled. For relational terms, it is clear how the
meaning of terms such as “taller,” “in front of,” and so on, can be
modeled from a clear understanding of the everyday use of such
terms. However, in most reasoning situations covered in the
book the statements to be modeled are somewhat more compli-

Commentary/Johnson-Laird & Byrne: Deduction

cated. In every case, J-L & B assume that the model constructed
(once fully “fleshed out”) interprets the premises in the same
way as they would be interpreted from a formal logical point of
view. The instances of this that I will address here are models for
“some” and “if . . . then.”

Perhaps the most notable case in which subjects are assumed
to build models based on formal logic is “if . . . then.” Some of
the most powerful arguments against rule theories arise from the
discussion of conditionals, where it is argued that subjects do not
even have a formal rule for modus ponens. However, paradox-
ically, this raises a problem for J-L & B’s theory of conditionals
as, if subjects have no rule for modus ponens, they should have
difficulty constructing a model for “if then” and there is no
reason why this model should accord with material implication.
In particular, if modus ponens can be suppressed, there is no
reason why a fully fleshed out model for “if p then q” should not
include some instances of “p and not g.” While arguing that
subjects have no formal logical rules, J-L & B still propose a full
model (i.e., once the implicit part has been fleshed out) of “if
then” that accords with material implication. The effect of
thematic content on the selection task is then explained as due to
the content eliciting this full representation so that the impos-
sibility of p and not q is apparent. However, thematic contents
that have proved most facilitative on the selection task are all of a
type that rely on natural rules about permitted or required
activities.

Regardless of whether one wishes to explain performance in
terms of a permission schema, it seems to me that these contents
have one particular thing in common: In natural language they
express conditional relationships that are true but for which
counterexamples are known to exist. Thus, for example, it is
true that there is a legal drinking age but it is also true that
people drink when underage. If people don’t have formal rules
of inference then it follows that constructed models do not need
to be based on them. Any full model of this rule should thus
include, p not g cases, not as impossibilities, but as real tokens
that are as likely to exist as p, g instances. It seems likely that
highly facilitative contents on the selection task work as they do
because the mental model of the conditional includes explicit
tokens for potential violations. It could be objected that any such
model would render the conditional always true and thus testing
it is pointless. However, the whole point about social rules such
as the Griggs and Cox (1982) “drinks” problem and D’Andrade’s
Sears problem (Rumelhart 1979; 1980), and even the artificial
problems created by Cosmides (1989), is that their truth or
falsity cannot be determined by an evaluation of instances — as {t
is known that people break them. Facilitation is gained by asking
subjects to search for violations and there is clear evidence (e.g.,
Jackson & Griggs 1990) that this focus on violations is an
important component of the facilitation. In essence, I am sug-
gesting that highly facilitative contents give rise to a model of the
conditional that contains explicit p, not g tokens, thus allowing
these to be easily identified by solvers when they are asked to
search for violations. Allowing “nonlogical” models of this type
adds explanatory power and can be viewed as a necessary
consequence of the argument that people do not have formal
inference rules.

Throughout discussion of syllogistic and multiply quantified
arguments, the description of a fully explicit model of an
existential premise relies on its interpretation in formal logic as
“some and possibly all.” However, most subjects appear to
interpret “some” as meaning “some are and some are not,” even
when explicitly instructed as to its meaning in formal logic (e.g.,
Newstead 1989). It follows clearly from J-L & B’s overall theory
that subjects should construct models using this everyday inter-
pretation. In particular, many subjects will not construct models
that include the “all” possibility. Thus, subjects on some multi-
ple model problems will fail to generate all the possible models
not because of processing limitations, restricted search, or
whatever, but because for them these models simply do not
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exist. Failure to construct certain alternative models is then
another way of saying that the subject’s interpretation of the
premise is discrepant with its specification in formal logic.
Greene (1992) has presented a reinterpretation of the results
from the problems using doubly quantified premises that is
based on an analysis of the subjects interpretation of the
premises used. In their reply, one argument that Johnson-Laird
et al. (1992) use is that this reanalysis fails to explain why
interpretational difficulties are confounded with the number of
models needed. However, the reliance on the logical rather than
the natural interpretation of quantifiers on the proposed model
construction is in danger of leading to circularity. Does the
number of models needed account for apparent interpretational
differences, or do interpretational effects account for apparent
differences between models? “Misinterpretations” (from the
perspective of formal logic) are bound to lead to conclusions that
are consistent with some, but not all, models (a finding J-L. & B
frequently cite). Thus, misinterpretation of some premises is not
inconsistent with the results and could be incorporated within
the theory.

It seems to me that in restricting models to the logical
interpretation, J-L & B have introduced an essential contradic-
tion in the overall theory and missed the opportunity to enhance
its explanatory power, both in relation to the selection task and
in relation to the incorporation of natural language interpreta-
tions of premises in reasoning with quantifiers.

Unjustified presuppositions of competence

Leah Savion

Department of Philosophy, Indiana University, Bloomington, IN 47405
Electronic mail: /savion@iubacs.bitnet

The theory of inental models (MM) provides a partial account of
the effect of the semantic interpretation of premises on the
conclusion drawn and brings to light the role of imagery in
reasoning. The theory is seriously incomplete on several scores,
notably at the “algorithmic level.” For example, there is no way
of accounting, within the theory’s framework, for immediate
“automatic” inferences people generally make from formally
stated premises. ! Also, explaining inferential failures in terms of
incomplete representation of the premises leaves little room for
the many cognitive heuristics and conspicuous human biases
involved in reasoning.

Mental-model theory, however, cannot be saved by patching
up these and other incomplete accounts. In my opinion, the
theory is intrinsically inadequate as a model of actual . human
deductive reasoning. In attempting to replace the unreasonable
assumptions of mental logic theories by postulating “psycho-
logically real” assumptions, Johnson-Laird & Byrne (J-L & B)
end up presupposing an enormous core of competence that
contains declarative knowledge, procedural knowledge and
skills, all under the rubric of “rationality.” These implicit compo-
nents are necessary for each stage of the deduction process:
construction of models, inference, and search for counterexam-
ples. Most of these assumptions do not stand up to intuitive
judgments or to simple empirical observations. The following
make some of the major assumptions explicit.

A. Competence consists of the central “core of rationality,
which appears to be common to all human societies. It is the
semantic principle of validity: an argument is valid only if there
is no way in which its premises could be true and its conclusion
false” (p. 209). As a matter of fact, the principle of validity is one
of the most difficult concepts to teach to laymen. In elementary
logic courses, I have observed thousands of college students
demonstrating a deep-rooted confusion between the criterion of
deductive correctness (validity) of reasoning and the truth of the
sentences involved. This misconception leads many to the
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conviction that no correct conclusion is (factually) false, und
further — that no correct reasoning can be exercised on false
premises.?

B. The ability to search for counterexamples for the initial
conclusion drawn is postulated by the MM theory as an essential
ingredient of our competence core that is carried out at the last
stage of deduction. This “universal” inferential strategy presup-
poses the understanding of the notion of validity and its subtle
connection with the notion of truth. The naive reasoner is not
normally aware of the instruction that the definition of validity
implies: Always assume all the premises true in order to see
whether the conclusion follows on the basis of that assumption.
The search for a counterexample, we are told, proceeds by
attempting to construct models that falsify the putative conclu-
sion. But if the conjunction of the premises with the denial of the
conclusion yields a contradiction, the untutored person may
conclude that one of the premises is false. Furthermore, the
application of this strategy requires a clear conception of the
notion of contradiction. Alas, most naive reasoners offer
the sentence “no woman is smart” as contradicting the sentence
“all women are smart,” demonstrating a confusion between
contradiction and incompatibility.

C. The MM explanation of reasoning with quantified prem-
ises makes several assumptions about people’s competence that
prove to have no psychological reality. For example:

(1) People distinguish the instantiation of a general sentence
(into an arbitrary object) from the instantiation of a particular
sentence (into a nonarbitrary object).

(2) People are always clear about the contextual meaning of
the ambiguous copula (“is,” “are”) that can be used to indicate
inclusion (as in “all cats are animals”) or the stronger relation of
identity (“all lawyers are attorneys”).?

(3) People do not construct unwarranted additional models.
For example, the model for “some students did not pass the test”
should not contain the information “some students passed the
test.” In reality, many fallacious inferences are drawn not be-
cause of incomplete representation of the premises, as J-L. & B
claim, but rather from misconception of the semantic-logical
properties of quantity indicators that trigger “implicature” un-
derstanding and enlargement of the information given.

D. The MM account of propositional reasoning makes similar
unrealistic assumptions about the elementary universal logico-
semantic competence that people bring to bear in their reason-
ing. Building the suggested internal models of conditional
premises (whether explicit or implicit) presupposes the posses-
sion of the notions of sufficient and necessary conditions, which,
unfortunately, most lay people lack. In general, we are told that
all that people need for the construction of models is “a knowl-
edge of the meaning of the connectives and other logical terms
that occur in the premises” (p. 39). Assuming that we all know
the meaning of logical terms would blatantly beg the question.
The solution offered — that these logical aspects of meaning
“emerge” from the use we make of these terms in constructing
and interpreting the relevant models (pp. 92, 103, 145) — takes
us straight into the fire.

J-L. & B suggest a refreshing departure from the idealistic
syntactic approach to human reasoning. Unfortunately, the MM
theory’s model of actual reasoning is highly idealistic. If the
acquisition of deductive competence is “profoundly puzzling”
for formal rule theories (p. 204), it is astounding for the MM
theory. By presupposing the above components of competence
and others,* the MM theory makes intolerable demands on
human competence, thereby failing to deliver its promise to
“show how a theory based on models is able to account for
deductive competence and for systematic patterns of perfor-
mance” (p. 131).

NOTES

1. Hardly anyone fails to conclude “all A are C” from “all A are B and
all B are C.” The improvement of one’s logical skills depends heavily on
skills that manifest themselves in such “automatic” responses.



2. One of the major arguments proposed against the rule theory is the
phenomenon mistakenly labeled as “rule suppression” (p. 199): Given
that if Lisa goes fishing she’ll have a fish supper, and that Lisa goes
fishing, people are reluctant to conclude that she’ll have fish for dinner
once they are told that Lisa may not catch any fish. The story does not
prove the nonuniversality of the “suppressed” modus ponens. Rather,
since the first premise of the argument was rendered false by the
additional premise, people simply refuse to use it in reasoning.

3. Evidence indicates that when given a neutral or arbitrary-content
premise, people make a completely arbitrary choice between the two
meanings.

4. For example, the layman is supposed to possess the semantic
principle of compositionality, the deduction theorem and the working of
recursive functions.

Nonsentential representation
and nonformality

Keith Stenning and Jon Oberlander

Human Communication Research Centre, Universiry of Edinburgh,
Edinburgh EH8 9LW, Scotland

Electronic mail: k.stenning@ed.ac.uk; j.oberlander@ed.ac.uk

The following appears near the end of Chapter 1 of Deduction
and encapsulates Johnson-Laird & Byrne’s (J-L. & B’s) position:
No practical procedure can examine infinitely many models in search-
ing for a possible counterexample to a conclusion. Hence, what
logicians have proposed are systems of formal rules based on the idea
of such a search for counterexamples. . . . But, the rules operate at
one remove from models: they manipulate logical forms as do the
rules of a natural deduction system. What we aim to show in this
monograph is: 1. that in everyday reasoning the search for counterex-
amples can be conducted directly by constructing alternative models.

{p- 16)

It might be thought that the primary claim is that the senten-
tial nature of the representations logicians use is inessential to
their craft. But then the fact that one can devise nonsentential
reasoning systems — such as the well-known graphical logic
diagrams of Euler, Peirce, and Venn — would mean that J-I & B’s
book was uncontroversial. One might perhaps then argue that
mental models are not as nonsentential as they seem; there are
simple algorithms for presenting them in a more sentential
format. But this would be a minor quibble; the claim that
sentential representations are not privileged has been made a
number of times, most notably and with considerable rigour by
Barwise and Etchemendy (1991).

However, this clear claim does not appear to be the object of
J-L & B’s book. Consider the occurrence of “directly” in the final
sentence of the quote. The authors apparently believe that their
reasoning system does not involve representations at all, or that
what representations it does use are not governed by rules of
manipulation and interpretation. Hence, they appear to believe
not only that their system is nonsentential, but also that it is
nonformal.

Now, the history of Johnson-Laird’s work suggests the origins
of this mistake. That work has been driven by the important
insight that much of human reasoning is not deductive and that
even when the task is deductive, performance varies substan-
tially with the content of problems. It is therefore an important
goal to explain how dependence on content arises. J-L & B
maintain that content-dependence cannot be explained without
the concept of nonformal reasoning, and that mental-model
theory (MMT) is nonformal in just the sense required. The book
is part of an attempt to show that MMT can explain aspects of
content-dependence. However, we would argue that (i) MMT is
actually formal, and that (ii) it fails to account for content-
dependence. If it fails, however, its formality is not to blame,
since (iii) one can construct an explanation of content-
dependence compatible with formality. Leaving point (ii) to one
side, let us consider the other points in turn.
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On point (i), we would say that MMT is purely formal, though
nonsentential, since it essentially provides unconventional
proof-theories for various logical fragments. The theory does
involve representations that are manipulated formally, and like
all proof-theories, these manipulations are designed to allow
computational access to an underlying model theory. The real
contribution is not that these procedures “manipulate models
directly,” but that mental-model notation captures the fact that
human strategies of reasoning are highly agglomerative (see
Stenning 1992).

On point (iii), it is this insight concerning agglomeration that
indicates where explanations of at least some forms of content-
dependence must focus: on the nature of the underlying
working-memory binding mechanisms. It is, of course, impor-
tant to observe that other forms of content-dependence can be
accounted for at a “higher” level: Reasoning with the syllogistic
premises “All women are female” and “All men are women”
would indeed be affected by taxonomic background knowledge.
But in some cases, we can indeed trace the content-dependence
of reasoning to the attribute binding mechanisms in working
memory. It is these which implement the proof theory; and it
can be shown that they give rise to its agglomerative style (see
Stenning & Oaksford, in press; Stenning & Oberlander,
submitted).

What follows from accepting points (i) and (iii)? from accepting
that MMT gives us a formal reasoning system, and that explana-
tions of content-dependence can be located at an implementa-
tional level? One conclusion is that mental models’ main interest
lies in their nonsentential nature, as we suggested to begin with.
This should remind us that there are traditional graphical
methods of syllogistic reasoning which are more thoroughly
nonsentential than MMT. Where mental models could naturally
be represented as 1-D list structures, the graphical methods
exploit 2-D geometrical-topological relations. One such method
— “Euler’s Circles” — can be shown to be equivalent, when
properly interpreted, to mental models (Stenning & Ob-
erlander, submitted). Because the graphical representations are
more constrained than mental-model notation, however, they
also reveal novel features of human performance on syllogisms,
allowing, for example, a generalisation of the “figural effect” (see
Yule & Stenning 1992).

If J-1. & B’s aim was to champion nonsentential methods of
reasoning, then it is curious that they go to considerable lengths
to rule out graphical methods at a number of points. For
example, they argue in Chapter 7 that since Euler’s Circles treat
monadic arguments, they cannot treat relational arguments. Yet
the mental-model treatment they present uses page layout in a
manner transparently adaptable to Euler’s Circles. The truth is
that the relational arguments the authors pick are trivially
reducible to the Euler’s Circles monadic fragment. And their
choice of arguments is no accident; it is this precise fragment
that MMT actually treats. One is left with the impression that
J-L & B are simply trying to preserve the apparent originality of
their system, even though it is arguably a somewhat less perspi-
cuous version of a traditional graphical technique.

If, on the one hand, mental-model theory is taken as an
argument for the liberation of psychological work on human
reasoning from an outdated mechanical view of what logics are,
then it has made a valuable contribution. As such, it points the
way towards more radically nonsentential theories of human
reasoning. If, on the other hand, mental-model theory is taken
as an argument that human reasoning is computational but
nonformal, dealing directly with the world without the interven-
tion of representations, then it is downright misleading. As
such, it needs to be further informed with concepts from the
disciplines which deal with representation, syntax, semantics,
and computation.
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Models, rules and expertise
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Given the extensive use of evidence and argument with which
Johnson-Laird & Byrne (J-L & B) make their case for mental
models, it seems to me to be hard to dispute the broad sweep of
their position. Nevertheless, I will argue that mental models is
not a truly general theory of the performance of individuals who
have no formal training in logic. 1 will also suggest that even if it
were such a theory, it would still be valuable to have an account
of how untutored novices may turn into logical experts. Indeed,
the beginnings of such an account of the acquisition of expertise
may lie in J-L & B’s own work on the metadeductive abilities of
subjects untutored in logic.

In the context of deduction, I use the term “expertise” with
two distinct referents: substantive expertise, which is expertise
in the content domain being reasoned about, be it physics (e.g.,
Larkin et al. 1980) or racetrack handicapping (Ceci & Liker
1986); and logical expertise, which is expertise in logic itself.
Substantive expertise is relevant to the argument that the
theory of mental models is not a general theory of everyday
deduction. Logical expertise is relevant to the suggestion that
untutored novices may turn into experts in logic.

Expertise in a content domain may result in once difficult

_deductions becoming automatic in the manner described by
Anderson (1982). In other words, people may acquire domain-
specific production rules that automatically compute routine
deductions in a highly familiar domain, thus leaving working-
memory capacity free for developing new ideas through the use
of mental models. Domain experts may therefore use mental
models only when developing new ideas, instead using domain-
specific production rules when reasoning with familiar content
in their domain. Such experts need not be experts in logic. Thus
their performance legitimately falls within the bounds of a
theory of untutored deduction. J-L & B’s reference to increases
in the capacity of working memory during childhood (p. 204) also
neglects the potential importance of knowledge. Chi (1978),
among others, has argued that these capacity increases reflect
increases in knowledge with increasing age rather than general
increases in capacity. In ignoring substantive expertise, J-L & B
may have neglected a major factor underlying deduction even in
people untutored in logic. A proper test of the generality that is
claimed for mental models therefore requires that the experi-
mental subjects include substantive experts as well as novices in
the domain specified by the content of the experimental mate-
rials. The routine use of neutral or abstract content in experi-
mental materials (except when belief effects are under scrutiny)
may effectively mask the potential effects of substantive exper-
tise, as may the failure to distinguish subjects in terms of such
expertise.

Expertise in logic may result from either explicit tuition or a
protracted period of self-reflective metalogical processing of the
kind discussed by J-L. & B. With sufficient experience in solving
logical problems, coupled with self-reflection, it may well be
that seasoned reasoners can extract from their performance the
formal rules that describe validity and subsequently use these
rules instead of mental models. Such reasoning by rule may be
what enables logical experts to focus on the form rather than the
content of aproblem when deriving a valid conclusion, an ability
that is notoriously difficult for nonexpert reasoners. The begin-
nings of such a process may be evident in studies that show the
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rudimentary use of rules in solving syllogisms (e.g., Galotti etal.
1986) and relational problems (e.g., Wood 1969), although true
expertise takes longer than the duration of a single experiment.
True experts in logic may hence use formal rules for the kinds of
abstract or neutral problems typically presented to experimen-
tal subjects, although they may need to use mental models to
develop new ideas. Thus, a proper test of the use of formal rules
of inference may call for subjects who have logical expertise as
well as subjects who are untutored or otherwise inexperienced
in logic.

J-L. & B might justifiably argue that even if the arguments
about logical expertise are plausible, they do not affect their
theory because it was not intended to account for such expertise.
Nevertheless, their account of metadeduction depends crucially
on the ability to reflect on one’s own and other people’s deduc-
tions, and their account of development assumes that such
abilities develop naturally (p. 204). Yet the development of
metacognition is decidedly problematic (e.g., Brown & Day
1983). Abilities of the kind assumed by J-L & B in their account
of metadeduction do not appear to be an automatic consequence
of development. Indeed, attempts to train such skills also show
limited success (e.g., Brown et al. 1981). As Bereiter and
Scardamalia (1989) point out, the very existence of study skills
training programs, typically aimed at college students, testifies
to the fact that many students reach young adulthood with
inadequately developed strategies for reflecting on and monitor-
ing their own cognitive processes, other than those required for
the memorization of facts. In other words, the subjects who
participate in experiments on metadeduction may be ill-
prepared for the task that confronts them. The identification of
strategies that subjects use to solve metalogical problems (pp.
155-59) does indicate how novices approach a task in which they
have little prior experience, and this of course was the intended
scope of the work. But such strategies might have greater
theoretical significance if they were located in a context that
allowed an examination of how they might be used in the
acquisition of logical expertise. For that, a characterization of
the ways in which logical experts also solve such problems is
needed.

Scientific thinking and mental models

Ryan D. Tweney

Department of Psychology, Bowling Green State University, Bowling
Green, OH 43403

Electronic mail: tweney@andy.bgsu.edu.internet

Simplicity and elegance are not all that common in cognitive
science; because so much thought is “messy” — particularized,
contextually dependent, multicomponential — our theories of
thinking have tended to share the same attributes. It is refresh-
ing, therefore, to see an exception. Johnson-Laird & Byrne (J-L
& B) have given us a simple and powerful account that bridges a
great many separate phenomena in deduction, is pared down to
its essentials, and provides an array of examples that simul-
taneously illustrate the use of their approach and establish its
generality across a wide range.

Any theory of thought must, however, allow us to bridge the
gap between the pared-down laboratory implementations that
are the focus of most research and the messier real world of
thought. Although J-L & B spend little time doing this in the
book, it is not difficult to see that the account can be used in such
extensions. In part because of its simplicity, the mental-model
theory of deduction permits us to see how far it can go into the
realm of ordinary and extraordinary real-world thinking,.

My own concern has been with the nature of scientific
thinking (Tweney 1989; Tweney et al. 1981). In this realm, the
argument of J-L. & B has easy applicability. Introspective ac-



counts of science are of course easy to handle. Virtually any
scientific diary can be read as an articulation of a mental model,;
the semantic account of deduction (that deduction amounts to a
search for counterexamples) is enshrined in methodological
texts; few scientists ever study formal logic or talk as if they had
an intuitive grasp of its principles. Rejections of formal logic as a
model of thought are easy in this postmodern age in which
logical positivism is almost universally rejected by scholars in
the study of science (except as whipping boy). Alas, the alterna-
tive view is frequently one in which scientific thinking is dis-
missed as irrational, there being an easy dichotomy between
two views: scientist as dispassionate logical engine versus scien-
tist as wildly irrational, driven by self-interest and dreamy
intuition. Reality is between these extremes; most scientific
thought fits comfortably with the framework established by J-1,
& B, a recursive search for counterexamples to models and the
consequent transformation of those models. Sometimes that is
all scientific thinking is, as when thought experiments are used
to settle a point or advance an argument.

If J-1. & B have thus accommodated scientific deduction in
their account, perhaps there is another aspect of scientific
thinking that, by being less easily accommodated, might also
reveal the incompleteness of the explanation. Science is not just
the evaluation of models; first, the models must be built. Here,
the interactive nature of thought comes to the fore: Models
emerge dynamically from the the to-and-fro between scientist
and nature, a process of negotiation. If J-1. & B’s book helps us to
conceptualize one piece of this process, it does not help much in
understanding the protracted and dynamic character of the
negotiation as a whole. Their theory thus runs up against the
same limits as that of its never-named but obvious progenitor,
Sir Karl Popper; the mental-model theory of deduction works
only with finished mental models and says nothing about the
process of constructing those models. Popper dismissed such
concerns as mere “psychology”; J-L & B relegate them to other
areas of cognitive science. But scientific thinking is not so easily
compartmentalized. Do we really believe that perceptual pro-
cesses (say) are separate and prior to the manipulation of the
mental models they evoke? Don’t we really expect that percep-
tion is in part driven by the existence of such models? And, if so,
how are we to incorporate such things in the mental-model
theory? How, in short, can we accommodate the simple match
between model and data without losing the very simplicity that
constitutes part of the charm of this account?

The question is partly answerable by appealing to other kinds
of theory. We might, for example, imagine something like a
neural network that drives the perceptual process with some-
thing like backpropagation as feedback from the mental model.
The search for counterexamples could then be “symbolic” in the
manner of Newell and Simon, but mated to a “subsymbolic”
interface with the real world. All this, however, shows the
incompleteness of the explanation here given us. The theory is
in danger of becoming messy.

My quibble therefore is a small one and back-handed in
character. Elegant though the J-1. & B theory is, will its elegance
survive its inevitable extension to more complicated cases?

More models just means more difficulty

N. E. Wetherick

Department of Psychology, King’s College, Oid Aberdeen AB9 2UB,
Scotland

Johnson-Laird & Byrne (J-L & B) hold (rightly, in my opinion)
that deduction is of central importance in cognition generally.
They distinguish three possible types of explanatory theory:
formal rules, content-specific rules, and mental models, show-
ing that mental-model theory outperforms the other two. They
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go on to assert (wrongly, in my opinion) that these three types
exhaust the possibilities (e.g., p. 194). No argument is offered in
support of this assertion and in fact the three are merely the
types of theory currently under investigation in the fashionable
journals. For an alternative, see Wetherick (1989; in press).
Even if the assertion were true, mental-model theory remains
open to criticism at several levels.

We need to know, first of all, what exactly a mental model is.
Are there any mental representations that are not models, and if
so what are they? J-L & B suggest (p. ix) that mental models
resemble the models constructed in perception — as if it were a
self-evident truth that perception involves the construction of
models (it is not). But if it were, this would suggest that the
models are in consciousness. The authors, however, do not insist
that mental models are in consciousness. If they did, the theory
would be immediately refuted by the observation that syllog-
isms, for example, may be solved with nothing in consciousness
resembling a mental model (Wetherick 1991). Mental models
are, however, in working memory. Working memory capacity is
in fact the principal counstraint on efficiency in deductive prob-
lem solving, but this does not help us much, because the
relationship between working memory and consciousness is also
obscure. I can understand what it would be like to construct a
mental model in consciousness and evaluate putative conclu-
sions against it (although the theory ought then to consider the
activities of the constructor/evaluator, and these activities J-L &
B pass over in silence). I cannot attach any meaning to the idea of
“constructing” and “evaluating” a mental model that is not in
consciousness (i.e., one of which I am not consciously aware). It
cannot in any case be claimed (p. 212) that mental-model theory
“makes no use of modus ponens.” No theory that applies general
principles to particular cases can avoid it.

As J-L & B emphasise repeatedly, every experimental test
they have conducted showed that problems requiring the con-
struction of more mental models were more difficult to solve.
From this it follows that we need an objective means of estab-
lishing how many models are required for a given problem. No
such objective procedure is offered and it does not inspire
confidence to find that, for example, the syllogism AAIf.3. (“all
mis p” and “all m is s” so “some s is p”) was said to require two
models in Johnson-Laird (1983), one in Johnson-Laird and Bara
(1984), and three in the present volume. Three models locates it
accurately among the “very difficult” syllogisms (mean rank 21.7
ex. 27).

J-L & B show that they are aware (p. 194) that an experimental
finding supports any theory from which the finding may be
predicted but they fail to consider obvious alternative explana-
tions of their own results. One typical experiment (on syllogistic
reasoning) contributes to Table 6.1 and was reported in detail in
Johnson-Laird and Bara (1984); it is also the one on which the
main argument rests in Johnson-Laird (1983) and one of those
selected by Newell (1990; see also multiple book review, BBS
15(3) 1992) to demonstrate the power of soaR to simulate
representative experimental findings in cognitive psychology.
In it, 20 subjects were asked to attempt all 64 moods of the
syllogism (27 of which are valid). In 19 of the 27 valid moods, one
of the premises is an A proposition (“all s is p”) and the other,
either I (“some s is p”), E (“no s is p”) or O (“some s is not p”).
There are altogether 28 syllogisms answering this description
and in 14 of them the valid conclusion is of the same logical form
as the second premise (A, I, E, O). Of the remaining 14, 5 have a
valid conclusion of a different logical form from either premise
(one 1, four O) and 9 have no valid conclusion at all. We have here
two sets of 14 syllogisms that are identical regarding form of
premise. In one set the valid conclusion is always of the same
form as one of the premises and in the other set this is never the
case, thought it is of course still possible to propose such a
conclusion as an incorrect response. That is what most of the
subjects did. To a syllogisms presenting two A premises, 90%
proposed an A conclusion when it was correct and 60% did so
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when it was wrong. To an A and an I premise, 79% proposed 1
when itwas correct and 73% did so when it was wrong. Toan A and
an E premise, 74% proposed E when it was correctand 75% did so
when it was wrong, Toan A and an O premise, 26% proposed an O
when it was correct and 58% did so when it was wrong!

This seems to me to be conclusive evidence that in both sets
these subjects were simply matching the logical form of one of
the premises; they had not engaged at all with the logical task.
(In my own studies [e.g., Wetherick & Gilhooly 1990] some
subjects behave in this way but some engage with the logic; the
crucial indicator is the degree of success achieved on syllogisms
having a valid conclusion that is not of the same logical form as
either premise.) J-L. & B unhesitatingly accept their subjects
performance when it is correct and ignore it when it is wrong.
The set of 14 syllogisms in which the valid conclusion is of the
same logical form as one of the premises happens to comprise
the 10 said to require one mental model and the 4 (with an A and
an O premise) said to require two. Thirteen syllogisms are said
to require three mental models; that is, the 5 already mentioned
(to which no correct conclusions were proposed) and 8 having an
Iand an E premise and a valid O conclusion (to which 18 correct
conclusions were proposed, ex. 160). They all have valid conclu-
sions of a logical form different from that of either premise,
conclusions that cannot be obtained by matching; hence the
apparent relationship between problem difficulty and number
of models required. Neither the correctness of correct re-
sponses nor the incorrectness of incorrect responses has been
shown to have anything at all to do with number of models.

I conclude that mental-model theory has not been shown to
have any claim on our attention as a scientific theory explaining
deduction. “Requires more models” seems simply to be an
alternative way of saying “more difficult” that contributes noth-
ing to our understanding of the nature of the difficulty.

Authors” Response

Mental models or formal rules?

Phifip N. Johnson-Lairda and Ruth M. J. ByrneP
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Ireland

Electronic mail: aphil@cilarity.princeton.edu; brmbyrne@vax1.tcd.ie

Inever read a book before reviewing it; it prejudices a man so.
Reverend Sydney Smith (1771-1845)

Our argument is that deduction is a semantic process.
Reasoners understand some information, formulate a
conclusion, and test its validity. To understand is to
construct mental models from knowledge and from per-
ceptual or verbal evidence. To formulate a conclusion is to
describe what is represented in the models. To test
validity is to search for alternative models that refute the
putative conclusion. This theory contravenes received
wisdom. Current theories assume instead that deduction
is a syntactic process and that the mind uses formal rules
of inference to manipulate representations of the logical
form of premises. One formal rule that exists in the mind,
according to nearly everyone, is modus ponens:

If p then q
p
Therefore, q.
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The mind may also use rules with specific contents.
Deduction reports experiments in the main areas of de-
ductive reasoning, and their results corroborate the
model theory and count against the psychological theories
based on formal rules.

A gratifying number of reviewers accept our argument,
but some have misunderstood it, and so we will clear up
their misapprehensions before we reply to our critics.
Some reviewers take us to have argued (unsoundly) that
the model theory is better than any other possible theory
(Braine, Fetzer, Wetherick). In fact, our claim was that
the theory is better than other existing psychological
theories, not that it is God’s truth. We did not even claim
to have excluded all possible theories based on formal
rules — after all, a computer program implementing the
mental-model theory is a formal rule theory (as Bundy,
Inder, and we ourselves point out, Deduction p. 213). And
we certainly did not argue against rules per se (pace
Andrews, Stenning & Oberlander, and ter Meulen).
Comprehension and reasoning rely on syntactic rules,
semantic rules, rules for constructing models, and so on.
If readers feel happier referring to them as “tacit infer-
ence rules” (Braine), so be it.

To those who believe there may be a superior theory
based on formal rules or some tertium quid (Bach), we can
only say: we agree, but until someone formulates such a
theory, the point is not a lot more thrilling (to us) than the
claim that any scientific theory may be superseded. To
those who believe that we argued for the model theory
over all other possible theories including formal or syntac-
tic ones, we can only cite the following passages: “No
amount of data, of course, can pick out one theory against
all comers” (p. 194}); “Mental models and formal rules both
depend on syntactic procedures. . . . This claim is true
for the computer programs modelling both sorts of the-
ory” (p. 213).

One other misunderstanding arose about the formal
rule theories. They postulate that difficulty reflects the
number of steps in a deduction, and the relative availabil-
ity, or ease of use, of the relevant rules. Commentators
take us to task over these measures: they do not reflect
differences between direct and indirect proofs (Fetzer),
and a better measure is the number of embedded assump-
tions (Crawford). The measures, however, were not of our
devising, but proposed by Braine, Rips, and other rule
theorists (see pp. 29-31), who will doubtless appreciate
these criticisms. Even so, the new measures fail, for
example, to save the formal theories of spatial inference.

In our account of formal rules, we concentrated on so-
called natural deduction systems. We did not describe
Hintikka’s (1955) model-set method, or the related “tab-
leau” methods of Beth (1955) and Smullyan (1968), though
we did refer to them as formalizing the search for counter-
examples (p. 16; pace Fetzer). The reason for our focus
was that psychologists have not adopted tableau methods.
Andrews regards mental-model building as a kind of
tableau development; and Grandy emphasizes that dis-
junctions increase difficulty for both models and tab-
leaux. There is a resemblance, but as Andrews points out
there are differences — particularly in our use of implicit
representations. Fetzer even constructs tableau proofs
with lengths that do not predict difficulty — human rea-
soners are evidently not using these particular tableau
rules!



So much for the main misunderstandings of the book.
Our present goal is to help readers — and reviewers
mindful of Reverend Smith’s advice — to make up their
minds about it. Its argument still stands, and, thanks to
the commentators, it can be clarified and strengthened.
We will concentrate on the controversial issues, but to
those who agreed with us we are grateful for their encour-
aging words. We will try to deal in passing with those
notions that people found difficult to understand because
our exposition was unclear. We begin with deductive
competence and the algorithmic theory of performance.
We then discuss each of the separate areas of deduction:
propositional, relational, quantified, and informal reason-
ing. Finally, we consider rationality, the theory’s exten-
sions and deficiencies, and the possibility of combining it
with formal rules.

R1. The nature of logical competence. Have we overesti-
mated the importance of logical ability? Some reviewers
think so (Fisher, Galotti & Komatsu, and Luchins &
Luchins). Unfortunately, apart from the validation of
certain intelligence tests, there are no objective data. We
did concede that other forms of thought, such as cre-
ativity, are more important, but they are also much harder
to understand. We believe that a world without deduction
would be a world without science, technology, laws, and
social conventions (p. 3). And if the controversy about it is
not resolvable, what hope is there for cognitive science?

In characterizing deductive competence, we argued
that people are rational in principle, but they transcend
logic because their conclusions are parsimonious, main-
tain semantic information, and establish propositions not
explicitly asserted in the premises. If no conclusion meets
these constraints, then people say nothing follows.
Hence, contrary to Fetzer’s suggestion, we do not believe
that formal systems are normative of human competence:
they allow infinitely many different valid conclusions from

any set of premises, including conclusions that people-

would never draw. Most commentators appear to accept
our account of competence, but three reject it. Their
objections do not seem to be decisive.

Modus ponens throws away semantic information, and
so Cohen concludes that we are wrong, either to assume
that it is a respectable deduction or to hold that deduction
ought to maintain semantic information. In fact, we deal
with modus ponens (p. 22):

A special case of parsimony is not to draw a conclusion

that asserts something that has just been asserted.

Hence, given the premises:

If James is at school then Agnes is at work.
James is at school.

the conclusion:
James is at school and Agnes is at work.

is valid, but violates this principle [of parsimony],
because it repeats the categorical premise. This infor-
mation can be taken for granted and, as Grice (1975)
argued, there is no need to state the obvious.
Tt is therefore not a counterexample to our account: there
is no need to reassert the categorical premise.
Cohen also claims that our studies presuppose rational
competence, and that our argument would collapse if this
assumption had to be abandoned. We agree that one
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cannot use errors to corroborate a theory without knowing
what counts as an error. We presuppose the semantic
principle of validity: an argument is valid if the truth of its
premises guarantees the truth of its conclusion (p. 5). We
accordingly analyze the truth conditions of premises and
conclusions to determine what is valid. On this basis, our
experiments show that nearly everyone is likely to make
logical errors. Our analyses of truth conditions may be
flawed, and indeed Cohen challenges our account of
conditionals (see below). Such challenges, however, are
normal in scientific criticism. We grant that if the seman-
tic principle of validity is wrong, then our argument
collapses — it is doubtful whether any argument about any
topic could be usefully pursued!

Luchins & Luchins argue that untrained individuals
draw redundant and contradictory conclusions, and that
we overestimate their ability. People do make mistakes,
but competence must not be confused with performance.
Following Chomsky (1965), we treat a specification of
competence as an idealization, and we assign the task of
explaining errors to the algorithmic theory: “The algo-
rithmic theory . . . should explain the characteristics of
human performance — where it breaks down and leads to
error, where it runs smoothly, and how it is integrated
with other mental abilities” (p. 17). Our subjects make
many deductive errors, but they rarely violate the stan-
dards of parsimony and novelty. Their valid conclusions
never throw semantic information away by introducing
new disjunctive alternatives.

Savion characterizes the model theory as too idealistic,
and questions whether the semantic principle of validity
is part of human competence, because she has found it
difficult to teach to college students. This claim is akin to
arguing against Marr’s (1982) theory of vision because it is
difficult to teach to students. Marr postulates mental
models as the end product of vision, and he too might be
accused (at least by Savion) of presupposing an enormous
core of competence. Yet, in both his case and ours, it is
possible to construct computer programs implementing
the theory. The moral is that Savion overlooks the distinc-
tion between making a valid deduction and knowing what
one is doing (p. 19, p. 147). Rats can make transitive
inferences, according to Davis, but like Savion’s students
they probably do not know what they are doing.

R2. Images, mental models and logical models. Accord-
ing to the algorithmic theory, reasoners construct models
of premises and search for alternative models that are
counterexamples to their conclusions. We now consider
four aspects of the theory: the relations between mental
models and images, the relations between mental models
and their counterparts in logic (the model structures of
Tarski), the search for counterexamples, and the claim
that the theory is a set of separate microtheories.

The mental-model theory has its origin in the intro-
spections of some subjects carrying out syllogistic infer-
ences: their reports of using “images” fitted Craik’s (1943)
theory of thinking. Subjects sometimes report that they
reason “verbally,” but they never report using formal
rules of inference. We do not reject introspective evi-
dence (pace Braine), but likewise we do not regard it as
sufficient to eliminate formal rule theories. We were
remiss in not pointing out the theory’s kinship to the ideas
of Max Wertheimer, one of the founders of Gestalt psy-
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chology, and we thank Luchins & Luchins for pointing out
the resemblances.

Images are a special case of models (p. 39; see also
Johnson-Laird 1983, Ch. 7; pace Stenning & Oberlander
and ter Meulen). We hold this position for three reasons.
First, there are no detectable differences in performance
between those who claim to use images and those who do
not. Second, manipulations of imageability have no reli-
able effects on deduction (p. 140; Johnson-Laird et al.
1989; Newstead et al. 1982; Richardson 1987), although
MacLennan points out that it is difficult to design decisive
studies. Third, our evidence suggests that models contain
tokens representing negation (p. 130). Negation cannot be
visualized: Signs representing negation can be visualized,
but the essential work is done not by the sign but the
procedure for interpreting it. Similar annotations can be
invoked in responding to Over, who argues for the need
to distinguish between assumptions and beliefs (of vary-
ing degrees of strength). Models represent propositional
content and contain separate annotations representing
epistemic attitude. MacLennan suggests that the annota-
tion representing negation should be treated as an inten-
tion (“denial that”) toward an image (see also Inder), and
that a disjunction of images works as well as a disjunction
of models. The snag is that models can represent many
assertions that cannot be readily visualized, for example,
“all men are mortal.” MacLennan, however, argues that
the distinction between images and abstract models is one
of degree rather than kind. We accept his point that
presence in consciousness is a matter of degree for both
models and images (see Yates 1985). The content of a
model may be available to consciousness, but the process
of inference and the format of mental representations are
never fully accessible (pace Braine and Wetherick). If
they were, then introspection alone would resolve most
controversies about mental representation.

What is the relation between mental models and
models in the logical sense that Tarski made famous? The
question is raised by Barwise, Bundy, Inder, and ter
Meulen. Barwise and Bundy emphasize that human be-
ings cannot construct models in the Tarskian sense. We
agree: there are too many possible models (p. 16, p. 36).
And Bundy’s cautionary tale about his reasoning program
is also valid: programs must exploit rule-like maneuvers.
Yet, he too respects the distinction in logic between proof
theory and model theory. He takes the mental-model
theory to imply that a corresponding computer program
would give meanings to computational states. He pro-
poses cogent arguments against this consequence; we
accept them. The application of the adjective “semantic”
toany existing computer program is an oxymoron. Models
in programs, however, should not be confused with
models in minds. Mental models can genuinely represent
the world and the meaning of discourse because of their
causal relations to the world (p. 213; Johnson-Laird 1983,
p. 399 et seq.). Hence, as Inder says, they can reasonably
be claimed to be semantic.

We wrote that a mental model functions like a repre-
sentative sample from the set of possible Tarskian models
of a statement (p. 36). This claim is wrong once negation is
introduced into models: as Inder points out, one model
then represents many states. Barwise proposes a subtle
but better way to construe the psychological theory: a
mental model represents a class of Tarskian models. This
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proposal makes no difference to the empirical content of
the theory, but it clarifies its formulation. Consider an
example akin to Barwise’s:

The triangle is on the right of the star.
The star is on the right of the line.
The star is on the right of the circle.

It follows that:
The triangle is on the right of the circle.
but it does not follow that:
The line is on the right of the circle.

As Barwise says, reasoners searching for a Tarskian model
that refutes the second conclusion may succeed, and so
know that the inference is invalid, but those searching for
a Tarskian model that refutes the first conclusion will, of
course, never succeed, and so must ultimately abandon
the search. They will be right to do so, but they cannot

. know that they are right: they cannot know that the

inference is valid. According to the model theory, how-
ever, the premises yield the model:

o] * A

This represents an infinite class of possible Tarskian
models in which distances, sizes, shapes, and so on, can
all vary. There are only finitely many rearrangements of
the objects in a model of this sort, and so they can be
examined exhaustively (as in our program for spatial
inference), and none of them refutes the valid conclusion.
The advantage of mental models (representing infinite
classes of situations) is that only afinite number need to be
explored to validate deductions of this sort.

The search for counterexamples is at the heart of the
model theory, but Polk remarks that it appears to underlie
few predictions. The reason for the apparent anomaly is
simple: if the search is properly carried out, it yields a
correct response. Subjects often fail to carry it out prop-
erly, and so our predictions emphasize the increasing
difficulty of deduction as the number of models increases,
and the likelihood of errors based on a proper subset of
the possible models. Hence, the predictions are founded
on the search for counterexamples.

Bara points out that even adults often fail to search for
counterexamples, and that it took years for Poppers
“falsification” criterion for demarcating scientific hypoth-
eses to prevail over verificationism. The need to search for
counterexamples is not obvious. In fact, it is not a self-
conscious principle for the typical thinker. The best
evidence for its existence is that individuals respond “no
valid conclusion” reliably better than chance to premises
that do not validly yield informative conclusions (see also
Oakhill & Johnson-Laird 1985a). And Barwise makes a
point that we did not exploit: people can know that a
conclusion does not follow validly, but this knowledge
cannot be accounted for by formal rules.

Fetzer believes that there is a crucial equivocation in
our theory: people might think there are no counterexam-
ples when in fact there are, and so they might believe that
arguments are valid when they are invalid, or that they
are invalid when they are valid. Exactly! Individuals make
both sorts of error: they fail to find a counterexample, and
they fail to see that a set of models supports a common
conclusion. But there is no equivocation: the theory



accounts for both sorts of error and for valid arguments,
namely, when no counterexamples exist in a domain with
a finite number of mental models.

To accommodate a new logical term it is only necessary
to describe its meaning, that is, its contribution to the
construction of models. The standard inference proce-
dure can then take over (p. 127). Hence, the development
of the theory has been piecemeal. Polk, while commend-
ing the completeness and accuracy of the theory, suggests
that it is really a set of microtheories based on a common
framework. He lists a set of assumptions, which he claims
are not part of the core theory but of particular microtheo-
ries. In fact, all of the assumptions that Polk lists are part
of the core theory:

1. The greater the number of its atomic propositions,
the harder an inference: as the number increases so does
the size of the models.

2. Individuals reason only about those items that are
explicit in their models. This assumption applies to any
form of reasoning (see Legrenzi & Sonino).

3. Reasoners consider multiple models of premises
even if they all support the same conclusion (more on this
point below).

4. The need to integrate premises by bringing their
referents in common into contiguity applies to any form of
reasoning.

5. “Negative” deductions, which call for the deduction
of an inconsistency between one model and another, are
always harder than aflirmative deductions.

6. It is easier to reason from the hypothesis that an
assertion is true than the hypothesis that it is false,
because it takes work to construct the complement of the
set of models representing a hypothesis.

Nevertheless, Polk is right about the origins of the
theory. We were guided by the general framework in
formulating a semantics for each logical domain, and
these accounts are microtheories, that is, we can formu-
late them in many ways, which are independent of the
inferential mechanism (the search for counterexamples).
Otherwise, the components of the theory that appear to
be local to particular domains turn out to be general.

R3. Propositional reasoning. An exclusive disjunction,
such as “Either there is a circle or else there is a triangle,
but not both,” has the following initial models:

(O]
[A]

where the brackets indicate that a proposition has been
exhaustively represented. The procedure for fleshing out
models works as follows: when a proposition has been
exhaustively represented in one or more models, it adds
its negation to any other models. The procedure adds that
there is not a triangle to the first of the two models above
because triangles are exhausted in the second model. The
final result of fleshing out the models is:

O]  [-A]
[=O] [A]

where “=" denotes negation. These two models corre-
spond to those rows in the disjunction’s truth table that
are true. In general, the number of explicit models for a
propositional deduction equals the number of rows that
are true in a truth table of all the premises. Exhaustion is
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therefore a device that allows the inferential system to
represent certain information implicitly — it can be made
explicit but at the cost of fleshing out the models. An-
drews grasps the basic idea but wonders how it applies to
complex propositions; Hodges gives up on it and, it
seems, on the model theory as a whole; perhaps the
problems of psychology are too murky for him after the
clarity of logic, though we agree with him that cognitive
scientists from different disciplines should talk to one
another. Andrews asks how exhaustion applies to the
representation of the sentence:

Either there is a circle or a triangle, or a triangle and a square,
but not both.

This is a reasonable question from a logical point of view,
but it misses the psychological point. The answer is that
exhaustion could be used recursively. The procedure
represents the main connective (A or B, but not both)
first:

[A]
[B]
It then represents proposition A (there is a circle or a

triangle) which we will assume to be an exclusive
disjunction:

(O]
[A]
and proposition B (there is a triangle and a square):
(A O]

Finally, it substitutes these models in place of A and B in

the Inltlal model:

(A O]
Fleshing out can be accomplished in a similarly recursive
way. The overall models become:
A —B
—A B

The model corresponding to B is already fleshed out, and
the model corresponding to A fleshes out as:

O —=A
-0 A

A and B (and their complements) yield the final explicit
models:

A —B yields: O =A g
O ~-A =0
and —A B yields: @) A O

Even here, recursive exhaustion is too complicated to be
psychologically plausible. Our study of “double disjunc-
tions” shows that individuals have difficulty in represent-
ing three distinct models (p. 56).

R4. Conditionals. Our theory of indicative conditionals
combines Grice’s (1975) conversational implicatures with
implicit representations. The antecedent and consequent
are represented explicitly in one model, and there is an
alternative wholly implicit model. These initial models
yield judgments corresponding to a “defective” truth
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table, difficulty with modus tollens, and difficulty with
Wason’s (1966) selection task. If the models are fleshed
out, they yield a truth-functional interpretation. Two
reviewers express qualms about this account. Over argues
that an indicative conditional tends to be asserted and
accepted when its consequent seems highly probable
given its antecedent. We give no account of this reading,
because we doubt it. At the time of writing, for example,
we believe that, given that Bush is nominated, Clinton is
highly likely to win, but we would not accept, assert, or
consider to be true, the following conditional:

If Bush is nominated, Clinton will win
though we would accept:
If Bush is nominated, then Clinton is highly likely to win.

Hence, our doubts over Over’s claim.

Cohen cites the following strange inference (see also
Cooper 1968), which he regards as problematic for our
analysis:

If John’s automobile is a Mini, John is poor, and, if John's
automobile is a Rolls, John is rich.

Therefore, Either, if John’s automobile is a Mini, John is rich
(sic), or, if John’s automobile is a Rolls, John is poor (sic).

The inference is valid, though it seems not to be. How-
ever, it throws semantic information away with a ven-
geance. Even assuming that John cannot be both rich
and poor, the conclusion has eleven models. We claim
that hardly anyone can mentally envisage these explicit
models for a disjunction of the two constituent condi-
tionals. Taken individually, the conditionals conflict with
those in the premises, and so the inference seems in-
valid.

We reported a study in which subjects balked at modus
ponens (p. 81 et seq; Byrne 1989). When we gave them
such premises as:

If Paul goes fishing, then Paul has a fish supper
If Paul catches some fish, then Paul has a fish supper
Paul goes fishing

they do not draw the conclusion:
Paul has a fish supper

contrary to the claim that formal rules are automatically
applied to any assertions of the appropriate logical form.
Several reviewers objected to our referring to the “sup-
pression” of modus ponens, and suggested instead that
subjects reject one of the premises (Bach), or take the
second conditional to render the first one uncertain
(Over) or false (Savion; see also Politzer & Braine 1991;
and for a response Byrne 1991). Our claim, like Grandy’s,
is that subjects interpret the two conditionals as equiva-
lent to “if Paul goes fishing and catches some fish, then
Paul has a fish supper.” They produce this sort of para-
phrase of the two conditionals and they do not say that one
conditional renders the other false (Byrne & Johnson-
Laird 1992). In the light of the reviewers' claims, Byrne
and Handley carried out an experiment in which the
subjects explicitly judged the truth values of the condi-
tionals: they tended to judge that both conditionals were
true, especially after they had carried out the inferential
task! Fillenbaum’s judicious discussion leads him to a
conclusion with which we concur: the interpretative com-
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ponent is critical. Rule theories need to explain the
recovery of logical form, and the model theory needs to
explain how background knowledge produces models
corresponding to those of the paraphrase.

The model theory yields an explanation of performance
in Wason'’s selection task (pp. 75-81). It is the only account
that purports to explain the effects of all the variables,
including abstract and realistic materials. Evans regards
it as perfunctory, but does not explain why. Green cor-
rectly points out that the critical issue concerns what
factors cue subjects to flesh out their initial models. He
reports a study that confirmed the core of the model
theory, but some subjects who envisaged the critical
counterexample failed to select it. There are possible
reasons for such a failure, such as the lability of the
identification. We take comfort in the overall correlation
between identifying counterexamples and making correct
selections.

Manktelow points out a real difficulty for our account,
but in fact it is a problem for any theory. Insightful
subjects should select all four cards if they have made an
equivalence interpretation of the conditional. Perhaps
they would select all four cards if the experimental proce-
dure did not imply that this selection was somehow
redundant. Manktelow also argues that we need to distin-
guish between -evaluations of truth value and evaluations
of violations of rules, and that we need a procedure to
convert (invalidly) the conditional to a2 “q only if p” form in
order to explain —p and g selections. In fact, we do not
propose a verbal conversion of “if p then q” to “q only if p”:
we argue that the interpretation of the rule in context
yields the “only if” models. However, we entirely accept
that there is a difference between judging truth values
and judging violations. The theory’s formulation in the
latter case should read: select those cards that have a
bearing on compliance or violation of the rule. We also
accept that preferences and “point of view” matter (cf.
Johnson-Laird & Byrne 1992). Our only doubt is whether
preferences are based on immediately available “util-
ities.” What, for example, is the utility to us of Man-
ktelow’s commentary? Certainly we would give it a
positive value, but to obtain a utility in the classical
decision-theoretic sense would be difficult, and would
itself require us to reason.

Pollard remarks that the rules yielding the most insight
into the selection task are those for which counterexam-
ples are known to the subjects. Hence, he urges us to
adopt a “nonlogical” model of the conditional that repre-
sents explicit counterexamples. We accept this recom-
mendation, but with one qualification: The counterexam-
ple is not part of the models for the conditional but is
represented as impossible (given a true rule) or as imper-
missible (given a deontic rule). Indeed, we hinted at this
very idea (p. 80). To represent the conditional as embrac-
ing the counterexample would be a little too “nonlogical”!

R5. Syllogisms. Commentators raised more questions
about our account of syllogistic inference than about any
other topic. The most serious question was: Is there an
objective procedure for generating the models? We have
implemented the theory in a computer program; it differs
in detail from the theory in Chapter 6, but it yields the
same general predictions. The principle for combining
models is, as Garnham surmises, to combine those indi-



viduals sharing the property denoted by the middle term
(having made sure that there are the same numbers of
them). This assumption leads to some initial models that
support invalid conclusions, which are crucial for the
explanatory power of the theory. Even without a program,
however, it is important to realize that there is a simple
objective test of the model theory for any domain of
deduction: erroneous conclusions should be consistent
with the truth of the premises, that is, the subjects are
considering some, but not all, of the possible models of
the premises and so they draw conclusions that are possi-
bly true rather than necessarily true. This prediction
cannot be made by the formal rule theories.

As Garnham points out, the following sort of premises:

All the A are B
All the B are C

are consistent with eight distinct sorts of situation (assum-
ing existential import). They all.contain individuals with
the three properties:

a b c

The presence or absence of each of three other sorts of
individual produces the eight possibilities:

—a b c
and:

—a —b c
and:

—-a —b =—c

Four of the possibilities correspond to Euler circles for
the premises: Euler circles do not represent the presence
or absence of individuals with none of the three proper-
ties. How is it possible for untrained reasoners to do so
well with these premises? The answer is that reasoners’
models capture the possibilities implicitly. In an earlier
version of the theory, models could represent individuals
that might, or might not, exist (Johnson-Laird & Bara
1984). In Deduction, we introduced the notion of ex-
haustiveness for propositional reasoning, and so, granted
the relation between conditionals and universal prem-
ises, we adopted the same device for universal quan-
tifiers. The premises above accordingly yield the single
initial model:

((a] b] <
[fa] b] ¢

The three dots represent implicit individuals with no
specific properties, and the brackets indicate exhaustion.
The representation of one property is exhausted in rela-
tion to another: a’s can occur in fleshing out an implicit
individual only if that individual is assigned the property
denoted by b, and b’s can occur in another individual only
if that individual is assigned the property denoted by c.
Hence, the model can be fleshed out in the eight different
ways. Each way corresponds to a class of Tarskian models,
but the initial model captures them- all.

The initial model also yields the conclusion, “All the C
are A,” which is an error that subjects sometimes make.
As Newstead demonstrates, this conclusion is refuted by a
second model:
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[fa] bl ¢
([a] b] e
c

which supports only the conclusion: “Some of the C are
A.” In general, where only one model is needed to
formulate a valid conclusion, the task should be harder if
the conclusion is consistent with a further model that
falsifies another conclusion. Hence, as in this example,
AA premises yielding valid A conclusions should be
harder than IA or Al premises yielding valid I conclu-
sions. (We use the abbreviations: A for assertions of the
form “All X are Y,” I for “Some X are Y,” E for “No X are Y,”
and O for “Some X are not Y.”) The evidence appears to
bear out this prediction (Table 6.1). This explanation
should help Newstead to explain the effects of belief upon
syllogistic inference. It also lays to rest one of Polk’s
worries. He points out that reasoners are affected by
multiple spatial models even if they support the same
conclusion, but not similarly affected by multiple syllogis-
tic models. The same difficulties occur in both domains.

Newstead and Pollard both wonder whether an O
premise, “Some of the A are not B,” may pragmatically
imply the truth of the I premise, “Some of the A are B.”
One small class of conclusions can be explained in this
way. For example, premises of the form:

Some of the A are not B
All of the B are C

elicited the following percentages of responses (over four
experiments with correlated results):

Some of the A are not C (32%)
Some of the C are not A (7%)
No valid conclusion (35%)

These are the responses predicted by the model theory.
The remaining responses were almost all:

(15%)

which may reflect the pragmatic interpretation of the O
premise. ‘

Stenning & Oberlander have shown how a new method
of using Euler circles is equivalent to the model theory.
We applaud their ingenuity. They claim that the method
is more constrained than mental models, but it is not clear
why. Nor is it clear why these authors believe that we rule
out graphical methods. Images are a special case of
models, and presumably they are graphical. What we do
maintain, however, is that traditional Euler circles cannot
represent multiply quantified relations, and so they are
unlikely to be used by logically untrained individuals,
who move freely from singly to multiply quantified rela-
tions (pp. 134-35).

Wetherick rejects our account of syllogistic reasoning
and argues that some subjects are prey to an “atmos-
phere” effect in which they match their conclusions to the
mood of one of the premises, whereas other subjects
“engage with the logical task.” Some subjects may some-
times draw a conclusion because it matches the mood of a
premise, but matching is implausible as a general account
of syllogistic reasoning. First, there is a simple alternative
explanation: the initial model of any conventional syllog-
ism yields a conclusion matching the mood of at least one
premise. Matching, however, cannot explain why sub-

Some of the A are C
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jects ever respond with conclusions that emerge from
subsequent models or why they respond, “there is no
valid conclusion.” Second, a striking failure to demon-
strate matching occurred in a study of “only” as a quan-
tifier. When syllogisms contain “only,” subjects were most
reluctant to draw a matching conclusion, preferring in-
stead the quantifier, “all” (p. 129). Third, matching fails to
explain performance with multiply quantified premises
(p. 140). Wetherick accuses us of overlooking an alterna-
tive explanation for our results. The truth is that we have
not overlooked it, but eliminated it. Indeed, matching
seems to be a more accurate account of its own origins
than of reasoning.

R6. Multiple quantifiers. Existential quantifiers should be
more difficult than universal quantifiers, Grandy argues,
just as disjunction is more difficult than conjunction. The
hypothesis is aesthetically pleasing; the facts are ugly. The
easiest syllogism contains an existential (Some ofthe A are
B, All the B are C), and the easiest doubly quantified
problems, as he acknowledges, include those with exis-
tentials. Conversely, some difficult deductions do not
contain existentials. He points out that proofs can be
difficult because of the interactions among the rules for
quantifiers. We leave to rule theorists the task of deter-
mining whether these interactions could in principle
explain our results with multiply quantified deductions.
We doubt it. Our untrained subjects generate conclusions
in a minute or so; we have yet to see logicians derive new
conclusions — not just prove given conclusions — in a
comparable time. Either our subjects have a remarkable
tacit ability at logical derivations (which is, alas, not
available in the logic classroom), or, as we believe, they
are reasoning by other means.

Crawford argues for an intrinsic logical difficulty of V¥ 3
quantification, that is, as when the assertion: “All musi-
cians are related to some authors” is interpreted as all
musicians are related to some author or other. The reason
is that assertions of this form may call for an unbounded
set of individuals (see also, pp. 178-80). Once again, the
theory is beautiful, but not the facts. We found no differ-
ences in reasoning with assertions of the ¥3 form and the
3V form (pp. 142-43). Crawford suggests that deductions
that are computationally tractable but difficult for people
may yield evidence about human reasoning algorithms,
We agree, but we note that people often work with small-
scale problems in intractable domains, for example, they
can deduce their own parsimonious conclusions from
propositional premises.

R7. Everyday informal reasoning. Not only is most rea-
soning utterly unlike syllogistic or propositional reason-
ing, claims Fisher, but it is not even deductive (or induc-
tive). He and many of his colleagues in the movement for
“informal logic” believe that logic has little application to
the analysis of everyday arguments (see, e.g., Toulmin
1958). Galotti & Komatsu suggest, however, that the
model theory may be a fruitful way to explain everyday
arguments, and this approach looks promising (see pp.
205-6, and Morton 1988). The model theory shows how to
combine valid deduction and the “nonmonotonic” reason-
ing that occurs in undoing arbitrary or default assump-
tions (pp. 180-83). And a major implication of the theory
is that people are inferential satisficers (cf. Simon 1991),
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that is, once they find a model that fits their beliefs, they
do not tend to search for alternatives (p. 126). This
negative tendency seems to be the cognitive cause of
many disasters, for example, the operators at Three Mile
Island thought that the high temperature of a relief valve
arose from a leak and overlooked the possibility that the
valve was stuck open. The theory makes the same predic-
tion about everyday arguments: people draw conclusions
that are true in some models of the premises and often
overlook alternative models. Hence, even in daily life, a
counterexample is likely to devastate an argument: its
effects are explicable only in terms of an underlying
deductive competence (pace Fisher, and Luchins & Lu-
chins).

Our theory assumes that general knowledge is used in
constructing models, and so it dovetails with Tversky and
Kahneman’s (1973) “availability” heuristic (p. 206, pace
Savion). Any available knowledge can be embodied in a
model, and the process of comprehension make some
items of knowledge more available than others. This
account finesses the mechanism underlying availability
(as pointed out by Green, Inder, Legrenzi & Sonino, and
Stevenson). Inder remarks that we are assuming that the
brain comes fitted with “mental-model accelerators,” and
he warns us not to push too much of the explanatory load
into cognitive architecture. We take the point, but the
retrieval of relevant knowledge is the only major problem
for which we have presupposed a solution. Both Green
and Stevenson suggest that expertise in a domain may
lead to the development of content-specific rules, and
Evans believes that such rules might even be imple-
mented in a connectionist network (cf. also MacLennan).
The evidence about implicit reasoning in comprehension
suggests that people do construct models (see, e.g.,
Garnham 1987), and the general knowledge used in their
construction could be represented in content-specific
rules (Newell 1990; see also multiple book review, BBS
15(3) 1992). So far, however, no evidence has identified
how knowledge is mentally represented - it could be in
the form of rules, assertions, models, or networks.

For nonmonotonic reasoning, Chater suggests that the
model theory needs to be constrained by a logic, and that
reasoning by searching for counterexamples is inap-
propriate because they always exist. We see no reason
why the construction of models needs to be constrained
by a logic: it is constrained by available knowledge. We
likewise see no difficulty in basing nonmonotonic reason-
ing on a search for counterexamples. Consider Chater’s
own example: You infer from the sound of purring that
your cat is trapped in the cellar, but you override this
conclusion if you catch sight of it in the garden. You
withdraw the inference because of a counterexample.
And isn’t this very example a counterexample to the claim
that counterexamples are an inappropriate method of
nonmonotonic reasoning? And so shouldn’t the claim be
withdrawn? Nonmonotonically?

Oaksford argues that the model theory is unlikely to
yield a tractable account of nonmonotonic reasoning.
Perhaps not. But nothing implies that people are using a
tractable procedure. Our experiments on everday infer-
ence (p. 205) suggest that they bring to mind an available
scenario. They think of some alternatives, but they over-
look many possibilities. They may be using an intractable
algorithm that is defeated by the magnitude of the task.



The model theory accounts for the undoing of arbitrary
or default assumptions, but it does not explain another
sort of nonmonotonic reasoning. When you draw a con-
clusion that clashes with your beliefs, you have to recon-
cile the discrepancy. You may revise your inference, your
premises, or your beliefs. You search, as Bach empha-
sizes, for the best explanation (Harman 1986). How you do
sois largely unknown, but you may create new ideas. If we
said that we had solved this problem (and Chater takes us
to have said so), then we were mistaken. [t remains deeply
mysterious.

R8. Rationality versus relativism. We rejected relativism
and defended universal rationality founded, not on formal
rules of inference, but on the semantic principle of valid-
ity. Engel largely agrees with us, but argues for two sorts
of rationality: rationality of purpose, and rationality of
process (see Evans, in press). We accept the distinction,
though we worry about its psychological basis — how, for
example, are the two sorts of rationality mentally embod-
ied, and how do they interact? Engel suggests that mental
models may play a part in rationality of purpose, and so
perhaps they provide an underlying common framework.
He also defends the process of “reflective equilibrium”
that enables people to bring their intuitions and norma-
tive principles into harmony. People may go through such
a process, but our concern is the basis of their intuitions,
not their normative principles.

Braine considers the occurrence of logical terms in all
human languages as more naturally explained by a mental
logic than by the principle of semantic validity. It is
difficult to advance beyond the mere trading of intuitions.
However, relativists argue that no account of deductive
competence justifies a unique system of logical rules (pp.
208-9), and Braine proposes no solution to this problem.

Only one commentator hints at a defense of relativism.
MacLennan suggests that we should allow for culturally
permissible inconsistencies. We doubt whether anyone
would knowingly accept an inconsistency on the grounds
that it is culturally acceptable — except perhaps as a
Whitmanesque posture: “Do I contradict myself? Very
well then I contradiet myself. (I am large, I contain
multitudes.)” Certain inconsistencies may be invisible to
a culture, but do they remain so once some intrepid
individual points them out? What matters is the recogni-
tion of inconsistencies, because consistency is a universal
of logic (pace MacLennan). And so, we believe, is the
semantic principle of validity.

R9. Extensions of the mental-model theory. Numerous
commentators who accept the core of our argument raise
the possibility of extending the model theory to cope with
other mental processes, including, as Bach and Galotti &
Komatsu suggest, those for which formal rules would be
implausible. Baron argues that a modest generalization of
the theory can describe all goal-directed thinking: think-
ing is a search for possibilities, evidence, and goals.
Search is biassed towards positive evidence, he says,
particularly because some people do not understand the
importance of negative evidence. Another factor arises
directly from models (p. 79): as Legrenzi & Sonino point
out, individuals focus on what is explicit in their models
and neglect what is only implicit in them. Tweney re-
marks that most scientific thought fits comfortably within
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the model framework, but he rightly points to the prob-
lem of how such models are initially created by scientists
(see Johnson-Laird, 1992, for some thoughts on this
issue). What is striking is the role that the manipulation of
models appears to play in scientific innovations (see, e.g.,
Wise 1979). Bara argues that the model theory needs to
be extended to the development of deductive ability in
children. The beginnings of such an extension can be
found in Johnson-Laird (1990b): intellectual growth is not
the development of new mental operations (pace Piage-
tians) but the development of new concepts — a hypoth-
esis urged by Carey (1991), Keil (1991), and others. Verbal
instruction is no substitute for the construction of models
of the world.

Davis draws attention to the burgeoning literature on
animal reasoning and asks whether the model theory has a
role to play here. His results are presumptive evidence
that rats form an internal representation that enables
them to make transitive inferences. [See also Davis &
Pérusse: “Numerical Competence in Animals” BBS 11(4)
1988.] Such a representation could take many forms, but,
as he says, it is unlikely to depend on a postulate of
transitivity and the predicate calculus. Animals build up
spatial models of their environment and combine models
that have been separately learned. Because models prob-
ably owe their origin to the evolution of perceptual ability
(Marr 1982), they are likely to play arole in the inferences
of humans and nonhumans alike. What is unique to
humans is natural language and, perhaps, the ability to
reflect on their own performance.

R10. The incompleteness of the research. We have almost
completed our reply to the commentators detailed
queries, but we will consider some methodological criti-
cisms before we review the current status of the theory.
Ter Meulen has reservations about our experiments: she
accuses us of not manipulating the order of premises, and
of using materials of a limited genre. Evans also claims
that our studies, except for those on belief-bias, use
materials with an arbitrary content. These claims are
incorrect, though we could not describe all our experi-
mental manipulations in a research monograph — a limita-
tion for which readers should be profoundly grateful. We
did, however, report one major effect of order of premises
(Table 6.2; for other effects, see e.g., Erhlich & Johnson-
Laird 1982; Legrenzi et al. 1992), and we used realistic
materials in our studies of the “suppression” of modus
ponens (pp. 81-82; Byrne 1989), paraphrasing with condi-
tionals (pp. 84-85; Byrne & Johnson-Laird 1992), and
informal everyday inferences (pp. 205-6). The major
studies of formal rule theories have used arbitrary mate-
rials, and for purposes of comparison we used them too.

As we wrote in Deduction, the model theory is incom-
plete (p. 213). It does not explain, for example, how the
search for counterexamples is carried out; our experi-
ments on the topic were not successful. Psychologists are
familiar with this problem, and, where there are no
grounds for theorizing, do not demand that a theory be
specified to the last detail. Our colleagues in other dis-
ciplines, however, chide us about the theory’s incom-
pleteness:

What counts as a mental model?

What other forms of mental representation are there
apart from models?
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How does the theory apply to nonstandard quantifiers
or to modal reasoning?

What drives the search for alternative models?

How do people know when no more models are
needed?

Do two people have the same mental models if they
make the same inferences?

We have tried to answer the first three questions
(Johnson-Laird 1983), but we do not know the answers to
the rest.

Some reviewers found our account incomplete in at
least one way in which it is not (Bach, Falmagne, ter
Meulen). They ask: How are models constructed from
premises? We described a compositional semantics for
connectives, relations, and quantifiers; and we showed
how it is implemented in computer programs (see Ch. 9).
We can provide more detail if anyone requires it. Fetzer
remarks that to account for all aspects of performance
places too much of a demand on the theory: performance
can be affected by motives, beliefs, ethics, ability, and
other factors. A complete theory of the mind would aim to
embrace such effects, and our theory aims to account for
effects of beliefs and ability.

The question of individual differences drew comment
from Bach and ter Meulen. Bach asks whether some
“hard” problems might be easy for some people. The
answer is that the differences between moderately hard
problems and easy ones can disappear for exceptional
reasoners, but we have never observed reliable reversals
in difficulty. The trends are remarkably robust, for exam-
ple, we have never tested anyone who does not do better
with one-model syllogisms than with multiple-model syl-
logisms. Model-based accounts of individual differences
are now under way, especially as a result of Polk’s studies
and his development of software for fitting parameterized
theories to individuals” data (Polk & Newell 1992). Why,
Bach asks, are some people better at deduction than
others? The answer, judging by the patterns of systematic
error, is that there do not appear to be vast differences
either in models or strategies. We know that a measure of
the capacity of working memory accounts for part of the
variance, and that a measure of the ability to perceive
what is common to different drawings accounts for rather
more (Bara et al. 1992). But we do not know how best to
interpret these correlations, and we are far from a causal
account of differences in abilitv.

Finally, some reviewers believe our theory is incom-
plete because it does not include formal rules. They urge
us to combine models and rules. They particularly want
the rule for modus ponens: Pollard asserts that without it
individuals would have difficulty constructing models for
conditionals, Falmagne argues that it is required for rapid
automatic inferences relying on form, and Wetherick
claims that no theory applying general principles to par-
ticular cases can avoid it. In fact, models for conditionals
can be constructed without the rule for modus ponens: our
computer programs construct them solely from the “truth
conditions” of the connective. People make modus ponens
deductions rapidly, but it does not follow that they rely on
aformal rule to do so — even if the content of the premises
is abstract or based on nonce words. They could build
models containing abstract or nonce items (pace Savion).
And unified theorem-provers apply general principles to
particular cases without using modus ponens: they rely
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instead on unification and the resolution rule (see pp. 26—
27 for a brief account). With experience in a reasoning
task, as Stevenson suggests, subjects may begin to con-
struct formal rules for themselves (see p. 202; Galotti et al.
1986). But few individuals seems capable of formulating
rules that capture all the valid deductions they can make
(as Victoria Shaw has found in an unpublished study).

The model theory proposes that variables occur in the
initial semantic representations of sentences (pp. 171-
73), and that they are then instantiated in models as small
finite sets of tokens corresponding to individuals (pp.
177-80). Braine correctly claims that models do not
contain variables, but he overlooks their occurrence in the
initial semantic representations (pp. 171-73). Ter Meulen
understands that our programs use variables in this way,
but does not seem to realize that the programs are
implementations of our theory.

R11. Conclusions. No commentator proposes a new the-
ory accounting for the phenomena of deductive reason-
ing. So: mental models or formal rules? Or both? A theory
that combines both is probably irrefutable, that is, no
evidence could ever show it to be false. We therefore
preferred to exercise parsimony and to reject the psycho-
logical theories based on formal rules. Braine claims that
the argument for mental models rests solely on parsi-
mony; and Fetzer claims that it rests solely on the effects
of content. They overlook the real case. It is the experi-
mental evidence as a whole. There are psychological
theories based on formal rules for relational reasoning,
but the empirical evidence counts against them. There
are such theories for propositional reasoning, but they fail
to explain differences in difficulty, systematic errors, and
the effects of content. No such theories exist for syllog-
isms or multiply quantified deductions. In each of these
domains, the model theory explains the phenomena.

Where do we go from here? Our immediate tasks are to
develop better accounts of everyday reasoning, to explain
how reasoners discover new strategies in metareasoning
(see Byrne & Handley 1992), to interrelate reasoning and
decision making, and to find out how diagrams improve
reasoning — especially in the light of recent studies
(Barwise & Etchemendy 1991; Bauer & Johnson-Laird
1993). We thank the commentators for helping us to
strengthen the exposition of the theory, to clarify the
relations between mental models and Tarskian models,
and to pursue extensions of the theory into other realms of
thought.
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