
Vol.:(0123456789)

Philosophy & Technology           (2023) 36:78 
https://doi.org/10.1007/s13347-023-00685-w

1 3

RESEARCH ARTICLE

The Authority to Moderate: Social Media Moderation 
and its Limits

Bhanuraj Kashyap1  · Paul Formosa1 

Received: 17 August 2023 / Accepted: 2 December 2023 
© The Author(s), under exclusive licence to Springer Nature B.V. 2023

Abstract
The negative impacts of social media have given rise to philosophical questions 
around whether social media companies have the authority to regulate user-gener-
ated content on their platforms. The most popular justification for that authority is 
to appeal to private ownership rights. Social media companies own their platforms, 
and their ownership comes with various rights that ground their authority to mod-
erate user-generated content on their platforms. However, we argue that ownership 
rights can be limited when their exercise results in significant harms to others or 
the perpetration of injustices. We outline some of the substantive harms that social 
media platforms inflict through their practices of content moderation and some of 
the procedural injustices that arise through their arbitrary application of community 
guidelines. This provides a normative basis for calls to better regulate user-generated 
content on social media platforms. We conclude by considering some of the political 
and legal implications of our argument.

Keywords Social media · Content moderation · Public sphere · Platform 
governance · Free speech · Private property rights

1 Introduction

Increasing concerns around social media’s impacts on political belief formation 
(Lewandowsky et al., 2019), extremism (West, 2021), radicalisation (Alfano et al., 
2020), privacy violations (Sahebi & Formosa, 2022), lowering self-esteem (Cingel 
et  al., 2022), and the formation of echo chambers (Terren & Borge-Bravo, 2021) 
have all lent increasing weight to recent efforts to better regulate the way that social 
media companies moderate content on their platforms. However, less attention has 
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been given to the philosophical questions that underwrite these efforts. In particu-
lar, greater focus is needed on three foundational normative questions that social 
media moderation raises within the context of liberal democratic states. First, do 
social media companies have the right sort of authority to moderate user-generated 
content and speech on their platforms at all? Secondly, in so far as they do have that 
authority, what are the limits of their authority and what responsibilities do they 
have to moderate that content and speech? Thirdly, what are the limits of the state’s 
authority, and what responsibilities does the state have, to regulate how social media 
companies moderate (or fail to moderate) content on their platforms?

The most prominent answer to the first two questions posed above involves an 
appeal to the social media companies’ ownership rights over their own platforms 
(e.g., Cohen & Cohen, 2022). In Section  2, we outline what we mean by moder-
ation, before exploring in Section  3 the extent to which social media companies’ 
ownership of their own platforms ground their authority to moderate speech and 
content on their platforms. Next, in Section 4, we explore the limits of that authority 
by examining cases where social media companies’ moderation practices and poli-
cies generate substantial user harms and instances of procedural injustice. Finally, in 
Section 5, we look at the state’s responsibility to regulate social media companies to 
ensure that those harms and procedural injustices are limited or prevented.

This paper contributes to and furthers the literature on content moderation in two 
important ways. First, while many researchers in this literature allude to social media 
companies’ commercial interests as a justification, or an explanation (or both), for 
their moderation of user-generated speech (see, for example, Gillespie, 2018; Suzor, 
2019; Cobbe, 2021; Howard, 2021; Keller, 2021; and Cohen & Cohen, 2022), our 
paper innovatively develops and unpacks this relationship in detail from the stand-
point of private property rights. In particular, we argue that it is through the prism of 
the powers granted by ownership of a platform that appeals to commercial interests 
can be made sense of as a possible justification for moderation practices. To this 
end, we offer a novel full-fledged account of how and why social media companies’ 
ownership claims over their platforms ground their authority to moderate user-gen-
erated speech, the limits of this authorisation, and the normative upshots that should 
follow when social media companies violate those limits. Second, in providing our 
account, we not only strengthen the call for better content moderation systems, poli-
cies, and practices, but we also offer a novel argument against appeals to “commer-
cial interests”, which we ground in property rights, as a justification for unfettered 
control by social media companies over the governance of speech and communica-
tion in the digital world.

2  Social Media and Three Types of Moderation

Social media platforms, such as Facebook, YouTube, and TikTok, refer to digital 
intermediaries that allow their users to interact and communicate with one another 
through the sharing of user-generated content (Srnicek, 2017). Social media has 
billions of users across all regions of the world, and these users include individu-
als, groups, media outlets, local and international public bodies, as well as “bots” 
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(Gorwa & Guilbeault, 2020) and even terrorist organisations (West, 2021). User-
generated content not only refers to traditional forms of speech involving written 
text, but also includes memes, audio, images, symbols, and videos, as well as com-
ments and reactions (e.g., “Likes”) to and reposting (e.g., “retweeting”) of content 
from other users. In short, user-generated content takes many forms and includes 
engagement with the content of other users, although the types of content users can 
generate and the forms of engagement that they can undertake with that content 
tends to differ from platform to platform. There is another important form of content 
on social media, namely paid advertising content, that we will not focus on here, 
since advertisements have traditionally referred to commercial speech, which is dis-
tinct from other types of speech, and which has its own set of legal rules and regula-
tions, although these vary from jurisdiction to jurisdiction (Johnson & Ho Youm, 
2008). Of course, with the rise of “influencers” (Hudders et  al., 2021) on social 
media, it is becoming increasingly difficult in practice to separate out commercial 
speech from other forms of speech on a platform (Bhagwat, 2019). Even so, we shall 
attempt to keep the two forms of speech conceptually distinct as much as possible.

User-generated content must then be shown to other users of a social media plat-
form. This typically requires some form of content curation, as decisions must be 
made about what content is and is not shown, to whom it is shown, how it is shown, 
in what order it is shown, how often new content is shown, and so on. Due to the 
scale that most social media platforms operate at, content moderation typically 
depends, in part, on automation through the use of algorithms and Artificial Intel-
ligence (AI) (Gillespie, 2020). Given the information sorting problems involved, 
content moderation can be understood as having three key basic processes: censor-
ship, demotion, and amplification. These involve, respectively, hiding, decreasing 
(or burying), or increasing the visibility of content. We shall consider each in turn.

Censorship1 by a platform refers to the removing, banning, or suspending of both 
user-generated content and user accounts from the platform. Censorship on social 
media typically relies on the following three apparatuses: a) moderation facilitated 
by human moderators in different countries who sift through content daily2; b) user-
reporting mechanisms to report posts, such as hate speech, that may not meet a plat-
form’s published community standards (Lim & Ghadah, 2021); and c) algorithmic 
censorship of content that does not meet a platform’s standards, such as scanning for 
images of naked bodies on platforms that do not allow such content (Cobbe, 2021). 
Closely related to censorship is user-level content blocking or silencing, whereby users 
choose not to see content from, for example, a particular user (Merten, 2021). Since 

1 The term “censorship” has recently been co-opted by the American right and is now used to push back 
against the left’s socially progressive agenda, which the right unfavourably views as an attack on users’ 
speech rights online (Srinivasan, 2023). We use the term “censorship”, not in this way, but in the specific 
technical sense defined above that is common in the academic literature.
2 Many moral issues regarding the exploitation of content moderation workers arise (see Roberts, 2019; 
and Barnes, 2022). It is also worth mentioning that some platforms, such as Reddit, give their users the 
authority to moderate content on forums (also called subreddits). These volunteer moderators are esti-
mated to provide Reddit with $3.4 million worth of unpaid labour annually (Stokel-Walker, 2022), lead-
ing to demands for payment.
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this amounts to user-generated moderation, we will not consider it further here given 
our focus on moderation by platforms.

Demotion refers to the down-rating of user content through recommendation fea-
tures. This can also include practices such as “shadow banning” (also known as partial 
blocking) of user-generated content and users (Gorwa et al., 2020). For example, Insta-
gram may bury content from accounts that buy followers or use hundreds of irrelevant 
hashtags without alerting holders of those accounts, unless those users directly follow 
those accounts (Savolainen, 2022). While the distinction between censorship and demo-
tion is not always clear, we take the former to involve the removal or hiding of content, 
and the latter to involve the demotion or burying of content that remains available (to at 
least some users). Demotion mostly results from the algorithms that social media plat-
forms use, which aim to amplify and demote content to achieve certain goals, such as 
increasing advertising income or maximising user engagement (Gillespie, 2022). How-
ever, demotion can also occur through user actions, such as downvoting posts on Reddit 
or disliking content on Facebook (Davis & Graham, 2021).

By contrast, amplification practices popularise content through recommendation 
features so that it reaches a wider audience. This includes amplification directly by the 
platform’s algorithms and due to the actions of users. For example, YouTube’s recom-
mendation system recommends videos that will attract more views, Facebook’s Feed 
(formerly News Feed) is algorithmically personalised to each users’ preferences, and X 
(then known as Twitter) at one point algorithmically boosted tweets by Elon Musk to 
increase their reach (Schiffer & Newton, 2023). Amplification can also occur through 
user actions, such as using hashtags, Like buttons, up voting, and other recommenda-
tion boosts (Llansó et al., 2020).

One important point worth mentioning here is that large platforms need to moder-
ate. This is because social media sites need some way to order, filter, update, and sort 
user-generated content, as well as some way to remove or bury problematic (for that 
platform) and illegal content. Further, given the scale of most social media platforms, 
algorithmic moderation is a necessary part of the moderation process (Gillespie, 2020). 
Even distributed platforms such as Mastodon that present posts in a chronological order 
from feeds that a user follows (Cobbe & Singh, 2019), rather than based on an algo-
rithm designed, for example, to maximise user engagements, still depend on the use 
of hashtags to amplify content to other like-minded users, and the use of server level 
(rather than platform level) moderation practices, such as censoring content or banning 
users (Rozenshtein, 2022). However, the focus of our discussion will be on the algorith-
mic moderation of content by commercial platforms, rather than on either distributed 
moderation on decentralised platforms such as Mastodon or on individual user-level 
moderation through reporting, upvoting and downvoting content, as this is in line with 
the scholarship’s focus on algorithmic mediation employed by Big Tech on internet 
platforms.
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3  The Authority to Moderate

3.1  The Authority to Moderate User‑Generated Content

Now that we are clear what moderation of user-generated content is, we can ask 
what the normative ground of social media platforms’ authority to moderate that 
content is. This question has, surprisingly, received comparatively little attention. 
A recent paper by Cohen and Cohen (2022) attempts to address this gap through a 
focus on the moral permissibility of non-state censorship that is based on the pri-
vate property rights over their platforms that social media companies possess. In 
this section, we explore the argument that private property rights can ground the 
right of platform owners to moderate user-generated content on their platforms.

Cohen and Cohen (2022, 16–17) understand private property rights as includ-
ing a bundle of claims, including the right to exclude, as necessary features of 
ownership. The inclusion of a right to exclude is needed to draw a distinction 
between a liberty and a right (Schmidtz, 2010, 79–80). For example, when some-
one says they own their house, this means that they are not only at liberty to live 
in their house and use it, but others are also morally required not to occupy and 
use their house against their wishes. Here a property right carries a liberty to 
use the property, plus a duty for others that they refrain from using this prop-
erty without proper consent (Schmidtz, 2010, 80), except (arguably) in special 
circumstances such as an emergency (Cohen & Cohen, 2022, 28). For example, 
if someone is fleeing a gunman and they need a place to hide, it is (arguably) per-
missible for them to enter and hide in someone else’s house, without the owner’s 
explicit permission (see Schmidtz, 2010; and Honoré, 2013). The right to exclude 
others from private property is thus an important element in what it means to own 
something.

According to Cohen and Cohen (2022), social media companies are private 
nonstate actors that own their digital platforms. Their ownership over their plat-
forms thereby confers on them “stringent private rights to exclude”, and this 
in turn gives them “rights to exclude others who seek access to their property, 
including for the purposes of expression or communication” (Cohen & Cohen, 
2022, 17). To continue with the previous example, if a white supremacist decides 
to enter someone’s house without his permission to talk to him about white racial 
superiority, he can ask them to leave. In refusing to let them use his property to 
express their views, he may be censoring them in some sense, but this type of 
censorship is permissible since it is consistent with his right to exclude others 
from his private property. Similarly, so the argument goes, it is permissible for a 
social media company to delete user-generated content or to ban a user from hav-
ing access to their platform, such as Twitter banning former US President Trump 
from using its platform (Dwoskin & Tiku, 2022), on the same private property 
ownership grounds, even if this amounts to censorship (in some sense).

While Cohen and Cohen’s account explicitly focuses only on “censorship” by 
social media companies, we shall now argue that their account can be extended 
to also cover content demotion and amplification, and thus all three elements of 
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moderation. This addition is needed, since the right to exclude that Cohen and 
Cohen focus on does not directly (without further argument) ground a right to 
amplify or demote content, as opposed to a right to censor or ban content. To 
expand their account, we shall draw on accounts of private property rights devel-
oped by Honoré’s (2013) and Katz (2008) and their associated ideas of a right to 
use one’s property to generate income and the authority to determine the agenda 
for a resource. This helps us to further spell out the rights and powers that owner-
ship grants.

According to Honoré (2013), to whom Cohen and Cohen (2022, 16) refer when 
developing their own account, ownership is underpinned by a range of rights and 
duties, including the right to use and the right to manage one’s owned resource. 
The right to use entails that the owner can enjoy their property in multiple ways, 
including using it to generate income. This aspect of a property right is helpful in 
grounding moderation rights across all three elements. In particular, different fea-
tures of amplification are important means for platforms to attract advertisers to 
make money off their users (Gillespie, 2018). For example, Facebook introduced 
reactions to give its users more options to express themselves with reference to user-
generated content. The posts that receive more reactions are, in turn, amplified to 
attract more users, thereby increasing user-engagement duration online (Vaidhyana-
than, 2018, 35–37). Similarly, platforms such as YouTube have recommendation 
systems to suggest content to its users to increase user-engagement so that the plat-
form can serve more advertisements to its users, thereby generating income (Alfano 
et al., 2020). Further, demoting or banning content that advertisers may not wish to 
have associated with their brand is also an important part of this strategy (Cobbe, 
2021, 752–757).

Another aspect of private property rights is what Katz (2008) calls the “agenda-
setting authority” that gives owners the position of “the exclusive agenda setter for 
the owned thing” (Katz, 2008, 275) or resource. Agenda-setter authority refers to the 
authority that owners exclusively possess to determine how an owned resource is to 
be used. If we apply this to social media companies, it seems to grant them a right to 
determine how their platforms are used through their authority to set the agenda for 
their owned resource. Moderating content, through censoring, amplifying, or demot-
ing user-generated content, seems to fall under this broad agenda-setting authority of 
a platform owner. This authority also extends to setting the terms of services on plat-
forms which can outline the sort of content, or community standards, that is accept-
able on that platform, as well as further rights (if any) that users may have in terms 
of appealing moderation practices on that platform. These same terms of service 
may also be used to outline data mining activities, and other related tracking activi-
ties, undertaken by social media companies of both user-generated content and user 
activity on their platforms for commercial purposes (Magarian, 2021, 355–356).

As platform owners, social media companies have the right to exclude others, use 
their platforms to generate profit, and set the agenda for how their platform is used. 
This allows us to move from the property rights that social media companies have as 
owners of their platforms, to their authority to moderate, including censoring, ampli-
fying, and demoting, user-generated content on their platforms. If users do not like 
a platform’s moderation policies or practices, then they are free to leave the service. 
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This argument’s focus on private property rights would seem to grant social media 
companies the moral right and practical authority to wield an incredible amount of 
power over their users. But, given their immense power over users, the large role 
that social media plays in the functioning of democracies (Andrejevic, 2020, 44–72), 
and the quasi-monopoly of social media companies that exist due to the difficulty 
of overcoming network effects that favour incumbent platforms (Srnicek, 2017), we 
might wonder (as Cohen and Cohen’s argument requires) whether it makes sense 
to directly apply an account of private property rights to social media platforms. 
After all, it is one thing to own a small block of land, and another thing altogether 
to own the means of production of significant social entities, such as social media 
platforms. Should we instead think of these platforms as more akin to public utili-
ties than private property? If so, how does this impact the above argument about the 
platforms’ authority to moderate content on their platform?

Even putting this point aside for a moment, it is worth noting that the concep-
tion of private property ownership borrowed here from Honoré and Katz does place 
some limits on the owner’s authority to use and manage their property. In the case of 
monopolies over key aspects of the means of production and other components that 
have critical impacts on the functioning of a democratic society, such as newspapers 
and advertisements in the media, Katz acknowledges that the state possesses “the 
power to regulate the use of resources and to control their allocation” (2008, 295). 
This means that private owners of such entities, which would seem to include own-
ers of large social media platforms, have a public justification requirement to meet 
to keep enjoying the state’s endorsement of their agenda-setting authority over their 
owned resources relative to non-owner users. Further, their authority to moderate 
content on their platforms can be regulated and controlled by the state. Another rel-
evant limitation, this time from Honoré’s account (2013), is the prohibition of harm-
ful use. Honoré agrees that the owner is not allowed to do whatever they please with 
their owned property if it will result in harm to other members of the society. For 
example, one may own the knife in one’s kitchen, but that does not give one the right 
to use it to stab someone in the back. Thus, although social media companies own 
their platforms, we believe that social media companies’ ownership rights do not 
exempt them from the moral requirement not to harm others when using their owned 
resource. In the next section, we explore further the limitations to the moderation 
powers that private property rights can authorise.

4  Limitations to the Authority to Moderate

Drawing on the previous section, we have identified at least two key cases where it is 
appropriate to interfere with private property rights. The first case focuses on estab-
lishing the presence of monopolies over key resources. While we think that the first 
route via regulation of monopolies is open to critics of unfettered moderation pow-
ers of social media companies, we shall not pursue this line of argument further here 
since it has been dealt with in detail elsewhere (see, e.g., Ranttila, 2020; Alfano & 
Sullivan, 2022; and Balkin, 2022). Even though we do not directly address the case 
of social media monopolies, it is worth stressing that the monopoly status of social 
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media platforms does significantly contribute to some of the injustices and harms 
users experience resulting from the moderation policies and practices of platforms, 
as we will discuss in detail below. Furthermore, the monopoly status of social media 
platforms establishes that a viable exit strategy from social media does not exist for 
many users and, if such an exit is nonetheless taken, it can be extremely costly to 
both a person’s prospects and social connectivity (Flew & Wilding, 2020). How-
ever, even presuming that an individual user can leave a social media platform with-
out any direct adverse personal outcomes does not, as we will show below, mean 
that she can also escape the large-scale effects of social media moderation on oth-
ers, including the broader democratic society and culture of which she is part, that 
may still harm her in indirect yet important ways even though she does not use any 
platform.

Instead, we focus here on the second case that looks at the harms and injustices 
that are inflicted on others by the unfettered ownership of property. For this line 
of argument, whether the harm inflictor also has a monopoly over a key resource 
is often relevant but not (in all cases) essential. Further, we consider this focus on 
harms and injustices to be complementary, rather than a competitor, to the alterna-
tive focus on whether social media platforms constitute monopolies. We pursue this 
issue below by considering first substantive harms and second procedural injustices, 
as those are the two types of primary concerns that are raised in the legal and media 
studies literature on platform content moderation (see Bollinger & Stone, 2022). 
While this discussion has clear links with the broader literature on Mill’s harm prin-
ciple (for discussion see, e.g., Turner, 2014), we will not be exploring those links as 
this literature raises larger issues that are beyond our direct focus. However, future 
work could explore these links in more detail.

4.1  Substantive Harms

We shall document here some of the harms of social media. While there are also 
various benefits of social media, such as improved means of social connection, we 
shall not attempt to outline these here since these do not typically raise regulatory 
concerns or give us reasons to limit the use of private property. While, of course, we 
need to consider the relationship between the harms and benefits caused by social 
media, if the harms are significant enough or of the right form, the fact that there 
may also be benefits may not matter. For example, the fact that slavery may have 
the benefit of providing low-cost goods or giving sufficient time to slave owners to 
engage in meaningful political activity does not matter given the significant injus-
tices and harms involved in slavery. Something similar, we suggest, might be the 
case with the harms caused by social media, although that argument will need to be 
explicitly made. Further, it may not be a case of weighing up the harms and benefits 
of social media, since it may be possible to keep the benefits (e.g., constructive com-
munication with others) while also minimising or eliminating the harms (e.g., by 
limiting the amplification of harmful content for financial gain).

Given our focus on the issue of platform moderation of content, we concentrate 
on large-scale patterns of harm that have emerged at a societal level. This means 
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that we do not focus on individual instances of harm perpetrated on social media, 
although these are of course significant for the people involved, but rather on the 
broader patterns of harm that emerge in the aggregate. Further, it is important to 
note that harms can be caused by all three components—censorship, demotion, and 
amplification—that constitute moderation on our account. For example, the harms 
associated with moderation may sometimes be caused by ineffective censorship 
or demotion practices by platforms, such as failing to consistently and accurately 
remove or demote hate speech against users, and sometimes by platform’s amplifica-
tion practices, such as its amplifying of hate speech content.

We now turn to both empirical and theoretical evidence to support our claims 
about the harms of social media. Research shows that social media companies’ 
focus on increasing user engagement tends to: undermine democratic politics (For-
estal, 2020; Vaidhyanathan, 2018); increase political distrust and intergroup conflict 
(Hong & Kim, 2016; Alfano & Sullivan, 2022); lead to the formation of epistemic 
bubbles and homogenisation of important information networks (Nguyen, 2018); 
and lead to the proliferation of violent and extremist content and conspiracy theo-
ries (Klein et  al., 2018, 2019; Alfano et  al., 2018, 2020; and Hao, 2021). Simul-
taneously, certain social media platforms have become a breeding ground for hate 
speech, which is in and of itself harmful (see, for example, Waldron, 2012), and 
which is often directed at women, members of the LGBTQI + community, and racial 
minorities (Are, 2020; Suzor, 2019). The largely opaque algorithmic moderation of 
user-generated content can also undermine and disrespect user autonomy (Sahebi & 
Formosa, 2022), lead to widespread and serious mental health issues in vulnerable 
populations, especially young people (Klein, 2023), and promote the circulation of 
misinformation (Barnes, 2022) and magnify affective polarisation (Cho et al., 2020).

One might, however, object that the cited evidence is biased against social media 
companies and does not accurately describe the impact of social media on political 
distrust, polarisation, and democratic politics. This objection would state that con-
trary evidence persists, and it is not, at this stage, possible to conclusively state that 
social media companies’ moderation of speech leads to substantive harms (see, for 
example, Newman et al., 2017; Benkler et al., 2018; Silver & Huang, 2019; Barberá, 
2020; and Boxell et al., 2021). Something similar applies to the research on social 
media’s negative impacts on youth mental health, where the evidence is again strong 
but not conclusive (for evidence in favour of the existence of this impact, see Klein, 
2023 and Harriger et al., 2023; for counter evidence, see Orben & Przybylski, 2019 
and Vuorre & Przybylski, 2023).

In response to this objection, several points are worth making.
First, as Lazar (2023) notes, the acontextual empirical approach that research-

ers often use to measure polarisation can paint an inaccurate empirical picture. For 
example, it may be true that traditional media primarily drove election-related dis-
information in the US during the 2020 Presidential election cycle (Benkler et  al., 
2020). However, this piece of information paints an empirically incomplete picture 
since it does not grapple with how social media companies have shifted the media 
ecology towards more sensationalistic content, often forcing traditional media to 
compete with right-wing digital media outlets such as Breitbart (Lazar, 2023). Sec-
ond, empirical research often focuses on the extent to which types of information is 
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available and accessible online, as opposed to understanding how platforms enable 
and encourage social relationships (see, for example, Vaidhyanathan, 2018, and Set-
tle, 2018). For example, online users may have access to more diverse information 
than before (Newman et al., 2017), but this cannot be interpreted as unconditionally 
positive if those users come across diverse information in hostile social networks, 
such as in comments sections where they often engage in abusive arguments with 
one another. In terms of the mental health harms of social media, there are clearly 
many complex intersecting elements that are also at play, which makes isolating the 
role of social media alone empirically difficult. It is therefore appropriate to con-
cede that establishing conclusive evidence about the causation of social media on 
democratic politics, political distrust, and youth mental health is indeed an exceed-
ingly complex task. Consequently, it is unsurprising that empirical research on these 
issues is still in flux. However, unless the evidence drastically changes to demon-
strate that our approach is thoroughly unfounded, the quoted evidence is arguably 
sufficient to motivate our present concerns by supporting the claim that social media 
companies’ regulation of speech is likely to result in harmful outcomes that we need 
to take seriously now (even in the absence of conclusive evidence). Combined with 
our earlier claim that causing significant harms to others is a presumptive ground 
for limiting or regulating the use of private property, we get what we call here “the 
limiting condition of substantive harms”:

When the moderation practices and policies of social media platforms lead 
to substantive harms to users and societies, then this creates a presumptive 
ground for limiting the private property-based authority to moderate user-gen-
erated content that owners of social media platforms otherwise possess.

Private property rights do not grant unfettered rights to utilise owned resources in 
ways that evidence shows creates significant harms.

Two prima facie duties follow on from this limiting condition. First, in light of the 
harms they produce, social media companies have an additional duty to justify their 
continuing authority to moderate user-generated content on their platforms. But, as 
argued above, content needs to be moderated, since information needs to be ordered, 
presented, and updated. With this in mind, we can understand social media com-
panies as providing important moderating services (Gillespie, 2018). If the public 
wants the content on platforms to be properly moderated, then the owners of those 
platforms are best placed to provide those moderation services, whether that occurs 
directly through algorithmic moderation run by platforms or more indirectly through 
platforms providing the infrastructure and oversight for users to have greater input 
into moderation on the platform. Thus, the additional justification requirement of the 
first duty can, arguably, be met on grounds of practicality. Second, social media plat-
forms should moderate content in ways that try to limit or eliminate the substantive 
harms caused by moderation. As we have argued, the empirical evidence suggests 
that social media companies are failing to uphold this obligation to both their users 
and the broader public. Having made our positive argument here, we now consider 
some objections.

One objection that is often made against attributing responsibility to social media 
companies for online harms emerges from within the ‘no liability’ model (Howard, 
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2021). According to this model, social media companies are not responsible for the 
actions and speech of its users. If a harm is produced because of how P has acted on 
platform Q, it is P’s actions that need to be held responsible for the harm produced, 
as opposed to holding Q responsible for permitting P’s actions on its platform. Q let-
ting a harm occur on its platform is conceptually and morally distinct from P’s direct 
act of perpetrating harm against another.

While this objection may seem initially plausible, the many reasons for rejecting 
the ‘no liability’ model are covered extensively in the media studies literature on 
this topic. These include everything from the practical difficulties of tracking and 
holding individuals responsible for harmful actions and speech perpetrated online, 
to the misconception that platforms are neutral towards content (for further discus-
sion see, e.g., Gillespie, 2018 and Andrejevic, 2020). But the most relevant reason 
for rejecting this model is that it rests on the mistaken view that digital intermediar-
ies, such as Facebook and Twitter (now X), do not make causal contributions to how 
their users engage with one another on their platforms (Forestal, 2020 and 2022). 
Platform moderation and architecture plays a causally important and distinctive role 
in laying out the ways in which communication and engagement between its users 
start, continue, end, and restart. The ‘no liability’ model tends to be overfocused on 
questions of permissibility regarding the accessibility of extreme and violent con-
tent to a platform’s users (Lazar, 2023). But this ignores questions of the distribu-
tion of extreme content, hate speech, misinformation, and conspiracy theories on 
platforms, and the ways that platform architectures and moderation policies both 
encourage the creation and causally facilitate the spread and amplification of such 
content (Andrejevic & Volvic, 2020; and Lazar, 2023). Platforms do not merely pro-
vide a neutral space for user engagement with one another; rather, they provide an 
entire social ecosystem that not merely enables, but also encourages activities on its 
platforms that are harmful in the ways outlined above. This suggests, in opposition 
to the ‘no liability’ model’s focus on individual responsibility only, an alternative 
‘engagement’ model which additionally focuses on intermediary responsibilities 
attributable to digital platforms when patterns of user and broader large-scale harms 
are produced, reinforced, and maintained due, in part, to those platform’s architec-
ture and moderation practices (Lazar, 2023). It is only by ignoring this ‘engagement’ 
model that social media platforms can operate under the assumption that they do not 
have any type of intermediary responsibility towards their users.

This notion of intermediary responsibility lends some moral force to, for exam-
ple, the European Union’s regulatory model of ‘notice-and-takedown’, where hate 
speech is legally bound to be taken down by social media companies when they 
become aware of it (Digital Services Act, 2022). While we believe that this is a good 
first step, the European Union’s regulatory model may result in a host of related 
issues, from poor identification of hate or illegal speech to overenforcement of rules 
to censor speech (Keller, 2021), as we discuss further below. It also focuses on types 
of direct speech harms, such as racial abuse, but fails to consider the broader range 
of other large-scale harms, such as poor mental health in children, that emerges as 
a network effect of the amplification of content on platforms, such as promoting an 
unrealistic body image, that in isolation may be morally innocuous but at scale cause 
widespread harm. However, whatever legal regulatory framework states decide 
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to pursue to ensure social media companies refrain from causally contributing to 
substantive harms, states will still have to strike a balance between users’ rights to 
free speech and social media companies’ ownership right to curate and disseminate 
content, including extreme speech, for commercial purposes. For example, if social 
media companies are legally obliged to filter all user-generated content before allow-
ing it to become visible and distributed on their platforms, this could have significant 
and unintended negative consequences for user engagement and communication.

Finally, it is worth adding that holding individual users responsible for directly 
perpetrating harm against other users on a platform is not incompatible with also 
holding social media platforms responsible for acting as an intermediary of such 
harms by amplifying or not blocking such content. However, one could object that 
social media companies may not be aware of these harms occurring, and thus not 
count as bearing any intermediary responsibility for them given this lack of knowl-
edge. But this objection is unfounded as ample evidence shows that social media 
companies are aware of these harms and have often done too little to adequately 
respond to them (Vaidhyanathan, 2018). For example, Frances Haugen’s revelations 
show that Facebook was aware of the negative impacts of Instagram on the mental 
health of teenage girls driven by its engagement-based moderation practices (Milmo, 
2021). Further, some of the strategies that social media companies have introduced 
to squash the circulation and amplification of fake news and misinformation is argu-
ably too weak, late on the scene, and has not produced the desired results (Collins 
et al., 2021). It is therefore reasonable to claim that social media platforms are, by 
now, knowingly complicit in these unjustified and large-scale patterns of harms, and 
thus meet any relevant epistemic requirements for intermediary responsibility.

4.2  Procedural Injustice

Social media platforms publish community guidelines that lay out standards regard-
ing user-generated content that those platforms consider permissible or impermissi-
ble (Gillespie, 2018). All the major social media companies—Facebook, YouTube, 
and Instagram, for instance—are committed to upholding similar community stand-
ards across their platforms (45–47; 52–62). For example, all platforms prohibit child 
pornography and almost all platforms3 discourage content gesturing to self-harm, 
violence against others, and hate speech, though they implement these standards and 
rules differently, depending on their platform architecture and design. Many plat-
forms, such as Facebook, also offer reasons and justifications for classifying differ-
ent types of content as appropriate or inappropriate (Gillespie, 2018, 47–52).

It is important to note that community guidelines are partner documents to the 
formal legal terms and conditions that users agree to when signing up to a social 
media platform. While the primary aim of terms and conditions documents is to 
ensure that social media companies are protected against potential future litiga-
tion, community guidelines are a performative endorsement of a platform’s values 

3 The social media platform Gab may be an exception to this observation (see Stanford Internet Observa-
tory, 2022).
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and goals that is used to guide, manage, and curate its users’ speech (Gillespie, 
2018, 47–52). Further, it is to these community guidelines that users often turn 
to in cases of disputes, concerns, and confusions regarding platform moderation 
outcomes.

Community guidelines help a platform to strike a balance between respecting its 
users’ communicative interests and executing its moderation services. By communi-
cative interests, we mean the interests a person has in expressing their own views to 
another person (or persons) and having that other person (or persons) pay attention 
to those expressions (Cohen, 1993; Bejan, 2020; Cohen & Fung, 2021; and Lazar, 
2023). While we do not deny that communicative interests can have instrumental 
grounds (where like-minded individuals aim to get together and achieve desired out-
comes, for example, in setting up a contract or organising an event), we will focus on 
the non-instrumental justification of an individual user’s communicative interests. 
To be able to speak and express your views to other people and be listened to, genu-
inely heard, and responded to captures an important, non-instrumental dimension of 
relational equality and belonging to a moral community (Lazar, 2023). It is part of 
being taken seriously as a person with dignity who deserves respect and considera-
tion (Formosa, 2017). An individual’s communicative interests, as an expression of 
their dignity, ought to be respected and valued, unless doing so is incompatible with 
respecting the dignity and worth of other agents, such as when executing one agent’s 
communicative interests would result in harm to other agents either interpersonally 
or by contributing to a societal harm. Users refer to community guidelines to learn 
about the publicly available rules and procedures that platforms employ to censor 
and demote content (Gillespie, 2018). So long as users abide by this document when 
creating content, the assumption is that a platform will not arbitrarily interfere with 
their speech by either censoring it or suspending them from the platform for exercis-
ing it. In this way, social media companies can respect their users’ communicative 
interests (see, for example, Facebook Community Standards, 2023) in the digital 
public sphere.

However, in practice platforms often do arbitrarily interfere with their users’ 
speech. We can understand arbitrary interference here as a form of procedural 
injustice that refers to instances where platforms unreasonably fail to treat similar 
cases of users’ speech similarly and different cases of user’s speech differently. For 
example, imagine that two users post relevantly similar content on a platform that 
seems to comply with that platform’s published community standards. However, one 
user’s post is taken down (i.e., censored) without a proper explanation and the user 
is issued with a warning, whereas the other user’s post is not only not censored but 
is rather amplified to others. Instances that fit this example are, unfortunately, not 
uncommon on social media platforms (see Gillespie, 2018 for examples), often leav-
ing users deeply unhappy with the moderation policies of a platform (West, 2018; 
and Cook et  al. 2021). While options to challenge moderation outcomes exist on 
some platforms, these options are slow, confusing, not user friendly, and difficult to 
navigate (Everett, 2018).

In moderating arbitrarily, platforms act in a procedurally unjust way and express 
disrespect for their users by failing to give proper weight to their communicative 
interests. Combined with our earlier claim that inflicting injustices on others is also 
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a presumptive ground for limiting or regulating the use of private property, we get 
what we call here “the condition of arbitrary platform interference in users’ speech”:

When the moderation of user-generated content by social media platforms 
unreasonably fails to treat similar cases of users’ speech similarly and differ-
ent cases of users’ speech differently, this amounts to arbitrary interference in 
users’ communicative interests and should be considered a procedural injus-
tice. This creates a presumptive ground for limiting the private property-based 
authority to moderate user-generated content that owners of social media plat-
forms otherwise possess.

We now consider and respond to some objections to this claim.
First, it is not clear why a user’s communicative interests should override social 

media platform’s ownership rights to moderation. According to Cohen and Cohen 
(2022, 18), to argue for this claim we need to show that there are no genuine substi-
tutes available for users to express their communicative interests. Cohen and Cohen 
call this the “substitution objection”. Implicit in this objection is the assumption the 
communicative interests of users do not need to be respected on a platform when 
genuine substitutes for it are available. However, we believe that genuine substi-
tutes are unavailable since social media platforms constitute a digital public sphere 
(Cohen & Fung, 2021; Lazar, 2023) that acts as an extension (or another part of) 
the broader public sphere. Empirical evidence suggests that social media compa-
nies host and curate different types of political viewpoints, from COVID-19 vac-
cine (mis)information to discussions of political officials, elections, and public poli-
cies (Bollinger & Stone, 2022). In the last decade, it has become evident that social 
media companies are an incredibly important resource for social movements to 
begin and spread (Tufekci, 2017). Furthermore, the entities that are often associated 
with upholding the traditional public sphere, such as media houses and newspapers, 
typically rely on social media platforms for distributing and amplifying their con-
tent. Research indicates that the advent of social media has unprecedently altered the 
traditional news, opinion, and information landscape (Andrejevic & Volvic, 2020), 
in ways that may be irreversible. Given that traditional news platforms and organisa-
tions have long been understood as helping to form part of the public sphere even 
though many of them are commercial entities, it follows that social media platforms 
can also form part of the public sphere even if they engage in commercial activities 
(Andrejevic, 2020, 45–72). It is the social and political role that matters, and given 
the above evidence, it seems clear that social media platforms, among other things, 
do in fact host and curate an important part of the digital public sphere. As a pub-
lic sphere, users who participate on social media platforms to express themselves 
to others have strong communicative interests that ought not to be interfered with 
arbitrarily. This does not mean that there are no alternatives to social media, since 
clearly there are, such as talking directly to friends or engaging in a public debate in-
person. Rather, the point is that these alternatives are not genuine substitutes for the 
crucial functional role that social media plays in helping to constitute the broader 
public sphere.

The second objection that arises is an extension of the first objection. Even if we 
presume that social media companies provide the services of hosting and curating 
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the digital public sphere, it is not clear whether they owe individual users proce-
dural justice. This objection states that the ownership rights to moderation that plat-
forms possess overrides users’ demand for procedural justice (see Cohen & Cohen, 
2022, 17–23, where this is called the “town square objection”). To see the force of 
this objection, consider a related example. Imagine that a powerful individual invites 
several people to her house to discuss different political viewpoints, but she decides 
to arbitrarily exclude some potential guests in a procedurally unjust way (e.g., she 
randomly excludes half the potential guests with brown hair). Many of her guests 
may feel genuinely wronged by her choices and believe that her way of choosing 
guests is procedurally unfair, but they also reason that since she possesses owner-
ship rights to her house, she gets to decide the types of guests that are given permis-
sion to attend and express themselves at her private party. If they do not like it, the 
invited guests can always choose not to attend the party or attend some other party 
instead.

But a social media platform is not anything like a small, private social gathering. 
Unlike an individual owner of a house, social media companies are quasi-monopo-
lies that own significant infrastructure and digital entities that collectively host and 
curate the digital public sphere and their published community guidelines play a role 
in helping users navigate the way that they exercise their communicative interests 
online. When those community guidelines are applied in an arbitrary manner, they 
violate the like cases maxim—generally considered an important maxim for any 
robust account of procedural justice (Zimmermann & Lee-Stronach, 2022)—and 
this leaves its users unable to navigate platforms that are essential to helping them 
realise their communicative interests. This could, in turn, leave them potentially 
alienated from the public sphere, or at least from key parts of the digital component 
of the public sphere. Unless social media companies fix this problem and make reli-
able options available for recourse, we should not empower private institutions such 
as these with unfettered legitimacy to moderate user-generated content.

Finally, note that it is possible to separate our claim about respecting users’ com-
municative interests from our claim about users experiencing procedural injustice 
when content moderation rules are arbitrarily applied to their speech. It may be the 
case that rules are applied consistently and correctly, but they still end up interfer-
ing with some users’ communicative interests for unjustified reasons, thereby dis-
respecting those users. For example, photographs of breastfeeding women were 
heavily censored and removed by Facebook since Facebook took those photographs 
to violate norms around public nudity and thereby its own community standards. 
This (arguably) simply reinforced patriarchal norms that control displays of wom-
en’s bodies in public which are harmful to women (Gillespie, 2018), as well as 
wrongly disrespect their communicative interests. This points to the broader issue 
that beyond the procedural injustices that we focus on in this section, there are also 
cases of moderation, such as the above breastfeeding example, which are substan-
tively unjust without also being procedurally unjust as they involve the fair and con-
sistent application of a rule that is itself unjust. While we agree that such cases are 
clearly significant, for the purposes of our paper they are best addressed through our 
first limiting condition of substantive harm, since such moderation practices are sub-
stantively harmful (and thereby potentially substantively unjust for that very reason), 
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even if they are not also procedurally unjust. Of course, this also leaves a category of 
case where platform moderation is both procedurally and substantively just, such as 
the fair and consistent application by platforms of publicly available rules requiring 
the removal of certain forms of very harmful content.

This completes our section on the two types of limitations—the limiting condi-
tion of substantive harms and the limiting condition of procedural injustice—that we 
have argued curtail the social media companies’ private property-based authority to 
moderate user-generated content. We will now turn to the question of the responsi-
bility of the state to regulate social media companies to ensure that these harms and 
procedural injustices are limited or prevented.

5  What should States do about it?

Two questions need to be addressed in this section. First, can the state override 
social media companies’ unfettered authority, based in their private property rights, 
to moderate speech on their platforms as they see fit, given their violations of the two 
limiting conditions that we defended in the previous section? Second, should the 
state in fact override this authority to regulate how platforms moderate online con-
tent? The first question focuses on permissibility, and the second on political action. 
In this section, we will briefly explore both these questions.

A liberal democratic state’s obligation towards its citizens is clear: it can right-
fully intervene to prevent harm and injustice from falling upon its citizens (e.g., 
Mill, 2001 and Heinze, 2016). If a citizen decides to engage in an activity that harms 
others, such as murder, assault, or robbery, the state is permitted to step in to prevent 
that citizen from engaging in their desired activity to protect others. This abrogation 
of their freedom of activity to ensure others are not harmed is, therefore, an instance 
of justified political power (Fabienne, 2017). While our analysis is restricted to a 
liberal democratic framework, other political frameworks also consider such inter-
ventions by the state to be pro tanto permissible. For example, in the neo-republican 
framework advanced by Pettit, 2002; 2013), if private entities engage (or have the 
ability to engage) in acts of private domination, where they can arbitrarily interfere 
with the choices available to a state’s citizens, the state is obliged to use its coercive 
powers to regulate those private actors.

Many activities and items can be harmful (for example, regularly eating junk 
food) or pose significant risks to others (for example, driving a car in the presence 
of other cars and pedestrians). While the regulation of activities that are only harm-
ful to oneself has a long history of contestation (e.g., see the discussion of seatbelt 
laws for adults in Formosa & Mackenzie, 2014, 890 and Nussbaum, 2000, 95), it is 
generally accepted that the state may regulate products and activities that are harm-
ful to others. For example, speeding and drink driving laws, and safety standards 
and ratings, help to minimise the risks to others of driving cars. Permissible restric-
tions on commercial speech are also often made to ensure that harmful products 
(for example, cigarettes) cannot be advertised to consumers (Tuchman, 2019) or 
must come with clear warnings (for example, gambling advertising—see Gainsbury 
et al., 2016). Something similar, we hold, should apply to social media moderation 
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practices, insofar as they risk significant harms to others, especially to members 
of vulnerable groups such as children and minorities (Mackenzie et  al., 2014), or 
involve perpetrating injustices against others, whether substantive or procedural. 
The fact that social media platforms are privately owned properties does not, we 
argue above, override these imperatives. This entails that the state can intervene to 
regulate how social media companies moderate speech on their platforms. Our argu-
ments, therefore, demonstrate that the commercial interests of platforms, grounded 
in private property rights, do not offer overriding reasons in favour of unfettered 
platform content moderation practices, and offers a conceptual foundation for the 
permissibility of state intervention in this regard.

However, this still leaves open the practical question of whether the state should 
intervene, given that it is permissible for it to do so. While our arguments set out a 
normative foundation for this further discussion which is beyond our direct scope to 
resolve conclusively here, there are several points worth noting that follow from our 
discussion. The question of state intervention is complicated because there are other 
rights and interests at stake, and it is not clear whether state intervention to moderate 
user speech on platforms will always respect these other rights (for example, rights 
to speech and association). Further, it is unclear if state interventions will have unin-
tended negative consequences and will actually be effective in achieving the aims of 
the intervention given the dynamic and global nature of social media that eludes the 
control of any single jurisdiction.

For the state to deal with substantive harms, it will have to decide the limits of 
permissible speech in the digital public sphere, which often invokes free speech 
concerns. The democratic right to free speech underpins viewpoint neutrality as a 
constitutive feature of a democratic society, since in a democracy people need “free 
speech in order to engage in the enterprise of self-government" (Howard, 2019, 98). 
By viewpoint neutrality, we mean that speech is not targeted based on its content and 
the message it conveys. The literature on free speech is highly controversial, with 
many commentators arguing for some types of censorship and regulation of hate 
speech (e.g., Waldron, 2012; and Delgado & Stefancic, 2018), whereas other com-
mentators argue against viewpoint-based restrictions on speech (see, for example, 
Post, 2011; and Heinze, 2016) since they worry that viewpoint-based restrictions 
risk flirting with democratic backsliding, as has arguably been seen in countries 
such as India.  Any viable model of speech regulation must determine how users’ 
right to speech can be respected while simultaneously legally requiring platforms to 
censor and remove speech that may be deemed harmful or unjust.

The liability model—holding platforms’ responsible for hosting and amplify-
ing illegal speech, or legal but harmful speech, or both these types of speech—has 
recently gained momentum in Europe. Many European countries have written and 
implemented laws that have given them unprecedented power over moderating con-
tent on platforms such as Facebook and YouTube (see Digital Services Act, 2022). 
However, these new laws often do not make available avenues to individual users 
for recourse in cases of decision disputes, thereby raising the moral cost of enforc-
ing these speech laws (Keller, 2021). Without recourse options, over-enforcement 
of these laws restricting speech by platforms seeking to avoid potential liabilities 
could  further violate the communicative interests of their users. As the liability 
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model is rolled out over the next few years, more empirical and theoretical research 
will have to be carried out to help better assess the efficacy of this model at dealing 
with substantive harms.

Many commentators think that value-neutral content moderation policies might 
be the best way forward here (see, for example, Keller, 2021; Balkin, 2022; and Ben-
kler, 2022). It is permissible (and sometimes obligatory) for states to enforce value-
neutral time, place, and manner restrictions on speech; for example, fining the pro-
prietor of a bar playing loud music (regardless of its content) after a certain time in 
the evening in a residential neighbourhood. Similarly, content-neutral policies, some 
commentators contend, should be used to moderate content on social media plat-
forms. This content neutral approach to moderation lends weight to our claim that 
states should require social media companies to apply their community standards 
fairly across all user-generated content, treating similar instances of speech similarly 
and different instances of speech differently. This will not only protect users against 
procedural injustice, but it will also help to respect their communicative interests.

It is worth noting that some practical difficulties might arise with both these 
value-based and value-neutral approaches to content moderation, especially related 
to the problem of scale. Social media companies moderate an inordinately large 
amount of online speech, making it practically impossible for them to avoid making 
numerous mistakes (Gillespie, 2018). Given this, it is an open question how we can 
best strike a balance between respecting each user’s communicative interests and 
accepting the reasonableness of some mistakes being made by a moderation system 
enforcing community guidelines on platforms at scale (for discussion of this point, 
see Douek, 2021). While responding to this problem of scale is outside our direct 
scope, if social media companies act with transparency and in good faith and give 
justifiable reasons for their decisions (and mistakes), punitive actions in terms of 
fines may not be reasonable. However, part of responding in good faith and ensur-
ing procedural justice will involve setting up systems by which moderation deci-
sions made by platforms can be appealed by users and addressed in a reasonable 
timeframe. While demands to consistently apply policies and require recourse and 
explanation would incur costs for platforms and (potentially) their users, given the 
importance of the issues at stake, the imposition of these costs seems reasonable.

6  Conclusion

In this paper we have focused on exploring the claim that private ownership rights 
can ground the unfettered right of social media platforms to moderate user-gener-
ated content on their platforms. We argue that there are at least two cases where 
ownership rights to moderate content can be overridden, and that is when the mod-
eration results in significant large-scale patterns of harms and when the moderation 
practices perpetuate procedural injustices. There may be other cases too, such as 
platforms constituting monopolies, which we do not explore in detail here beyond 
noting that these cases complement and strengthen the force of our overall argu-
ment. We then argue that social media platforms inflict substantive harms and per-
petuate procedural injustices, which means that in those cases we have grounds for 
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overriding the ownership rights of platforms to moderate content through regulation. 
Finally, having made the normative case for the permissibility of state regulation of 
moderation practices on social media platforms, we briefly considered some of the 
practical implications that arise from our argument in terms of its implementation.
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