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Robots can assist humans in a wide spectrum of domains (Tapus andMataric, 2006; Cabibihan et al.,
2013), including entertainment, teaching and health care. Since the need for assistance in these
areas is steadily growing beyond what is currently possible with human workforce (Ward et al.,
2011), research into social robotics is worthwhile. As Bartneck and Reichenbach (2005) pointed
out, the general public can be quite skeptical with respect to the introduction of robot assistants in
everyday life. For robots to be accepted as assistants, it is consequently important to understand the
mechanisms that lead humans to conceive of robots as social companions.

The recently published paper by Wiese et al. (2017) is an appropriate response to the need for
more research into this area and it comes at the right time. In it, Wiese et al. identify the higher-level
activity of ascribing intentionality as the key mechanism for treating others as social companions.
This much, it seems to us, must be correct. When we ascribe intentionality to someone, we give
their actions meaning, we treat them as creatures with a mind that has the power “to be about, to
represent, or to stand for, things, properties and states of affairs” (Jacob, 2014). Hence, ascribing
intentionality to someone is a highly complex activity. It involves having beliefs about someone else’s
beliefs. In understanding the mechanism of ascribing intentionality, there are consequently two
aspects that require consideration: the subject ascribing intentionality, and the object in question.

Wiese et al. consider both. First, they assume that mental states are visible in behavior.
Accordingly, for the object to be ascribed intentionality, it should suffice for it to perform certain
actions in certain ways. Their views seem to fit well with the recent argument on the relationship
between movement features and perceived mental states (Becchio et al., 2017). Second, they think
that in order to decide whether the subject is ascribing intentionality to the object, it is enough
to look at neural activity in certain “social” areas of the subject’s brain. Here we argue against
Wiese et al.’s focus on a bottom-up approach, pointing out the importance of verbal reports in
understanding the mechanism behind ascriptions of intentionality.

Having a belief means being in a semantically evaluable mental state. We conjecture that such
activity is irreducible to neuroscience because of arguments based on Leibniz’s gap as described in
(Cummins, 2012, p 147):
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“If we [examine] a machine whose structure makes it think, sense,

and have perceptions [. . . ] we will only find parts that push one

another, and we will never find anything to explain a perception.”

The point here is that thoughts cannot be observed or perceived
solely by examining brain properties; beliefs are not reducible to
brain states [e.g., (Richard, 1987) Kenny in Gregory (ed.)]. Given
that we currently have no way of bridging Leibniz’s gap between
neural activity and intentional vocabulary, looking at a subject’s
brain might tell us that it ascribes intentionality to an object,
but it won’t help explaining why or how. In this sense, we argue,
semantically contentful mental states are necessary for explaining
the activity of ascribing intentionality. Verbal reports employing
irreducible intentional vocabulary cannot simply be replaced by
neuroscientific explanations.

The implications of this conclusion for the experimental
design suggested by Wiese et al. are the following: in human-
robot interaction, humans should be asked whether, for example,
they think that the robot has certain beliefs and or goals in mind
or whether its actions have a purpose. Including these kinds
of verbal reports on top of neuroimaging would enable us to
truly understand the mechanism behind ascribing intentionality
through both a top-down and a bottom-up approach. Wiese et al.
might respond that all they really need for their approach to work
is “signposting”. Thus, they might claim that they only really
want to see that a subject ascribes intentionality to an object,
but not why and how it does so. We conjecture that this won’t
do. Their experimental design is thus rendered insensitive to
possibly inhibiting factors, such as reasons for not adopting the
intentional stance.

It is at least disputable whether or not robots will ever have
a truly intentional mind (for example John Searle’ Searle (1980)
famous Chinese room argument). Until the question is settled,
we cannot be sure that robots are truly intentional agents. As

pointed out, Wiese et al. assume pace Searle that certain behavior
is sufficient for the ascription of intentionality. But this seems
too strong: even the Turing (1950) test suggests that we need at
least verbal interaction to judge if someone is truly intentional.
Granted, humans readily anthropomorphize and treat robots as
if they were intentional agents. Neuroethicist Metzinger (2017)
calls this “social hallucination,” yet this is clearly a far away from
treating someone as a social companion. Remaining skepticism
may likely inhibit adopting the intentional stance, even toward
perfectly behaving robots; and thus keep people from treating
social robots as true social companions.

Verbal reports present an easy way of detecting such inhibiting
factors and of finding reasons why an agent might or might
not treat a robot as social companion more generally. For
example, in a human-robot interaction it is easy to ask whether
the subject thinks that the object truly has a mind. Such
information, conceptually, cannot be conveyed by neuroimaging.
The experimental approach suggested by Wiese et al. is therefore
insensitive to inhibiting factors like the one mentioned. Yet in
trying to make robots appear more social, we clearly need to
take them into account. The upshot must consequently be an
experimental design that includes both neuroimaging and verbal
reports.

We should mention that Wiese et al. do give some credit
to what they call “subjective measures”, i.e., verbal reports. For
example, they think that such measures are good in determining
the likability of a robot. But this is too weak. Verbal reports are
vital for questions regarding “mind perception,” i.e., whether or
not we treat someone as an intentional agent.

AUTHOR CONTRIBUTIONS

All authors listed have made a substantial, direct and intellectual
contribution to the work, and approved it for publication.

REFERENCES

Bartneck, C., and Reichenbach, J. (2005). Subtle emotional expressions of synthetic

characters. Int. J. Hum. Comput. Stud. 62, 179–192. doi: 10.1016/j.ijhcs.2004.

11.006

Becchio, C., Koul, A., Ansuini, C., Bertone, C., and Cavallo, A. (2017). Seeing

mental states: An experimental strategy formeasuring the observability of other

minds. Phys. Life Rev. 24, 67–80. doi: 10.1016/j.plrev.2017.10.002

Cabibihan, J. J., Javed, H., Ang, M. Jr., and Aljunied, S. M. (2013). Why robots? a

survey on the roles and benefits of social robots in the therapy of children with

autism. Int. J. Soc. Robot. 5, 593–618. doi: 10.1007/s12369-013-0202-2

Cummins, R. (2012). “Objection: What about Intentionality?” in Creating

Consilience: Integrating the Sciences and the Humanities, eds E. Slingerland and

E. M. Collard (Oxford: Oxford University Press), 147.

Jacob, P. (2014). “Intentionality,” in The Stanford Encyclopedia of Philosophy,

ed E. Zalta (Stanford). Available online at: https://plato.stanford.edu/entries/

intentionality/

Metzinger, T. (2017). Der Evolution is ja egal ob wir glücklich sind. Tagesspiegel

06.09.2017.

Richard, L. G. (1987). The Oxford Companion to the Mind. Oxford: Oxford

University Press.

Searle, J. (1980). Minds, Brains and Programs. Behav. Brain Sci. 3, 417–457.

Tapus, A., and Mataric , M. J. (2006). Towards socially assistive robotics. Int. J.

Robot. Soc. Jpn. 24, 576–578.

Turing, A. (1950). Computing machinery and intelligence. Mind 59, 433–460.

doi: 10.1093/mind/LIX.236.433

Ward, S. A., Parikh, S., and Workman, B. (2011). Health perspectives:

international epidemiology of ageing. Best Pract. Res. Clin. Anaesthesiol. 25,

305–317. doi: 10.1016/j.bpa.2011.05.002

Wiese, E., Metta, G., andWykowska, A. (2017). Robots as intentional agents: using

neuroscientific methods to make robots appear more social. Front. Psychol.

8:1663. doi: 10.3389/fpsyg.2017.01663

Conflict of Interest Statement: The authors declare that the research was

conducted in the absence of any commercial or financial relationships that could

be construed as a potential conflict of interest.

Copyright © 2018 Kewenig, Zhou and Fischer. This is an open-access article

distributed under the terms of the Creative Commons Attribution License (CC BY).

The use, distribution or reproduction in other forums is permitted, provided the

original author(s) and the copyright owner(s) are credited and that the original

publication in this journal is cited, in accordance with accepted academic practice.

No use, distribution or reproduction is permitted which does not comply with these

terms.

Frontiers in Psychology | www.frontiersin.org 2 July 2018 | Volume 9 | Article 1131

https://doi.org/10.1016/j.ijhcs.2004.
https://doi.org/10.1016/j.plrev.2017.10.002
https://doi.org/10.1007/s12369-013-0202-2
https://plato.stanford.edu/entries/intentionality/
https://plato.stanford.edu/entries/intentionality/
https://doi.org/10.1093/mind/LIX.236.433
https://doi.org/10.1016/j.bpa.2011.05.002
https://doi.org/10.3389/fpsyg.2017.01663
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
https://www.frontiersin.org/journals/psychology
https://www.frontiersin.org
https://www.frontiersin.org/journals/psychology#articles

	Commentary: Robots As Intentional Agents: Using Neuroscientific Methods to Make Robots Appear More Social
	Author Contributions
	References


