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The way we represent categories depends on both the frequency and value of the category’s members.  Thus, for instance, prototype 
representations can be impacted both by information about what is statistically frequent and by judgments about what is valuable.. 
Notably, recent research on memory suggests that prioritized memory is also influenced by both statistical frequency and value judgments.  
Although work on conceptual representation and work on prioritized memory have thus far proceeded almost entirely independently, the 
patterns of existing findings provide evidence for a link between these two phenomena.  In particular, these patterns provide evidence for 
the hypothesis that the impact of value on conceptual representation arises from its co-dependent relationship with prioritized memory. 

 
 
 
1. The roles of frequency and value in category 
representation   
 

It has long been established that statistical 
frequency plays an important role in shaping people’s 
category representations [1]. Thus, people’s 
representation of the category of birds will be influenced 
more by house sparrows than by condors, and their 
representation of the category of cognitive scientists will 
be skewed more towards bookish types than towards 
fashionable dandies. 

Strikingly, research suggests that wherever statistical 
frequency plays a role in category representation, value 
does the same [2–5]. People’s representation of the 
category of sunsets is not simply shaped by the statistical 
distribution of sunsets they observe; it is skewed toward 
sunsets that are especially striking and beautiful. 
Similarly, people’s representation of the category of 
cognitive scientists will not simply reflect the statistical 
distribution of cognitive scientists; it will show an 
outsized influence of those individuals who are seen as 
especially outstanding scientists. 

As we will see, existing studies suggest that the role 
of value judgments in category representation closely 
mirrors the role of statistical frequency. Across a range 
of different aspects of category representation, the 
impact of being seen as high-value appears to be similar 

to the impact of statistical frequency. We therefore face 
a larger theoretical question: Why is it that value 
judgments exert an impact on category representation 
that is so similar to the impact of statistical frequency? 

Here we highlight a potential clue. It takes the form 
of a striking but unremarked correspondence. Quite 
separately from research on how we think about 
categories, another body of research asks how we learn 
about and remember individuals—say, the name of the 
cognitive scientist who presented in last week’s seminar. 
Here, too, it has long been recognized that we remember 
things better the more frequently we encounter them 
[6,7], but recent research indicates that value judgments 
play an important role in prioritized memory as well [8–
11]. Specifically, people tend to selectively learn and 
remember information about the features of objects they 
regard as good, while devoting less cognitive capacity to 
less good objects. Thus, for instance, we are more likely 
to remember the names of cognitive scientists whose 
presentations we especially enjoyed. 

Within existing work, research on these two 
different effects has proceeded almost entirely 
separately. The aim of the present review is to bring the 
two together. Such a connection might help to elucidate 
the relationship between category representation and 
prioritized memory, while also helping to explain the 
impact of value judgments on both. 
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2. The role of value in category representations 
 

People’s representations of a category—what is 
normal, typical, or representative of it—are influenced 
not only by information about which features of that 
category are common, but also by information about 
which features of that category are good.   

Work on the representation of categories has been 
conducted across a broad array of different research 
areas, including everything from psychological research 
on concepts to linguistics research on gradable 
adjectives. Yet, these disparate research traditions have 
converged on a remarkably consistent pattern of 
findings regarding category representations in their 
various guises:  Effects of value judgment and statistical 
frequency that coincide. 

One of the most well-known of these effects 
involves representations of prototypicality. To illustrate, 
consider the category of grandmothers. It is possible to 
imagine two people such that both clearly count as 
grandmothers but people would tend to think that one 
of them is more of a “prototypical grandmother” than 
the other [1,12] (Rosch & Mervis, 1975; Armstrong, et 
al., 1983). What exactly accounts for these intuitions 
about prototypicality? Numerous studies show that one 
relevant factor is statistical frequency [1]. It is frequent 
for grandmothers to have certain features (e.g., being 
old) and infrequent for grandmothers to have other 
features (e.g., participating in boxing matches). Studies 
show that objects that have more statistically frequent 
features will be seen as more prototypical category 
members than those that have less frequent features. 
Strikingly, however, a number of studies show that value 
judgments can also play a role [2,3,13]. It is considered 
good for grandmothers to have certain features (e.g., 
skilled at baking cookies) and bad to have others (e.g., 
too busy to take care of their grandchildren). Even 
controlling for effects of statistical frequency, objects 
that have features that are regarded as good tend to be 
seen as more prototypical category members.  

A second case is judgments of normality. For many 
categories, people seem to have a sense that a certain 
type of thing is normal: a normal lunch, a normal 
marriage, a normal way to treat one’s students. Existing 
work suggests that such perceptions of normality have 
important downstream effects on a wide range of other 
judgments and behaviors [14–18]. So, how do people 
determine what is normal? Unsurprisingly, the more 
statistically frequent a feature is for a given category, the 
more it will be seen as normal for that category. But 

importantly, studies also show that there is a role for 
value judgment. Controlling for statistical frequency, 
there is a tendency such that the more an object is seen 
as good, the more it will be seen as normal [4]. 

A third case is that of the standards people use in 
evaluating gradable adjectives. Clearly, the size a table 
has to reach before it can be considered a “large table” 
is different from the size that a building has to reach 
before it can be considered a “large building.” Within the 
existing literature, the usual way of thinking about this 
phenomenon is that we cannot apply an adjective like 
“large“ to an object unless it exceeds a certain threshold 
- a standard - and this standard depends on the category 
we are discussing [19,20]. So then, how do people 
determine which standard is the right one for a given 
category? Research consistently finds that statistical 
frequency plays an important role [21–23]. For example, 
if you came to believe that it was more frequent for 
tables to have large sizes, the standard you used for 
applying “large” to tables would be higher. But, 
importantly, research also shows that value judgments 
can play a role [24]. Thus, if you came to believe that it 
was good for tables to have large sizes, then, even 
controlling for your judgments of statistical frequency, 
this judgment would lead your standard to be higher.  

A final case is what comes to mind. Suppose we simply 
ask you to imagine a size that a table could be. There are 
no right or wrong answers here: you can just imagine any 
size - whichever size first that comes to mind. In 
completing this task, you seem to be sampling from 
some distribution. But what exactly is that distribution? 
Here again, the answer seems to be that both statistical 
frequency and value judgments play a role [5]. So if you 
think that it is very frequent for category members to 
have certain features, you will be more likely to think of 
an object that has those features, but also, controlling for 
statistical frequency, if you think that it is good to have 
certain features, you will be more likely to think of an 
object that has those features. 

Looking at these four different effects of value 
judgment, it would at least be possible to suggest that 
each effect has a separate explanation. Yet, the effects 
observed in these very different areas all seem to show a 
very similar pattern.  Wherever we observe an effect on 
frequency, we also observe an effect of value. Moreover, 
the effect is always in the same direction. When people 
see certain objects as good, the impact of this value 
judgment is always in the same direction as if those 
subjects were high in frequency, and conversely when 
people see certain objects as bad the impact of that value 
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judgment is always in the same direction as if those 
objects were low in frequency. There is, therefore, at 
least some prima facie reason to prefer the strategy of 
seeking a single broader explanation. That is the strategy 
we pursue. 
 
3. The role of value in prioritized memory 
 

The role that value plays in representing categories 
has certain intriguing parallels with its role in how we 
learn about and remember individuals. Suppose you 
observe a collection of individual token objects, and you 
receive information about the features of each of these 
objects. For example, it might be that you observe a 
number of different scientists and receive information 
about each of them (where they live, how many hours 
they work per day, etc.). In most ordinary situations of 
this type, the limits on your cognitive capacities mean 
that you cannot possibly remember the features of all of 
the objects. Thus, you face a problem. If you can’t 
remember the features of all of the objects, which should 
you prioritize remembering? 

A large and growing body of research suggests that 
people are especially likely to remember things that are 
of high value [8–11,25].  (In much of the relevant 
empirical work, value is manipulated by establishing 
task-related financial or other rewards.)  Presumably this 
is because, all else being equal, the valuable things are the 
ones we profit most from being able to remember and 
reason about—i.e., because this makes rational use of a 
limited cognitive resource [26,27].  Similarly, the fact that 
we are more likely to remember things when we 
encounter them more often can be understood, in part, 
as mnemonic prioritization of things we are more likely 
to encounter often in the future [6,7,28,29]. 

Current research indicates value-based 
prioritization in at least three phases of the memory 
process. First, people prioritize encoding high value 
targets. That is, when people believe that an object is 
good, they devote more cognitive capacity to accurately 
encoding information about it [10,11,30,31].  Second, 
even if people learn that an object is good only after the 
time that they observe it, comparable effects still arise, 
with people devoting more cognitive capacity to 
memory consolidation for objects they regard as good 
[8].  Finally, there is evidence for an effect of value on 
memory retrieval [9,27]. This effect is particularly strong 
in domains where valuable targets are more important to 
retrieve—e.g., when one retrieves memories of objects 
in order to use them, and higher-value objects have high-

value uses. However, even when people believe that they 
will not be able to use the information in this way, the 
effect remains at a diminished level. In other words, 
people exhibit prioritized retrieval of high-value targets 
even when not task-relevant, and show still greater 
prioritization of high-value targets when justified by the 
task [9].  

Overall, then, the pattern of existing results does 
not suggest that the role of value in prioritized memory 
is due to some one specific cognitive process, such that 
if that one process could be removed the entire effect 
would disappear. Instead, it appears to be a pervasive 
tendency found across a wide variety of different 
cognitive processes. In all of these different processes, 
we appear to be finding an effect whereby more 
cognitive resources are devoted to information about 
individual objects that are seen as good than about 
individual objects that are not seen as good. 
 
4. The relationship between category representation 
and prioritized memory 
 

Thus far, we have been reviewing evidence for two 
kinds of effects. First, within research on category 
representation, representations that are influenced by 
statistical frequency are also influenced by value 
judgments. Moreover, this evidence indicates that these 
effects consistently appear in the same direction. 
Second, within research on the memory of individual 
token objects,  there is enhanced memory for objects 
that are regarded as good than for objects that are 
regarded as bad. 

What is the relationship between these two kinds of 
effects? Possibly, the relationship is coincidental: it 
might be that value judgments just happen to play a role 
in each of these separate effects but that the two effects 
do not relate in any way to each other. For example, it 
might be that the impact of value on category 
representation has nothing to do with prioritized 
memory and is instead the results of a completely 
separate process involving conceptual coherence [32–
34].  At the moment, there is no concrete empirical 
evidence against this hypothesis, and it therefore 
remains very much an open possibility. 

However, another natural hypothesis would be that 
the pattern we have been describing arises because of a 
deeper link between conceptual representation and 
prioritized memory. More specifically, it seems that 
conceptual representation and prioritized memory are 
intimately connected–indeed, each might ordinarily 
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depend on the other, with bidirectional influences. Thus, 
the effect of value on conceptual representation and the 
effect of value on prioritized memory might not reflect 
two distinct psychological processes. Instead, these 
might just be two different symptoms of what is 
ultimately the very same psychological phenomenon.  

A key task for a future work will be to develop more 
concrete theories that describe this psychological 
phenomenon in detail. To pursue this task, we can turn 
to existing models that relate memory for token objects 
to category representations. We can then spell out the 
core idea of the present hypothesis by adding memory 

prioritization to those existing models. Here, we 
illustrate two possibilities, but these are neither mutually 
exclusive nor exhaustive. 

One possible view is that value affects category 
representations simply as a result of its influence on our 
memory of particular token objects. People’s 
representation of a category appears to be shaped in 
some way by the statistical distribution of the objects 
they actually encounter, but one might think that the 
category representation will be shaped to a greater 
extent, or perhaps exclusively, by those objects that 
people actually remember. Suppose now that people 

Box 1.  Predicting the functional form of the impact of value on category representation 
 
Suppose we assume that the impact of value on conceptual representation does indeed go in large part via the impact of value on 
remembering individual token objects. Drawing on this assumption, we can derive specific quantitative predictions about the 
functional form of this impact. Recent studies provide some intriguing initial support for these predictions. 
 
We begin by modeling prioritized memory as a process that encounters a series of unique objects belonging to some category, 
each of which has a given feature f with probability P(f). Then, by Bayes theorem, the expected proportion of remembered 
objects possessing feature f will be the product of the frequency of f among observed objects P(f) and the probability of an object 
being remembered given that is has that feature P(r|f), normalized by the probability of remembering any encountered object 
P(r): 
 

𝑝(𝑓|𝑟) 	= 	𝑝(𝑓) • 𝑝(𝑟|𝑓)/𝑝(𝑟)	 
 
This is quite intuitive: An object with some feature is remembered just if it is both encountered and then, based on its value, 
remembered. 
 
Suppose now that the probability of remembering feature f each time it is encountered tends to be higher when f is regarded as 
good than when f is regarded as bad. We can then use the equation above to generate a more specific prediction about the 
functional form of the impact of value on the probability of remembering a feature. Specifically,  we should predict a value x 
frequency interaction, which follows from the multiplicative relationship between frequency P(f) and value P(r|f). In other words, 
we should observe that the impact of value  will be larger when the probability of encountering the feature is higher both in 
prioritized memory and, therefore, in conceptual representation. 
 
Preliminary evidence, while limited, is encouraging.  In one study participants were shown a series of novel objects that varied in 
length, with the probability distribution over length varied between participants.  Some participants were told that long objects 
were the highest in value, while for others short objects were the highest in value. Finally, participants were asked to indicate the 
length of the first object that spontaneously came to mind.  
 
Strikingly, the results did in fact show the predicted value x frequency interaction [5]. When a number of different possible 
models were compared, the one with the best fit was one in which the probability of a given feature f coming to mind is 
proportional to	𝑝(𝑓) • 	𝑒!(#)%	, where 𝑝(𝑓) is the frequency of encountering feature 𝑓, 𝑣(𝑓) is the value of feature 𝑓 and 𝜏 is an 
inverse temperature parameter. Interestingly, this is exactly the prediction we obtain if we model the impact of the value of a 
feature on the probability of remembering the feature by transforming the value into a probability in the most straightforward 
way using a softmax function, 𝑝(𝑟|𝑓) ∝ 𝑒!(#)%	. Substituting this quantity into the equation above, we get that: 
 

𝑝(𝑓|𝑟) ∝ 	𝑝(𝑓) 	• 	𝑒!(#)% 
 
Which is precisely the model that emerged independently from empirical inquiry on the relevant conceptual representation.  
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have a higher probability of remembering an object to 
the extent that they represent it as good. Then the 
distribution of the category members they actually 
remember will be shaped both by the statistics of which 
objects they tend to encounter and by their value 
judgments about how good each of these objects are. 
This model generates a specific prediction about the way 
frequency and value should interact in determining 
category representations, which we outline in Box 1. 

A more complex view would say that the impact of 
value on category representation does not necessarily 
have to go via an impact on people’s memory for 
individual objects. At the heart of this second approach 

is the idea that people’s ability to remember individual 
objects within a category is closely tied to more abstract 
representations of the category itself (see Box 2). For 
example, people’s ability to remember individual songs 
is not just a matter of separately memorizing the 
sequence of notes in each separate song; it is in large part 
a matter of building up more abstract representations of 
different types of music. This abstract representation 
then makes it possible to ‘fill in’ information about the 
sequence of notes in each individual song. Thus, in 
computational models of category representation, there 
may be no sharp distinction between representations of 
the individual objects in a category and abstract 

Box 2.  Memory models often depend on category-level representations 
 
How might representations of a category influence the way people remember individual items?  It is well known that people “fill 
in” missing details in memory by drawing on general background knowledge [35].  We focus on two ways to formalize this idea: 
One drawn from Bayesian models of reconstructive memory [36,37], and another drawn from a widely-used variety of deep 
neural net [38].  In both cases, a key insight for our purposes is that models of how we remember individual things (people, 
objects, events, etc.) imply an explicit representation of the categories to which those things belong. 
 
If a person observes object or event 𝑥 and encodes an imperfect or incomplete memory trace 𝑧, then the task of “remembering” 
can be construed as a form of rational inference.  One wishes to derive 𝑝(𝑥|𝑧): a probability distribution over the true object or 
event, given one’s memory trace.  By Bayes rule this can be computed from the product of two quantities, normalized: 𝑝(𝑥|𝑧) ∝
𝑝(𝑧|𝑥)𝑝(𝑥).  The first quantity is given by a generative model of how objects and events give rise to their associated memory 
traces—i.e., the likelihood 𝑝(𝑧|𝑥).  It is the second term, however, that is particularly relevant to theories of conceptual 
representation.  This term is the prior  𝑝(𝑥)— i.e., the prior probability distribution over objects or events themselves.  It has the 
effect of filling in missing information in memory, or correcting flawed information, by drawing on what is generally expected 
for the category.  For instance, if your memory trace for the name of a friend’s grandmother is equally likely given the true names 
“Alice” and “Alistair”, generic knowledge about the typical names of grandmothers will help you select “Alice” as the most 
probable  This style of model implies that in order to remember a specific thing, we must also represent information about the 
general category to which it belongs, establishing an important point of connection between memory and category 
representation. 
 
A similar architectural motif arises in variational autoencoders (VAEs), a popular class of deep neural nets.  VAEs encode high 
dimensional inputs (such as images) into a low dimensional space.  This can be useful for efficient storage, and VAEs also 
encourage the organization of this space around interpretable features.  Specifically, a deep neural network (“encoder network”) 
is trained to project high-dimensional inputs into a low-dimensional latent representation.  A second network (“decoder 
network”) then attempts to reconstruct the original image, and the networks are trained to minimize loss during reconstruction.  
This architecture shows an especially striking ability to “fill in” missing details of an input—for instance, knowing that an 
incomplete image depicting an apparent cat would most likely be completed with whiskers.  Of special importance for our 
proposal, VAEs organize their latent representations as probability distributions.  Thus, one can sample novel individuals from a 
distribution defined over a category—akin to saying, “construct some new cat images’’—and the sample distribution will 
approximate the category representation.  Here, again, we see an architecture in which a system designed to encode, infer, and 
reconstruct features of individuals ends up also encoding information about categories, including a representation of what is 
typical for that category. 
 
Although these are just two examples of specific computational models, they help to illustrate several broader themes.  In order 
to reconstruct information from incomplete or noisy memories, we can “fill in” or adjust details drawn from category-level 
representations.  Thus, rational memory systems come to represent not only individuals, but also categories.  This may explain 
why effects of value on prioritized memory would exert a downstream influence on the way we represent and reason about 
categories. 
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representations of the category itself. For example, the 
very same neural net can serve both of these functions, 
as summarized in Box 2. 

This second, more complex view gives us another 
way of understanding the impact of prioritized memory 
for high-value objects on category representation. As we 
noted above, this impact might arise in part because of a 
process that takes place separately on each occasion 
when people observe an object (with people devoting 
more computation to accurately remembering each 
high-value object than to remembering each low-value 
object). However, it is also possible that value judgments 
more directly impact the abstract category 
representation. If it is especially important for people to 
accurately remember high-value objects, and if people 
remember objects in part by having the right sort of 
abstract category representation, there might be 
processes whereby people’s value judgments more 
directly impact their abstract category representation in 
ways that serve to facilitate memory for high-value 
objects. 

In sum, we have been considering the hypothesis 
that the similar patterns we observe for conceptual 
representation and prioritized memory arise because of 
a deeper link between these two phenomena, and in this 
section, we pointed to two different ways of 
implementing that hypothesis in more concrete detail. 
Further work should continue to examine evidence for 
and against the hypothesis itself and also to explore these 
more detailed implementations.  We outline several 
potential directions in Outstanding Questions. 

 
5.  Explaining category representation in terms of 
memory prioritization 

 
The framework proposed here has the potential to 

give us a deeper understanding of why value has an 
impact on conceptual representation in the first place, 
from a functional perspective. Suppose we ignore 
prioritized memory and just focus on conceptual 
representation. It might then seem puzzling that value 
judgment has the sort of impact it does. Why exactly 
would it be helpful for prototypicality judgments, 
normality judgments, standards for gradable adjectives 
and what comes to mind to all be determined by a 
mixture of statistical frequency and value? 

By contrast, when we turn to prioritized memory, 
the functionalist explanation is straightforward. We can 
easily see why it might be helpful under certain 
conditions to have especially accurate representations of 

high-value objects [6,28], and existing research has 
already developed precise formal accounts of how to do 
so optimally [27]. 

We have been suggesting that there is a tight, 
bidirectional link between conceptual representation and 
prioritized memory at a mechanistic level. But, if this 
suggestion turns out to be correct, it opens the door to 
a possible deeper explanation of the effect of value on 
conceptual representation at a functional level. 
Specifically, it might be that people have an array of 
psychological processes that are needed in order to 
facilitate especially accurate representations of high-
value objects, and these psychological processes then 
generate an impact of value on conceptual 
representation.  In this case, the importance of value for 
prioritized memory explains its effect on conceptual 
representation. 

As an illustration, consider people’s ordinary way of 
thinking about artists. If we ignore prioritized memory 
and just think about conceptual representation, it might 
seem puzzling that people’s conceptual representation 
of the category of artists should be impacted by value. 
But suppose instead we focus on the psychological 
capacities people use to accurately represent individual 
artists. It makes sense that people might have a greater 
need to accurately represent great artists than to 
accurately represent mediocre artists. But then, if there 
is a tight link between conceptual representation and 
prioritized memory, the psychological processes that 
enable people to more accurately represent great artists 
will themselves lead to a representation of the category 
of artists that is impacted by value. 

This approach might then give us insight into the 
precise notion of “value” that plays a role in conceptual 
representation. Existing work shows that there is some 
sense in which conceptual representation is biased 
toward things that are ‘good,’ but difficult questions arise 
about precisely which notion of goodness is relevant 
here [13]. The present hypothesis has some potential to 
enable further insight into this complex question. 

To illustrate, consider two very different ways in 
which one might understand the idea that people’s 
representation of tigers could be biased toward tigers 
that are ‘good.’ On one hand, one might think that the 
best tiger is the strongest, most ferocious one; on the 
other, one might think that the strongest, most ferocious 
tiger is highly dangerous and that the best tiger to 
encounter is the one that is weakest and most docile. Just 
thinking about conceptual representation in isolation, it 
might not be clear which of these two notions of 



In press: Trends in Cognitive Sciences   

Correspondence should be directed to Joshua Knobe, joshua.knobe@yale.edu 

7 

goodness should play a role. The present hypothesis 
suggests a way forward. It says that the notion of 
goodness that plays a role in conceptual representation 
is the one that plays a role in prioritized memory. Thus, 
if the notion of goodness that plays a role in prioritized 
memory is the one according to which the best tiger is 
the strongest and most ferocious, the hypothesis 
predicts that conceptual representation of tigers would 
be biased toward the strongest and most ferocious tiger. 
Further work could continue to explore this issue by 
looking at which exact notion of goodness plays a role 
in prioritized memory and then asking whether that 
exact notion of goodness is the one that plays a role in 
conceptual representation. 

Going even further in this direction, it seems likely 
that there will be cases in which people show prioritized 
memory not for objects that are good but rather for 
objects that are bad. Take the domain of illness. One 
might think that people would show better memory for 
illnesses that are especially bad (cancer, AIDS) than for 
illnesses that are less bad (the common cold). The 
present hypothesis would then predict that this same 
effect should emerge for conceptual representation. For 
example, cancer should be regarded as an especially 
prototypical illness, and should be especially likely to 
come to mind, relative to what one would expect based 
on the purely statistical considerations. Further research 
could test this prediction. 
 
6. Concluding remarks 
 

We have reviewed a surprising consilience between 
recent findings in the study of category representation 
and recent findings in the study of prioritized memory. 
Research in category representation finds an effect of 
value, with judgments that something is good generally 
having a very similar impact to something being 
statistically frequent. Research in prioritized memory 
also finds an effect of value, with greater encoding, 
consolidation and retrieval for things that are seen as 
good than for things that are not seen as good. A 
question now arises about the relationship between 
these two findings. 

We have proposed a hypothesis according to which 
they reflect a common psychological phenomenon, 
grounded in the bidirectional influences between 
prioritized memory and category representation.  The 
human capacity for remembering individual token 
objects shows prioritized memory for things people 
regard as good. But the human capacity for category 

representation is not a completely separate capacity; it is 
deeply entwined with the capacity for representing token 
objects. Thus, the functional importance of prioritizing 
memory for token objects that are regarded as good, 
together with the coupling of memory and category 
representation, may explain why objects that are 
regarded as good also play an outsized role in category 
representation. 
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