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1. Generally shared assumption about Genericity

It is generally assumed that there are two typegeaéricity, calleccharacterizing
statementsandkind reference in Krifka etal. (1995). (haracterizing statements
expresgyeneralizations abowets ofentities or situations, c{1); kind reference
involves reference to an entity that is related to specimens, cf. (2).

(1) a. A potato contains vitamin C.
‘For all/typical x: if x is a potato, x contains vitamin C.’
b. A gentleman opens doors for ladies.
‘For all/typical x: If x is a gentleman, he opens doors for ladies.’
(2) a. The potato was first cultivated in South America.
‘The kindtuber tuberosurmvas first cultivated in South America.’
b. Shockley invented the transistor.
‘Shockley conceived of, and realized, the kind of the transistor.’

There aremixed cases, characterizing statements about the specimens of kinds:

(3) The potato contains vitamin C.
‘For all/typical specimens dfuber tuberosum, x contains vitamin C.

We distinguish these types because indefinite NRfanacterizing statements can-
not in general be replaced by definite NPs, and definite kind-referring NPs cannot in
general be replaced by indefiniéPs, cf. (4).Sentencg4.b) is possible on the
taxonomic interpretation, referring to a subspecidalmr tuberosum

4) a. *The gentleman opens doors for ladies.
b. *A potato was first cultivated in South America.

Of course, definite and indefinite singular NPs do not only occur in gemgries-
sions. Definite singular NPs can also refer to some salient or unique objéza)cf.
and indefinite NPs can also introduce a new entity, cf. (5.b).

(5) a. The potato rolled out of the bag. b. A potato rolled out of the bag.

Definite singulaNPs areassumed to be systematicadgnbiguous that is,poly-
semous They can either refer to the kind, or gome unique or salient specimen
belonging to thekind. A predicate likeis extinct or was cultvated in theSouth
America selectdor the kind reading; a mdicate likerolled out of the bagselects
for the object reading. We can represent these two readingq@&s wherel is an
operator that maps a predicate to the unique or most salient entity it applies to.

(6) a. ROLLED OUT OF THE BAG(IPOTATO)
b. FIRST CULTIVATED_IN_SOUTH AMERICA(TUBER TUBEROSUM)

Indefinite singulaNPs are generallyassumed to baot ambiguous.Their appar-
ently different interpretation in sentences I{iea) and (5.b) is a result tie pres-



ence of a quantificationalperator in characterizing statements, quite similar as in
sentences with overt adverbial quantifiers, aé ijpotato always contains vitamin C

(cf. Heim (1982)). What iscommon toall indefinite NPs is that theyntroduce a
variable that is constrained by the predicate expressed by the indefinite. If the NP is
interpreted in the restrictor of a quantificational operator @ikeays or the generic
operator in characterizing sentences called GEN)dhable isassociatedvith this
operator, cf. (7.a). If there is no quantificational operator aroundjatireble is as-
sociated by existential closure, here indicatedlfsf. (7.b)).

(7 a. A potato contains vitamin C.
GENQAX[POTATO(X)])(AX[CONTAINS VITAMIN _C(X)])
b. A potato rolled out of the bag.
[(JPOTATA(X) [JROLLED _OUT_OF THE BAG(X)]

It is also possible tgive amore ordinary semantics to indefinitedere they are
always associated with an existential quantifier. This quantifier then hadreatssl
as dynamic, which will result in the same semantic interpretation (cf. Rooth (1987)).

2. Different opinions about Bare NPs

The interpretation of barBlPs — hat is, NPs without articles,mass noundike
bronzeand plurals likepotatoes— is controversial. They appear in contetttat
selectfor kind referencecf. (8.a), and in characterizirgatementsef. (8.b). And
they have non-generic uses, as in (8.c).

(8) a. Potatoes were first cultivated in South America
Bronze was invented around 3000 BC
b Potatoes contain vitamin C. / Gentlemen open doors for ladies.
Bronze was used for jewelry and weaponry.
c. Potatoes rolled out of the bag.
Bronze was detected in the remnants of the furnace.

There are essentially twiypes of theories fobare NPs: The kind-reference
analysisof Carlson (1977) hold$at theyuniformly refer tokinds. Theapparent
object-relatedise as in (8.c) is explained byganeral property of episodic predi-
cates: If applied to a kind, they introduce, by existential quantification, a specimen of
that kind. Writing R(y,x) to indicate that y is a specimen, or realization, of the kind X,
we can give the following analyses:

(9) a. Potatoes were first cultivated in South America.
FIRST_CULTIVATED_IN_SOUTH_AMERICA(TUBER_TUBEROSUM)
b. Potatoes contain vitamin C.
CONTAIN_VITAMIN _C(TUBER_TUBEROSUM)
c. Potatoes rolled out of the bag.
MXY[R(Y, X) OROLLED_OuUT_OF THE_BAG(Y)](TUBER_TUBEROSUM)
= [y[R(Y, TUBER_TUBEROSUM) [JROLLED OUT_OF THE BAG(Y)]

Theambiguity analysis as proposed by Wilkinson (1991) and Gerstner-Link &
Krifka (1993), holds that bare NPs are systematically ambig@eugolysemous).

They either refer to a kind, like definite singular NPs, or are the plural counterpart of
indefinite singular NPs. (8.a) is interpreted just as in the kind-reference analysis, but
(8.b,c) get the interpretation of their singular counterparts, (7.a,b):



(10) a. Potatoes contain vitamin C.
GEN(X[POTATOELX)])(CONTAINS VITAMIN _C(X))
b. Potatoes rolled out of the bag.
[X[POTATOESX)] [JROLLED OUT_OF THE BAG(X)

There are a number of argumefus the kind-referencanalysis of baré&lPs, and
some against it that argue for the ambiguity hypothesis, which | will review here.

2.1 Arguments for the kind-referring analysis.

First, Carlson (1977) observed that the readings of sentences are deterntivead by
predicate. The sentenémtatoesare rolling out ofthe bagonly has anon-generic
interpretation, andPotatoes contain vitamin ©nly a generic oneHis theory ac-
counts for thidact. However, wefind a similarlack of ambiguitywith singular in-
definites, as i\ potato was rolling out of the bandA potato contains vitamin C.
Carlson’s theory does not generalize to thegses, asingular indefinitecertainly
do not denote kinds.

Second, it was shown by Carls(®77) hat anaphoribindingsare possi-
ble across kind-referring and apparently object-referring uses, as in (11).

(11) a. John bought potatoes because toeyain vitamin C.
b. Watermelons contain iron, so John often buys thene

Assumes that all of these NPs are kind-referring explains these cases: Pefinite
nouns liketheyalso refer tahe kind, and indefinitgoronouns likeone pick up a
kind and introduce a specimen of it. But again, singular indefinites behave similar:

(12) a. John bought a potato / some potatoes because they contain vitamin C.
b. A watermelon contains vitamin C, so John often buys them / one.

A third argument was put forward by Schubert &adletier (1987), who argubat
predicates of different types can be conjoined:

(13) “Frogs are reptiles and are croaking right now in front of my window.
AX[REPTILEYX) AXCY[R(Y, X) [0 BE_CROAKING(Y)]](RANO)

The kind-reference analysis explagsch cases easily. But informajisige such
examples aproblematic.essentially not better than parakentencesvith singular
indefinite NPs, as inf’A frog is a retile and is croaking right now in front of my
window.However, cases like (14), which make a similar point, are fine.

(14) Frogs, which are reptiles, are croaking right now in front of my window.

Of Carlson’soriginal argumentdgor the kind-referringanalysis of baréNPs, the
most convincing ones are those that relate to their scopal behavioNBatave a
clear preference for narrow scope, whereas singular indefinite NPeawawyarrow

or wide scope, witliespect to other operatosach asegation, quantifiers, aatti-

tude verbs. Foexample,(15.a) has a non-contradictoading becausa dogcan

have widescopewith respect to negatiomyhich is lackingfor (15.b). This is pre-
dicted if the existential quantifier is introduced by the lexical predicate.

(15) a. Adogis here, and a dog is not here.
I.  [X[pog(x) OHERHX)] O [X[pOG(X) L= HERHX)]
ii. [X[pog(x) OHERHX)] O -[X[poG(X) CJHEREX)] (contradict.)



b. Dogs are here, and dogs are not here.
AMXY[R(y, X) OHERHY)](cANIS) O =[AXIX[R(Y, X) OHERKY)](CANIS)]
= [}Y[R(y, canis) OHERHY)] O -0y[R(y, caNis) DHERHY)] (contrad.).

Similarly, while the singular indefinite NP in (16lads a narrow-scope andvade-
scope reading, the bare NP in (16.b) appears to have only a narrow-scope reading.

(16) a. Minnie wants to talk to a psychiatrist (non-specific or specific)
I.  WANT(MINNIE, AX[ APCY[PSYCHIATRIST(Y) P (Y)]J(AAY[TALK _TO(X,¥)])])
ii. APOy[PsYCHIATRIST(Y)P(Y)] AY[WANT(MINNIE, AX[TALK _TO(X,Y)]])
b. Minnie wants to talk to psychiatrists. (non-specific only)
WANT(MINNIE, AX[ AY[Z[R(z,y) OTALK _TO(X,Z)](PSYCHIATRISTS ])

A variant of theanaphora argument was put forward Rgoth (1985). Consider
(17.a), as a report about a peaceeting after an interplanetary war. Anaphoric
binding is possiblegventhoughMartians appears to refer to some Martians, and
themselveso the kind. Such bindings are not possible for non-bare indefinites, as in
(17.b.c). This is apredicted by the kind-referring analysfey which Martians
refers to a kind (cfthe analysisgiven for (17.a). Asimilar argument involves the
binding of the subject position of indefinites, PRO, cf. (18).

a7 At the meeting, Martians presented themsehgealmost extinct.

[X[R(X, HOMO_MARTIENSIS) [JPRESENTED AS_EXTINCT(X, HOMO_MART.)]

*At the meeting, a Martian presented themselves/itself as almost extinct.
*At the meeting, some Martians presented themselves as almost extinct.
At the meeting, Martians claimed [PRO to be almost extinct].

At the meeting, some Martians claimed [PRO to be almost extinct].

(18)

CpoT

Another argumentor athe knd-referring analysisvas brought forward in Dayal
(2002). In languagethat allowfor bare singular coumoun NPs likeHindi and
Russian, baresingulars andare pluralsbehavedifferently with respect to scope
effects. Take the following Russian examples:

(19) a. #Sobakabyla vesde. b. Sobakibyli vesde.
dogsc wassG everywhere dogL waspL everywhere
‘A dog was everywhere.’ ‘Dogs were everywhere.’

(19.a) is strange becausesiiggests thabne and the sam#og was everywhere.
Dayal argues that this differencan be captured if wassume that bargingulars
refer to kinds that allow only for single instantiations in a particular situatibich
according to her is similar to definite-genel®s Ike the dog But avariant of the
ambiguity theory could dealith this phenomenon equallyell. We would have to
assume that bare singular NPs introdne discourse referents undere presup-
position that they are unique in the situation talked about.

2.2 Arguments for the ambiguity analysis

There are some observations that pose problenmtiddtind-referencanalysis and
argue for the possibility that bare NPs can be interpreted like indefinites.

The kind-reference analysis jgoblematic because it stipulates that bare
NPs, likepotatqg and singuladefinite genericNPs, ke the potato both refer to
kinds. But they behave differently in episodic sentences; (20.a) cannot bshesed
some potatoes rolled out of the bag, in contrast to (20.b).



(20) a. The potato rolled out of the bag. b. Potatoes rolled out of the bag.

To be sure, there are theories thssumehat thekinds bareNPs refer to and the
kinds definite NPs refer to are differentior example, Charchia(1998) andDayal
(2002) hold that the lattdraveunique representations. Bewen then20.a) should
be interpretablesaying thathe potatoes of the situation talked about rolled out of
the bag.

Another problem was discovered bwarGon (1989)who observes that his
original theory cannot be right in the face of examples like (21).

(21) Hurricanes arise in this part of the Pacific.
i. ‘For hurricanes in general it holds: They arise in this part of the Pacific.’
ii. ‘For this part of the P. it holds: There are hurricanes that arise there.’

The kind-referring analysigives usonly reading (21.i)). Reading (idan be ex-
plained ifhurricanesis anindefinite NP. Notice thasingular indefinite NFbehave
in the same way; for example, (22.a) and (b) have similar interpretations (i), (ii).

(22) a. Frenchmen wear berets. b. A Frenchmen wears a beret.
i. For Frenchmen in general it holds: They were berets.
ii. For berets in general holds: They are worn by Frenchmen.

Prosody can distinguishetweenthese readingsiccent on the object willesult in
reading(i), accent on the sjdrt in reading (ii). Thiscan be captured in different
ways — byassumingthat adverbial quantification is sensitive to focofs, Rooth
(1985, 1995), or to givenness presuppositions expressddauogentingef. Krifka
(2001). The accentual differences are reflected in different segmental realizations in
certainlanguagesFor example Finnish usesiominativecasefor NPs thatdenote

the set of entities abowuthich a characterizing statementigde,and usespartitive

case for indefinites in episodic sentences. In JapaN&se ofthe first kind carry a

topic marker.

One furtherargumentfor the ambiguityanalysiswhen extended to other
languages is that there are languagestiith bareNPs donot occur in argument
places reserved for kind reference, but may occur in characterizing sentences or epi-
sodic sentences. The following data are from Longobardi (2001), on Italian:

(23) a. Elefanti di colore bianco possono creare grande curiosita.
‘White-colored elephants may raise a lot of curiosity.’
b. *Elefanti di colore bianco sono estinti.
‘White-colored elephants are extinct.’

To summarize, we are facing the following predicament: Orotighand, there is
clear evidence thdiareNPs are neveinterpreted just athe plural versions of in-
definite NPs; otherwise, they wouldllow for wide scope readings, and they could
not be antecedents of kind-referring reflexivesRRO. Onthe other, there is
equally clear evidence that not all uses of P refer to kinds: Thegignifically
differ from other kind-referrindNPs, andthiey show many similaritiewith indefi-
nite NPs. The question, then, Are bareNPs kind referring, orare theyambiguos
between a kind-referring and an indefinite reading? In the following| Fixgt dis-
cuss Chierchia (1998), a theory that, while selling itself as a kind-reference analysis,
allows for systematic flexibility in the interpretation NPs. | will point out a num-
ber of problems, and thgaroposeanother theory of flexible interpretation. wiill
turn out that bar&Ps basicallyare neither kind-referringor indefinites, but that
they can be coerced to kind-referring or indefinite NPs.



3. The Theory of Chierchia (1998)
3.1 Ontological requirements for kind reference

Chierchia assumes, in line of much work on the semantigglupéls and mass
nouns such as LinKL983), that individual$éorm anatomic joinsemi-lattice, with a
sumoperationl], a part relatiorg, and a set of atoni&T. Interpretations arevith
respect to possible worlds. The meaning sfregular count noun like dog is a
property, a function that maps every world w to the set of (atomic) dogs in w:

(24) [dog =poc, =AwAx[poc(w)(x)] (where: Ifpoc(w)(x), then XJIAT).

The meaning of glural count noun is the transitive closure ¢fie meaning of the
singular count noun undér, minusthe atomic individualsThis ensures thatogs
will apply to sum individuals consisting of one or more dogs.

(25) [[dogg =pocs =AWAX[~Doc(w)(x) O 0Oy[ysx OAT(Y) — poc(w)(y)]]

Notice thatpogsis acumulative property, thats, for anyworld w, if bocgw)(x)
andpocgWw)(y), thenbocqw)(xy). Mass nounglenote properties that are cumu-
lative as well, but they also apply to atomic entities. The meaniigniture applies

to single pieces of furniture and to entities that consist of pieces of furniture.

The definite article denotes the maximization opefatahich, when applied
to a predicate P, returns the greatest individual in P. If P ddesrétasingle great-
est irdividual, thentP is undefined. If a predicate P gamulative, finite,and non-
empty, thenP always exists. Hence the meaninghefdogsds defined in a world in
which there are dogs, asGsis cumulative, whereas the meaningted dogis de-
fined only for those worlds in which there is a single dog, cf. (26.a,b).

(26) a. [fthe dog} =Aw[i[pocgW)]] b. [the dod =Aw[i[poc(W)]]

Kinds have a hybrid nature; they are individual concepts, i.e. functions from worlds
to individuals, but also members of the set of atoms. The dehad K is a proper
subset of the set of atoms, AT. They are addated toproperties bythe down op-
erator ". Applied to a property P, this operator yietts function thaimapseach
world w to the greatest element of taegension of P in w, provided thiiis is an
element of the set of kinds K:

(27) "P =Aw[1P(w)], if this is an element of K, else undefined.

The down operator is so-called becaus®iings down” the type of groperty to
the type of an individual concept (and, as elements of the set K are also entities, to an
individual). This reflects the long-recognized double nature of KR® asreferring
expressions, as iBold is ametal andpredicates, as ihis ring is gold(cf. ter
Meulen (1980)).

Chierchia exploits théact thatproperties whose extensions do haie a
greatest individual cannot be mapped to a kingbdrticular,singular propertiesike
DOG cannot be associated with a kind by the down operator, as in worldg/hichm
there is more than one dagpg(w) is not defined, cf. (28.a). In contrastimulative
properties, likeooGs can be associated with a kind, cf. (28.b).

(28) a. "poc=Aw[ipoc(w)], undefined if there are worlds with two dogs.
b. "DoGs= Aw[ipocgw)], if Aw[iDocgw)] OO K



There is a problem with this approach: Chierchia ralisiv for kinds thathave no
specimens in certain possible worlds for several reasons, for exanmtpat textinct
kinds. Hence he must allow for kinds to fiertial individual cancepts that are not
definedfor certainpossible worlds; e.ghe kind Aw[ipbobo(w)] is not defined for
our world/time w. But then individual concepts lik&8.a) look much moreatural:
They pick out, foreveryworld thathasexactly one dog, this dog.And it is unclear
why theproperty of cumulativity should pay a crucial role in determining/hich
kind exists and which kind does not.

The down operator has as its inverseupeoperator “, whichmaps a kind
individual to the property of being a part of that individual:

(29) Ifkis akind individual, thenk = AWAX[x < k(w)]

This gives us the property of being a specimen of the kind k, similaaiisdd’s R
relation. It includesatomic individualsand sumindividuals. If d is thekind canis
(thatis, thekind of dogs), therd is theproperty hat identifies,for eachpossible
world, the atomic dogs and the sum individuals of dogs in this world. Noticedthat
=" poes differs frompocs While bocsonly applies to sum individuals of dogsl

in addition applies to atomidogs. For massiwouns, like FURNITURE, we have

® FURNITURE = FUNRNITURE, if "FURNITUREIS a kind (an element of K).

3.2 Type shifting of denotations and types of kind predications

In order to explain the various forms of NPs used for kefdrence in English and

a variety ofother languages, Chiercheasumegertaintype shift operations. For

NP denotations, Parté&987) proposed a number of type shift rubetween the
recognized NP types of &y, predicate,and quantifier, like the typeshift O that

maps a predicate to a quantifier, the tgpét | thatmaps a pedicate to an individ-

ual, or the type shift BE that maps an indefinite quantifier to a predicate. Intensional
versions of these shifts are given in (30.a,b,c).

(30) a [ PO AWAPIX[P(w)(x) OP(X)]
b. 1 AWAY[y<x] OO0 Aw[x] (undefined for other predicates)
c. BE: AwWAPIX[P(wW)(X) OP(X)]O P

or more generally, QI )\W)\XD’P[Q(W)(P) - P(X)]

Type shifts can be indicated by ovedieterminers. In English, the indefinite deter-
miner a indicates[] and the definite determindére indicatesi. But type shift can
also happen withoutvert marking, if thdinguistic context requirei, by coercion.
Coercion is constrained by tdocking principle thatsays that if danguage has
overt means to express a type shift, then they have to be used. This explains some of
the variation that wéind in the structure of the Nor DP) indifferent languages:
In English,[Jand1 cannot apply freely because of the presence aridthe how-
ever,[Jcan apply with plurals and mass nouns, which do not combihea. Italian
also has a plural indefinite determiner, patitive articledei, as indei cani‘dogs’,
hencell cannot apply freelyith plurals either.Slavic languages don’have any
articles, hencélandi can apply freely. In a language tias only one type crti-
cle, like Hebrew, whichonly has adefinite article, this article has to be used to ex-
press the corresponding type shift, whereas the other type shift is free.

Chierchia’s operatorsanalso be seen as type shiftersmaps kind indi-
viduals to properties, cf. (31.a), ahdhaps those properties that corresporkinds
to their kind individual, cf. (31.b). As far as wadw, there is no language that has
specialized determinefer these type shifters, hence they are not restricted by the
blocking principle, and can always apply freely.



(B1l) a " kO AwAx[x<k(w)], if kOK, else undefined.
b. " PO AW[PW)], if Aw[IP(w)] OK, else undefined.

In addition to the presence or absencewdrt determinerdanguages also differ in

the way how arguments of verbal predicates cafilé@, and how nominals can be

interpreted. Chierchia captures this with two binary featurestadi@][ relates to the

variation whether nouns can or cannotabguments (thatis, refer toentities), and

NP[tpred] to thevariation whethenounscan or cannot bpredicates For exam-

ple, in Chinese nounglenote kindentities and hence can be arguments, but they

cannot directly be predicates; in Romance the situation is reversed; and in English

mass nounslenote kindentities whereas bare plurals basically denote predicates.

This featuresystem strikes me as something that shoulelinginated if we can

capture its intended effects by type shifts, overt articles and the blocking principle.
Let us nowdiscuss various types pfedicationswithin Chierchia’stheory,

for English. Westartwith regular kind predications that involvepredicateshat

select for kinds. Chierchia assumes that mass nouns directly refer to kinds, hence no

shift is necessary, cf. (32.a). Coumbuns basicallylenote predicatebut they can

refer tokinds by free type shiftwith the down operator, which requires a plural

form, cf. (32.b,c).Recall thatkind individuals are individual awepts that are also

atomic individuals, hence they can fill the argument slots of predicates.

(32) a. Goldis a metal. AW[METAL (W)(AUREUM)]
b. Dodos are extinct. Aw[exTINCT(W)("DODO9)]
c. *Dodo is extinct. Aw[exTiNcT(W)("DODO), as"pobois undefined.

Characterizing statementsneed a restrictdior their quantificational operator. It
can be provided by kind-denotingPs if theyare shifted to theircorresponding
property bythe up operator. Chierchia assumes analyses like (33.a) for mass
nouns and (33.b) fatountnouns;notice that the bare plural shifted back to the
property use.

(33) a. Goldis shiny. AW[GEN(W)("AUREUM)(IS_SHINY)]
b. Lions have a mane. AW[GEN(wW)(“ LIONS)(HAVE_A_MANE)]

By this analysisthe kind-referringanalysis of bardNPs ismade compatiblavith

the view that characterizing statements have a quantificational structure. But there are
is a problem that | would like to point out: It is rabar what presnts simpler deri-
vations like (34.a) for sentences with bare plurals. And if this is possible, we cannot
prevent the derivation of sentences with bare singular count nouns, like (34.b)

(34) a. Lions have a mane. AW[GEN(W)(LIONS)(HAVE_A MANE)]
b. *Lion has a mane. AW[GEN(W)(LION)(HAVE_A_MANE)]

3.3 Derived Kind Predications

Let us nowconsiderNPs innon-generic sentences. Chierchia followarI€on in
assuming that bamdPs in suclsentences, at least at some stagthénderivation,
denote kinds. In contrast to Carlson’s original theory, the introduction of specimens
is not accomplished by an existential quantifier inherent in the meaning wértia
predicate, but by thderived kind predication rule (theDKP rule, in short), cf.

(35). An episodic sentence with a bare plural NP is interpreted as in (36).

(35) DKP rule: If the verbal predicagapplies to objects, and k denotes a kind,
thenAw[P(W)(K)] = AWX["k(w)(X) O P(W)(X)]



(36) a. Dogs are barking.
b. *Aw[BARKING(W)("DOGY)], due to sortal mismatch.
c. By DKP ruleAw X[ pocgw)(X) [ BARKING (W)(X)]
= AWIKX[X < 1D0GYW) [1BARKING (W)(X)]

By the DKP rule bareNPs havenarrow scope, if wassume that it is triggered as
late as possible in the derivation — tlsatwhen an myument position of gredicate
that selectgor anobject is to be filled with &ind. Consider(37), with a logical
form in whichdogsis LF-moved,thus suggesting wide-scope interpretation, as in
(37.a), where | use conventions of Heim & Krat¢ZE998). Inthe interpretation, cf.
(37.b), the basic meaning of the subjecizs will be shifted to"poGs in order to
satisfy the type requirements of theverbal predicate. After applying
AX[=[segW)(X)(9)]] to it, we get the representation in (37.c). This is the pelrdre
the sortal conflictbetween the requirement of the predicaitel the nature of the
argument matters. THeKP rule for the objectposition will apply, resulting in the
meaning (37.d), which is equivalent to (37.e).

(37) John didn't see dogs.
a. LF:[dogsh1[John didn't se
b. |nterpretat|ori\w[)\x[—|[SEE(W)(X)(JOHN)]]( DOGY)]
(after type shifbocs "DoGS to satisfy type requirement)
c. after appllcatlon)\w—n [SEEW)("DOGS)(JOHN)]
d. after DKPAW-DOX[" pocg(w)(x) 0 SEEW)(X)(JOHN)]
e. =Aw-[X[[pog(w)(x) C0porgw)(X)] O seEeW)(X)(JOHN)]

Contrast this with indefinite singulars liekedog The logical form in whicta dogis
moved over negation, cf. (38.a), will result in an interpretation in which the indefinite
has wide scope, cf. (38.b,c).

(38) John didn’t see a dog.
a. LF:[adog\1[John didn't see}
b. interpretationAw[APCX[poc(w)(X) O P(X)]AX[—[SEEW)(X)(3)])]
c. after application: AwlX[poG(w)(x) O =[segW)(X)(3)]]

The DKPrule is problematic otwo counts: First, it is not couched ihe general
format of Chierchia’saccount, whichmakesheavyuse of type shifts. Thisan be
remedied; the semantic changes involved in it are as follows:

(39) poc [ DOGS 0 "poGs 0 “poes O O pocs
pluralization type requirement DKP-rule  DKP-rule

But now thesecond problem appearshe type shifts involved in derived kind
predications are overly complex, and it is difficult to see how they camobeated

by general principles of type shifting. The first shift in (39) is explicitly triggered by
pluralization. Thesecondshift, to "Docs is not immediately wtivated,because the
resulting structuresArRKING (W)("D0G9), could not be interpreted due to a sortal con-
flict: The predicat@ArRKING(W) expects amrdinary object,not a kind. Hencébocs
has to be modified by the DKP rulehich combines two type shiftdhe first one,

to ® poGs also does not lead to an interpretable structursarasne(w)(® poGs) is

still not well-formed. Only after shifting the propeitypocsto a quantifier byl do

we get a well-formed representatiow[[ [1* bocg(w)(BARKING)]. The problem is
that the second and third shift (89) are not locally triggered: they are neither en-
forced by an overt operator, nor do they lead to an interpretable structure.



We may perhapsentertain type-shifsystems inwhich typeshifts do not
have tolead to locally interpretable structures, provided thabtrezall result is in-
terpretable. Still, we would like to assume that in general, simpler shifts are preferred
overmore complexones. Nowthere is a considerably simpler sequence of type
shifts that in addition leads to locally interpretable structures, and can account for the
reading of sentences lik#ogs are barkinglt is given in (40).

(40) poc [ poGs 0 [boGs
pluralization type requirement

Consider (41) as aexample. As before, the straight interpretaiéh.a) does not
work out, thistime due to a type clash: Therbal predicateexpects an entity, but
pocgW) is a set. The remedy is to shift the meaningoafsto a quantifierusing O]
which hasthe consequence that therbal predicate will become an argument, cf.
(41.b). This is an interpretable structure, and can be simplified to (41.d).

(41) Dogs are barking.
a. *AW[BE_BARKING(W)(pocqWw))] , due to type clash.
b. Aw[[Oboc9)](w)(BE_BARKING(W))], after type shifbocs [boGs
Cc. =AW[APX[pocgw)(x) [P (X)](BARKING(W))]
d. =AwlX[pocqW)(X) [IBARKING(W)]

Chierchia is aware of the possible derivation (41), but he consiueKP deriva-
tion (36) preferable because thlaift by the down operator,, which isresponsible
for the detour that this derivation takes, is more meaning preserving that the existen-
tial shift byl The reason is thatadds existential import; it claims the existence of
an entity of a particular type. But notice that a derivation like (36) requires existential
import at the end of the day anyway, by the DKP rule.

Chierchia assumes thtdte typeshifts sequencg(40) apflies in cases in
which a nominal predicate does not correspond to a kingdikis ofthat machine
or persons irthis building, caseslready identified by &rlson (1977). In cdrast
to nouns that correspond to kinds, we find wide-scope readings dilBarén such
cases. Section 4.2 will present another explaination of the behavior of such NPs.

3.4 Singular definite kind terms

Chierchia also offers aimteresting proposdbr singulardefinite kind terms as in
the dodo isextinct partly following Dayal (1992), cf. also Day@002). Definite
generic NPs refer teingular kinds that pick out, foreach world, agroup individ-
ual, aspecial type of atomic individuaBroup individuals wereproposed byLink
(1983) and Landman (1989) as the referentsotiéctive NPs likethe Jonesfamily
that are distincfrom sumindividuals, like the individuals pickedut by the mem-
bers of the Jones familigven though group individuals are related to members, they
are atomic, as argued for in Barker (1992). In particular, collestiRe donot allow
predicates that explicitly refer to the number of its members, in contrastrtondi-
viduals,cf. (42). They share this propertyith singular kind NPs, ircontrast to
regular kind NPs, cf. (43), as observed in Kleiber (1989).

(42) a. *The Jones family is numerous.
b. The members of the Jones family are numerous.

(43) a. *The tiger is numerous. b. Tigers are numerous.
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Chierchia proposes a “massificationperatorMASS tat applies to the meaning

of singular count nouns, likeog, so that MASS{oc(w)) refers toatomicdogs and

sum individuals of dogs in w. There is also a group-formation operator g that maps
plural individuals to atomic groups that have the atomic parts of the pidiatiual

as their members. The meaning of definite gerleeidodas illustrated in (44).

(44) [the dodd = Aw[g(1IMASS(oDO(W))]

We now can accouror differenceswith numerouspredications. (45.a3aysthat
the sum individual of altlodos inthe world whasthe property of being numerous
in w, which isfine. (45.b) says thahe groupindividual representingall dodos in
the world w is numerous in w, which is not good, as this individual is an atom.

(45) a. Dodos are numerous.  Aw[Num(W)("DODOSW))
= Aw[NuM(w)(I[pobogW)])]
b. *The dodo is numerous. Xw[Num(W)(AW'[g(IMASS{@obo(w'))](w)]
= AwW[NUM(W)(g(IMASS(obo(w"))))]

We havealready seen thaingular kindscan also bethe object of regular kind
predications, as in example (46.a), which now is analyzed as in (46.b).

(46) a. The dodo is extinct.  b.Aw[exTINCT(W)(AW[g(IMASS(Dobo(wW)))])]

For this analysis to work, we must assuimat nhotonly regular kinds, liké'bobos
are elements of theubset K ofatomic individuals, buialso singular kinddike
AW[g(IMASS(opo(w)))]. This proliferation of kindndividuals should beavoided
if we just consider regular kind predications (but see Dayal 2002 for other uses).
If this analysis is couched in a type-shift framework, it is unchdaat could
trigger the shift tahe required meaninfpr expressions likéhe doda If the basic
meaning othe dodas 1bobo, then a shift to the meaniigv[g(IMASS({obo(w)))]
would be fairly complex due to the presence of the MASS operator. An alternative is
that the definite articléhe in addition to itsordinary meaning, also has aneaning
1* = AWAP[g(MASS(P))] thatwhen applied to aingular countnoun like dodq
yields the required meaning that denotes a singular kind. But then we skpeatd
that some languages lexicalizeyet a generic definite article has not been found.
Considernow singular definite kind-referringNPs in characterizing state-
ments, which are analyzed hgsuminghat the restrictor of the quantifier is speci-
fied by the members of trgroup deoted by the NP, as if47). Here, <, is the
membership relation. The sentersagys hat generally, mendss of thegroup that
corresponds to the sum of dodos have a black beak.

(47) The dodo has a black beak.
AW[GEN(W)AWAX[X <., g( MASS(0G(W)))])(HAS_A_BLACK_BEAK)]

In a type-shiftframework, theintroduction of membershould beenforced by a
general type shifter” that is like the upperator”, except that it makesse of the
member relatios, , instead of the part relatiah

(48) "Ms =AwAX[x <. s(w)], if s is a singular kind, else undefined.
It is unclear, however, how the restrictions for definite geréRls incharacterizing
statements should be accounted which wereillustratedin (1.b) and (4.a). It ap-

pearsthat wehave todistinguishbetween twatypes ofcharacterizing statements:
Those that makmductive generalizations and those that expressdes or regu-
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lations, including definitions, cf. @rlson (1995), Cohe(2002). Whileindefinite
singular NPs and probably albare singulaNPs occur in eitheitype, definite ge-
neric NPs do not occur in the rule or regulation type:

(49) a. A gentleman opens doors for ladies.
b. Gentlemen open doors for ladies.
c. *The gentleman opens doors for ladies.

Considernow episodic sentences liKB0). There are two interpretations that are
theoreticallypossible: (50.a)saying hat thegroup individual representingall the
dogs in w is barking in w. Or (50.b): The original representation (i) is not interpret-
able, but a rule similar to the DKP rule, using the type @hﬂndﬂ cf. (ii), leads to

an (|||) which is true in w if one or more dogs in w are barking in w.

(50) The dog is barking outside.
a. AW[BARKING(W)(AW'[g(IMASSDoc(W")))](w))]
= AW[BARKING (W)(g(IMASS([oG(w))))]
b. i. *Aw[BARKING(W)(AW'[g(IMASS({oc(W)))])]
i. AW[L]"™AW[g(1IMASSPoc(W)))]](W)( BARKING (W))]
ii. = AwWX[x <, g(MASS(DoG(W)) LI BARKING (W)(X)]

Interpretation (50.a) is certainly not naturaletpresghat all thedogsare barking,
perhaps because there are simpler waysxpoess this. But this type ofterpreta-
tion might be suitable to express certain kind predications discussed in &trifda
(1995). It iswhat is requiredfor collective predications as iThe American cus-
tomer bought 74.000 BMWs last yehiis also plausible foavantgarde interpreta-
tions as inThe rat reached Australia ii77Q as we can attribute importgotoper-
ties of group members to the group,Tdie Rothschild family established a banking
house in Paris in 1812nterpretation (50.b) is impossibddtogetherthus posing a
problem for this approach.

4. Elements of a revised theory for bare NPs

Let me nowdiscuss aralternative to Chierchi@l998) hat overcomes many of the
problems mentionedbove, while remaininguite close in spirit to this work. In
particular, it will work with theassumption that NP denotatiocen be type shifted,
and that free type shifts are blocked by the existence of overt determiners.

In the following, | will pay closer attention to the compositional derivation of
expressions. Binary branching constitueat§] are interpreted as follows:

(51) [[a B]
a. = )\W[HIGH(W %
b. = Aw[[a](w)([B (W))ﬁ or )\W& ﬁﬂl(w)([o@l(w))] whatever well formed.
c. if b fails: =Aw[{TS([a])(w), [B](w)}] or AW[{H[O(](W) TS(B]) (W)},

where TS is a suitable type shift operation.

(51.a) says that the resulting meaning is always an intension, a functiopdesin

ble worlds w, which is a function of the extensions of the constitaeatsl 3. This

is like in Montague (1973), egpt that quantification ovevossible worlds is ex-
plicit. The set denotation employed here indicates that it is still undetermined how
these meanings are to be combined. (51.b) states that either the extensigntaf

be applied to the extension&for vice versa. If this fails, (51.c) says that things can
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be rescued by a suitable type shift operation on one of the meaningssabtion-
stituents. The set of type shifters should include Partee’s and Chierchia’s operators.

4.1 The nature of count nouns and plural marking

Recall how @ierchia’s theory explainthe ungrammaticality of Pog is barking
The meaning oflog is a property, and properties canfibbtthe argumentslots of
verbal predicates due to a type mismatch. Thig@natch cannot be resolved by the
down operatof, as this requires eumulativeproperty. It cannot bessolved byl
or | either, agheseshifts are blocked by the ovedeterminersa and the In lan-
guages that lack articles, asStavic languages, typshifts by[1andi arepossible;
also in languages like Chinese, in which nouns basically denote kinds.

The problemswith this accounhavebeendiscussed inection 3.3 on the
DKP rule above. There is a quitkfferent line of explanation thdtas beenpro-
posed in Krifka(1989), and in Krifka (1995), a comparisbetweenEnglish and
Chinese. The basidea is that countounshave anumber argument that can be
specified by a number word; mass nouns lack such an argumenid&ais exem-
plified in (52.a,b). A formula likeoa(w)(n)(x) says that in the world w, thiedivid-
ual x consists of n dogs.

(52) a. [pod =AwAnAx[poc(w)(n)(X)], =DoG, typels n,[é il
b. [gold] = AwAx[coLb(w)(X)], = GoLD, typels e, Il

More specifically, count nouns den@xetensive measure functiondike gallon or
mile: They relate ajiven entity to maximallyone number, cf. (53.a), and they are
additive, cf. (53.b), illustrated fatog Additivity requires that if x is a sunndivid-

ual consisting of n dogs, and y is a sinalividual consisting of m dogs, and x and
y do not overlap, then the sumixis a sum individual consisting of n+m dogs.

(53) a. Ifpog(w)(n)(x) andbog(w)(m)(x), then n=m.
b. If bog(w)(n)(x), bog(w)(m)(y) and x, y do not overlafi,jz[zsx [0 z<y]),
thenpoag(w)(n+m)(Xy).

The number arguments can be filled by number words, as in (54.a,b):

(54) a. [pne dog b. [ftwo dog%]
= Aw[ [ dog](w)([oné] (w))] = Aw[[dog] (w)([two] (w))]
= AW[ANAX[DoG(W)(N)(X)](1)] = AW[ANAX[DoG(W)(N)(X)](2)]
= AWAX[Doc(w)(1)(X)] = AWAX[DOG(W)(2)(X)]

The difference in the grammaticabmber of thenoun is amatter of syntactic
agreementwith thenumber wordEvidencefor this comes from two facts. First,
decimalfractions always trigger pluragreement, evefor the number wordne
point zerg which presumablasthe same meaning ase as 1.0 = 1 is aathe-
matical fact. (There are differences in admitted vagueness, cf. Krifka (2002)).

(55) American households have, on average,
zero point seven {cats / *cat} and one point zero {dogs / *dog}.

Secondly, there are many languades lhavedistinct pluralforms forcountnouns
but lack agreement with number words. See (56) for Hungarian examples.
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(56) a. egykutya b. kétkutya c. kutydk d. akutya e. akutyak
one dog two dog doe. the dog the dogL
‘one dog’ ‘two dogs’ ‘dogs’ ‘the dog’ ‘the dogs’

NPs consisting of count nouns with a specified number argument geedteates

that are quantized. Tha, if the NPseven catsefers to arentity x, then it cannot
apply to proper parts of x, or to individuals that have x as a proper part. This follows
from the fact that count nouns expressasure functiondVith mass nouns, quan-
tized predicates can be built with explicit measure functions, sugzllas:

(57) [[three gallons of milk
= AwWAX[[three gallon$(w)(x) O [milk] (w)(x)]
= AWAX[GALLON(W)(3)(X) CIMILK (W)(X)]

Classifier languagedike Chinese, don’thavecountnounsand rely on measure
constructions for expressimguantization in general. The classifier is a measure
function that may be interpreted either as a measure of the number of atoms of an
entity, cf. (58.a), or as a measure function that is characteristic for the meaning of the
head noun, called a “Natural Unit” (NU) in Krifka (1995), cf. (58.b).

(58) san ben shu ‘threm book’
a. AwAx[aTom(w)(3)(x) O Book(W)(X)]
b. AWAX[[NU(BooK)](W)(3)(x) [Book(wW)(X)]

The difference betweeoount noun constructionskie three booksand classifier
constructions likesanben shythen is the following: In coumtoun ©nstructions,
the unit of measurement is part of the lexical meaning ohdlmm; in classifier con-
structions, the unit of measurement is expressed by a separate lexical element.

In addition to the agreement plukghich shows up in forms likéwo dogs
English also has semantic plural that is responsible fdvare plural NB. This is
the plural we also find in Hungarian. Ase number argument is not filleertly,
plural morphologydoesthe job, creating @roperty. This number argument can
either be specified as greater than 1, cf. (59.a), or be left unspecified, as in (59.b).

(59) [dog-g = Aw[[-s](w)([dog](w))]
a. =AW[ARAXCh>1[R(n)(X)]@oc(w))], = AWAX[h>1[poc(w)(n)(X)]
b. =AW[ARAXCh[R(N)(X)](ooG(W))], = AWAX[Ch[poa(w)(n)(X)]

There is ample evidence that the latter version is rigihtexample, aquestionlike
Do you havedogs?can be answered byes, ongbut not byNo, only one This
contrastswith questiondike Do you havenore thanone dog? which can be an-
swered byNo, only one Also, notice thalohn doesn’t havdogsis false if John
has one dogagain,John doesn’t havenore thanone dogis true in this situation.
Also, If Mary has cats, then John cannot stay with her, as he igy@llentailsthat
even if Mary just has oneat, Johncannot staywith her, in catrast tolf Mary has
more than one cat, John cannot stay with Aeue, a person that points to one dog
andsaysSee, therare dogs!would haveexpressed something that is true. How-
ever, the oddness of this statement can be traced back to the fact that there is a more
specific expression, and one that is about equally complex, nardely

Other languagemay have, inaddition to the semantic plural in (59),se-
mantic singular that specifies the number argumentted NP with thenumber 1.
For example, in Slavic languages like Czech we find bisigulars andare plurals,
cf. (60.a,b). | assumthat thesdanguageshave asingular operatosg, cf. (61),
wheresc operates on the noun st@s) resulting in the singular formes
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(60) a. $ekal pes. b. “tekal-i psi.
barked dog barkeegk dogs
‘A dog was barking.’ ‘Dogs were barking.’

(61)  lpeq =lpssc] =Aw[[sc](w)([psl(w))]
= AW[ARAX[R(1)(X)](poG(W))], = AWAX[DOG(W)(1)(X)]

Following the observation of Day&2002)cited in (19), there might be additional
meaning components that comith bare singulars, in particular uniqueness pre-
suppositions with respect togaven situation. This would not be too surprising, as
baresingularsare semantically more specific than bpherals. Condoravd{1992)
has pointed out a similaffect with certairuses ofbareplurals as in (62)where
studentgefers to the students of the campus.

(62) A serial killer haunted the campus. Students were aware of the danger.

Such additional meaning components arise when the bare NP is in topic position, cf.
section 4.4 for the relevance of information structure.

Let me summarizéhis section.Under the theorydeveloped heresingular
countnouns likedog differ in semantic typdrom plural countnouns likedogs
mass nouns likenilk, or nounswith explicit number words likeone dogor two
dogs Singular couninounsare functions from numbers tpredicates, the other
expressiongre predicateslhis explainghe puzzle we set owtith, why singular
count nouns cannot occur as arguments. Singular count aceimet of theroper
type, the type of predicates. No recourse to a restriction of kind formation to cumu-
lative properties is necessary.

4.2 The articles, and an explanation of narrow-scope phenomena

Let us turn tathe treatment of the articles. The definite artibiecan be combined

with singular count nouns, astime dog with mass nouns, as the milk with plural

nouns, as ithe dogsand with nouns whose number argument is filled by a number
word, as irthe three dogsAs the type of singular count nouns differs frtma rest,

we assume two versions of the definite article: One that combines with predicates, cf.
(63), and another one that combines with number relations, cf. (64).

(63) a. [the] =AWAP[1P]
b. [the dog} = Aw([[the] (w)([dogg (w))]
= AW[AP[IP]J(AxCh[pog(w)(n)(X)])]
= Aw[IA x[Ch[pog(w)(n)(X)]]
c. [the[three dogl = Aw[i[poc(w)(3)]]

(64) a. [the) =AWAR[IR(2)
b. [the dog = Aw[[theg](w)([dog](W))]
= AW[AR[IR(1)](poc(w))]
=AW[IAX[poc(w)(1)]]

(63.b) is defined for worlds in which theage dogs(63.c) is definedor worlds in

which there are exactly three dogs, and (64.b) is defmrediolds inwhich there is
exactly one dog. A unified analysis thle definite article may bpossible if we as-
sume that in cases the number word is not specified, the argument slot is filled by 1.
There is independemridencefor such adefault rule: @eng & Sybesma (1999)
reportthat in Cantonese, the lack of specification afuanber word in a classifier
construction is interpreted by 1ldave itfor future research tanvestigatethis op-
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tion. — As an exampléor the derivation of a senteneceeaning,consider (65); it
maps worlds w to truth if the single dog in w is barking in w, to falsithef single
dog in w is not barking in w, and is undefined if there isdng ormore than one
dog.

(65) [l[the dog [is barkind]]
= Aw/[[is barkingd (w)([the dodi(w))]
= AW[BE_BARKING (W)(IA X[DoG(W)(1)])]

As for the indefinite article, the simplest analysis might be that it igagiant of the
number wordone meaning ‘1’. After all, indefinite articles generally develdmm
the number wordone’, and often still ardhomophonousvith it. The only differ-
ence is thabne as a numbeword, is pragmatically related to alternatiwember
words, which can lead to scalar implicatures, wheagas an article, is pragmatically
related to the definite article. This leads to diffedd@nts ofimplicatures:John saw
one dogmplicates thatlohn didn’tsee more thaone,andJohn saw a dogmpli-
cates that the dog is not unique or salient.

However,a differs in another respect from number wordéereas con-
structions likehe one dogrefine, *the a dogisn’t. While wecan attributethis to
an incompatibility of the implicatures tiie anda, we alsocan rule it out syntacti-
cally, by sayingthat the anda occupy the same syntacstot, which is different
from the one that number words occupy in constructionghi&keone dogFollow-
ing the DPanalysis of nominal expressions,iagiated by Abney (1987), we as-
sume syntactic structures like (66):

(66) a  ppthe[y,one[y dod]] d. [ppthe[ye _ [y dodl]
b. [5p the [y, two [, dogd]] €. [opalye_ [y dod]]
C. [opthe[ye [y milk]]

Articles, and other true quantifiers lilkewery all, mostandno, form the head of the
DP, whereas numbevordsare specifiers of count nouns. They are licenbede
because they fill the numbslot. Singular determiners like singuthg the indefi-
nite articlea, but also quantifierske everyor singularno, do double duty: they
contribute their quantifier or determiner meaning aatisfythe number argument
of the countnoun by 1. Inparticular, the meaning of the indefinite article can be
given as in (67); see (68) for an example derivation of a sentence.

67) a. [p@] ZAW)\R)\PD(&R(l (x) OP(X)]
b. [adod  =Aw[[a](w)([dog|(w))]
= AW[ARAPIX[R(1)(x) O P(X)](oc(w))]
= AWAPCX[DoG(W)(1)(X) O P(X)]

(68) [ pa dod [is barkind]]
= Aw[[a dod|(w)([is barking(w))]
= AW[APIX[poc(w)(1)(X) O P(X)](BE_BARKING(W))]
= AWLX[poG(W)(1)(X) I BE_BARKING (W)]

This theory implies a meaningful relatibetween syntactic categoriaad semantic
types: DPshavemeanings that can directly be combined by functional application
with verbal predicates; they are either referxgression®r quantifiers. And NPs
are predicates that cannot directly be combined with verbal predicates.

Let us now turn to bare NPs, asDiogs are barkingWe have a type mis-
match that has to be resolved. Type shiftdafiows for the following derivation:
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(69) [[[[NP dogs] are barkind]]

=Aw[{[[dogg(w), E[be barking(w)}] , functional application impossible
Type shlft[ ogg O [Jdogyg, )\W)\P)\x[[dogjl(w)(x) OP(x)]
=Aw[[dogg(w)([be barkinjl(w))]
= AWLX[[h[pog(w)(n)(X)] [1BE_BARKING (W)]

coow

We would havearrived at a similaresult with a non-overt determinewith the
meaning of the type shiftét However, if we follow Chierchia and assume tiyae
shifting occurs aate, or adocally, aspossible, onlywhen the mismatchetween
the NP and theerbal predicatdbecomes apparent, tyhifting predicts thabare
NPs havenarrow scope. To sdhis, considerthe exampledogs aren’tbarking in
whichdogsis moved over negation. | assume thas a type-neutral variable.

(70) [[[dogs)\l aren’t [t, barkind]]]
=AwW[ Al[arentt barking (1W)$[d0 J(w))]

=AW[Ax,[[aren ttibarkln **(w)([dogd(w))]

= AW[AX [[aren']]" ¥ (w)([t, barking]™~ Xl(w))](Edog (W))]

=?\WP\X1[Ap[ﬂ |0]({IIt 7, [Ibarking ™ *(w)})([ dogg (w))]

=AW[AX , BE BARKlNG(W)})(l[dog (w))]

=Aw )\p[—np]({li%o (W) BE_BARKING(W)})], application impossible

type shift byt AwW[Ap[-p]({[ CIdogg(w), BE_BARKING (W)})]

=AW[ApP[- p]()xPD([[dog (W)(X) O P(X)](BE_BARKING(W)))]

= AW[ApP[- p](APIX[ Cn[poc(w)(n)(X)] O P(X)](BE_BARKING(W)))]

= AW[Ap[= p](CX[Ch[poa(w)(n)(X)]C] BE_BARKING (W)]])]

= Aw[-0x[Ch[poc(w)(n)(X)]0 BE_BARKING (W)]]

TTSQ e oo T

)

In (70.a-f), theexpressionsre interpreted in thesual compositional fashion. For
(d), notice that the meaning of traces are generally not world-depeaddnthe
meaning of lexicatonstantsare not dependent orariable assignmentsAfter ap-
plying the meaning ok1[aren’t t, barking to [dogg|(w), we have to compute the
meaning of {Hogg(w), BE BARKING(W)} The type mismatch can be resolved by
type shift of{Hogg using] cf. (70.g),which finally leads us to the representation
(70.k), in which negation has wide scope over the existential quantifier.

It is importantfor this derivation that typeshifts occur locally.For this the
variablerepresenting the subjetrtace must not be typed. This predicts thaith
guantificational subjects, as A dog isn’tbarking we have tw@ossiblereadings,
as illustrated in (71). If theariable is of theype of entities, we arrive at thespre-
sentation (71.c.i), in which the quantifiecopesover negation. If the variable is of
the type of quantifier, we get the representation (71.c.ijyhith the quantifier is
reconstructed in the position of the subject, and negation scopes over the quantifier.

(71) a. [[[a dod Alfisn't [t, barkind]]]
b. =Aw[{[a dog(w), ﬁ)\l[lsn t [t, barkind]]]}]
c. =Aw[{ APIX[poG(w)(1)(x) [ P(X)] AXo[= {1, BARKING (W)H]}]
i. takey, as a variable for entities,:x
)\W[)\PD([DOG(W)(l)(x) O P(x)]()\xl[—' [BARKING (W) (X)])]
= AWIX[poG(W)(1)(X) 0= [BARKING (W)(X)]]
ii. takey, as a variable for quantifiers,Q
AWAQ [ [Q, (BARKING (W))](APLX[DOG(W)(1)(X) LI P(X)])]
= Aw[=[APIX[poc(w)(1)(X) O P(X)] BARKING (W))]]
= Aw[-x[poc(w)(1)(X) L BARKING (W)]]

We mayassume that igeneral, lower-type variables are preferred, which would
predict the preference for the wide-scope interpretation of the quantifier.
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Instead of the type shift by, we could also assume a type shiftiwf verbal
predicate to make it applicable to a nominal predicate, HKeBARKING []
AWAPIX[BE_BARKING(W) O P(x)], as proposed byan Geehoven(1998). The pre-
dictions would be exactly the same as with local type shift of nominals by

Our stategy of interpreting barBlPs could also be applied tmdefinite
NPs with number words, such &0 dogs as they havéhe same semantic type as
bare NPs likalogs This would predict a narrow-scope interpretatiorsuw¢hNPs.
However, we do find a wide-scope interpretation for sentence3wkedogs aren’t
barking which iseventhe preferred readinglhis means thalhPs liketwo dogs
cannot get their interpretation by type shiftiRather, weshould assume that num-
ber words can also be interpreted ldeterminers, witlexistential force, as i(i72).
The derivation of sentences like (73) is exactly parallel to (68).

(72) a. [[,twa]] _)\W)\R)\PD([R(Z)(X% OP(X)]
b. e [o two] [p _ [ dogd]l] = Aw[[two](w)([dogs|(w))]
=AW[ARA D<[R(2)(X) 0 P(><)](DOG(W))]
= AWAPCX[DoG(W)(2)(X) O P(X)]

(73)  Mop [o two] [\ _ [y dogd]] [ are barkind]]
= WD([DOG(W)(l)(x) [1BE_BARKING(W)]

Analyzed in this way, we predict that wide-scope interpretatiorexjofessiondike
two dogsare possible. Thiact that they are preferably interpretsith wide scope
can be taken to indicate that thegve to benterpreted a®Ps, and not as NPs, if
possible. Thegyeneralreason for this ishiat the DP interpretation avoids the other-
wise necessary type shift.

The type-shift accourfor bare plurals, in either the version developed here
or in Chierchia’s original version, appears problematic because there is an indefinite
plural andmass noundeterminer,some as insome dogsor some milk. Why
doesn’tsomeblock the application of the type shifte? Following the logic of the
blocking principle somemust express more than just existential quantificaifars-
sible differences are thabme(and perhaps indefinite determiners in general) intro-
ducediscourse referentArik Cohen, pers. comm.), or thatsomeintroduces a
choice functionthus albwing for wide scope interpretations (cf. Chierchia (1999),
also von Heusinger (1997MReinhart (1997), Winte§1997)). Example(74) shows
that, evenunder a narrow-scope interpretationtbé subject DP, we get wide-
scope interpretion if the choice functionf, which maps apredicate P to an entity
that P applies to, is existentially bound with wide scope.

(74) [[,pSome |, [, dogs]]] aren’t barking].
AW [=[BE_BARKING (W)(f(AXCh[poa(w)(n)(X)D)]]

We can apply similar reasoning to the case of Brazilian Portuguesichitt and
Munn (1999), which has bare singular indefinites in addition to an indedirtitte.
Bare singularshavenarrow scope, whichrgues that they undergexistential type
shifting, whereas indefinite articladuceswide scope readingsyhich is evidence
that they are interpreted by choice functions.

Evidencefor the forced choice-function interpretation confiesn the fact,
observed in Kratzer (1998), that indefinkds with the determinersomedo not
allow for characterizing statements, (75). The reason is thtte choice function
reduces the domain of the generic operator to a singleton, which violates a restriction
against quantification, cf. de Swart (1991).

(75) a. Some dog barks. b. Some dogs bark.
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Wide-scope readinghat cannot be captured by Iokovementdue to islandriola-
tions also occuwith other indefiniteNPs, such aa dogor two dogs cf. Abusch
(1993). They hardly occumith bare NPs. Wecan takethis asevidence that the
choice function are bound to the presence of a determiner, that is, to a DP.

Recall that Chierchia, following Carlson, observed wide-scope interpretations
with some bare NPs sucharts of that machinandpersons in this building

(76) a. Parts of that machine aren’t working.
b. The police is looking for persons in this building.

Chierchia argued that such NPs do not correspond to kinds, hence canhafsuse
type shifter, and instead uSeln our current theory;lis the regular type shifter for
bare NPs, and hence this explanation does not work. But thereaaleraative: Ob-
serve that these NPs refer to a finite, typically fixed, set of entitiesidncases, the
determinersome which otherwiseénduces specific interpretations time context of
opacity predicates, would receivpartitive interpretation, in which it contrastgth
other proportional quantifiers suchrasstandall. The sentencBomeparts ofthat
machine aren’t workinghen implicates that ndall parts of thatmachinearen’t
working, and the sentendiee police is lookingor some persons ithis building
implicates that the police isn’t looking for all persons in this buildings#xsedoes
not havethe reading that normallgistinguishes it from barBlPs (say, the choice
function interpretation), it doesn’t block possible type shifts that wieald tosuch
readings. Wecanassume thathoice functionreadingscan be generated by type
shifts, but are blocked by choice functismmein cases likerhe police is looking
for drug dealersWe can furthermorassume thasomehas a preferregartitive
reading in case the head noun refers to a finite set, @ersons irnthis building In
this case, then, théype shift leading to achoice function interpretation is not
blocked by any overt determiner.

4.3 Kind-referring NPs and reflexive and control anaphora

Bare NPs can refer &inds, cf. (8.a). Wdollow Chierchiafor such cases and as-
sume a type shift bthe down operator, now defined as if77) as gartial indi-
vidual concept that is defined for those worlds w for which P has a greatest element.

(77) "P =Aw[IP(w)]

Predicates likeextinct have argumentslots thatrequire individual concepts, hence
their arguments do not have to be applied to a possitnliel. This is similar to the
analysis of verbs likase andchangein Montague (1973).

(78) [[Dodos are extingt = )\W[F][be extindi(w), [dodog}]
by type shift: 2Aw([[be extincl(w)("[dodod)]
= AW[BE_EXTINCT(W)(AW'[IA xCh[popo(w")(n)(X)]])]

The down operator as defined(ifi7) is notrestricted tocumulativepredicates; for
example,'[one dog is defined, and stands for an individual concept that ree@y
world that has exactly one dog to that dog. There is no foeealconverse operator
" that maps kinds to instances. This is possible because the down opeestdess
work in the current system: It is only used for true kind predications.

In addition to predicates that strictly apply to kinds, there are predibates
can apply to kinds or to regular objects. Krifkaakt(1995) haveidentified several
such uses, such as the following:
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(79) a. Ratsreached Australiain 1770.
b. American customers bought 75,000 BMWs last year.

Assuming that predicates likeach or buy are not intensional likbe extinctor in-
vent we have the following interpretation:

(80) [[Rats reached Australia in 170
= AW[REACH_AUSTRALIA_IN_177aw)("[rats](w))]
= AW[REACH_AUSTRALIA_IN_177QW)(IA XCh[RAT(W)(N)(X)])]

This means, literally, that theum individual consisting ofall rats reachedustralia
in 1770. Whilefalse in aninclusive sense, it is true in tisense that ammportant
property of avantgarde specimens is attributed tcstime ofall rats. Notice that we
can saylhe rats reached Australia in 17With a similar interpretation.

Let usturn now to the argument dRooth (1985) forthe kind-referring
analysis, the observation that apparently non-generic K& can bind kind-
referring reflexives and control PRO, cf. (17), (18). We can deal with such examples
by assuminghat bareNPs basicallydenote properties, that reflexivesPIRO can
instantiate the same property as the antecedent, and that aspifygpare triggered
locally. Consider the following example:

(81) Martlan§ claimed [PRQto be almost extinct].
a. =Aw[{[[Martians|(w),
[claimed|(w) [{|][PRC)J|PROL IVartiand () [almost extindt(w)}])}]
b. =Aw[{[[Martians|(w),
[claimed (w)([{[[ Martians|(w), [ almost extindi{(w)}])}]
c. type mismatch (twice) witftMartians|, requiring type shifts biland":
= Aw[{ C[Martians|(w),
[claimed (w)([{ "[Martians|(w), [almost extindt(w)}])}]
d. =Aw[[[Martians|(w)(cLAMED (W)(ALMOST EXTINCT(W)("[Martiang)))]
e. =AW[APIX[[h[mARTIAN (W)(N)(X) O P(X)]
(cLAIMED (W)(ALMOST _| EXT|NCT(W)(”)\W’)\th[MARTlAN BIIVIMN
f. = AwX[Ch[MARTIAN (W)(n)(X) O
CLAIMED (W)(ALM _EXTINCT(W)("AWAYCN[MARTIAN (W) (N)(Y)])) (X)]

In (81.a)Martians is interpreted as a property in subject position, and co-indexed
with PRO. This is spelled out in (b)Two type shifts are required, thdirst one
shifting the subject to an existential quantifier, tecond one shiftinPRO to a
kind, cf. (c). This leads us to the correct interpretation: Theresome Martians x
that claimed that th&ind Martiansare almost extinct. Examples like (1#yhich
imply a mixed object and kind reading, can be treated in a similar way.

4.4 The role of information structure

In cases like (79.a), a type shift biywould bepossible asvell. Not so for (79.b),
which would result in a completely different interpretatidthy doesthe typeshift

by O not happen here? | would like to suggest, followkirdka et al. (1995) and
Cohen & Erteschik-Shir (2002), thatformation structure plays animportant

role. In orderfor type shift bythe down operator toccur, the nominal predicate
must be dopic. The kind-referring readings of (79.a,b) require a prosodic structure
typical for topic-comment structures: Theage twoprosodic phrases, one on the
subject, one on the object. Kind-referrireadings of baré\Ps in object position

are disfavored becaudieis is not a regular topic position; cfShockleyinvented
transistors Also, inlanguagesvith pragmaticallydetermined word order, bare NP
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subjectsare often interpreted as kind-referring wiae-verbal,and asexistential
when post-verbal, again an effect that can be ascribed to topicho@biah 2003
for Hebrew, Hindi and Brazilian Portuguese).

Appealing to information structurgso helps to explaithe observation by
Carlson that the nature of the verbal predicate can decide whether a bare NP is inter-
preted generically or a@avolving specimens (cfthe first argument in sectio.1).

He appealed to a distinctidmetween individual-levebnd stage-level predicates,
which, in other frameworksgorresponds to distinction betweenepisodic predi-
cateswith a situation argumentand stative predicates without itfcf. Kratzer
(1995)). As a general rule of discourse coherence, every sentenclaneistopic.
The situation argument can satigifie topic requirement, which is the case in utter-
ances likeDogs are barkinghat are about contextualiyven situations.The bare
NP dogsis not a topichence can be interpreted by existential tgpit. In stdive
sentences, which doot have asituation argument, another constituemist be the
topic. For a sentence likeogs arewidespreadthemost plausible gadidate is the
bare NPdogs which then cannot be interpreted by existential type Shdind must
be interpreted by the generic type shiitstead.

Information structure also plays a role in characterizing statemenf3dige
bark or A dog barksIn Krifka (2001) | arguedhiat indefiniteNPs inthe restrictor
havetopicality featuresand that the restrictor is a topic. Ttopicality requirement
for restrictorscan explain the widesprease ofdefinite articles in Romance lan-
guages, which is probably duettee fact that deaccenting cannotused adreely
as in English to mark topicalityAlso, it can explain certain puzzling complexity
requirements for bare NPs in Italian and Spanish, cf. Longobardi (2001), Gutierrez-
Rexach & Silva-Villar (2002).

(82) a. Elefanti di colore bianco possono creare grande curiosita.
b. *Elefanti possono creare grande curiosita.
‘(White-colored) elephants can create great curiosity.’

(83) a. Minirobots hacen el trabajo con igual cualidad.
b. *Robots hacen el trabajo con igual cualidad.
‘(Mini)robots do the job with the same quality.’

Complex bare NPs may form a prosodic phras¢hem own;this is necessary for
interpreting the phrase in the restrictor of a quantifiert(efnotions ofintegration
and separation in Jacobs (1999)).

4.5 Definite generic NPs and taxonomic NPs

This article is abolut bare NPs, Hat meadd some thoughts abodefinite generic
NPs, likethe dog While the arguments of Dayal and Chierchia are quite compelling
that they involve reference to groups, the meanirguoh NPscannot be derived in

a systematic way (cf. section 3.4).

Dayal (2002) makes the interestingroposal lhat it can be obtaineda the
taxonomic interpretation of count nouns. Thise ofcountnouns refers to kinds
instead of regular objects; an exampldiere are twdears in Alaskathe black
bear andthe grizzly. Krifka etal. (1995) and Krifka (1995) proposed that count
nouns also have a readingviich theyapply to subspecie3he relationsear(w)
can be applied to numbers and bear subspeciegearffw)(1)(URSUS HORRIBILIS).
Dayal proposes in addition that it can be applied to the bear spesiestself. The
kind-referring use othe bear then can be derived by thisualmeaning ofthe as
IX[BEAR(W)(1)(X)], if the domain of quantification, left implicit here, does not contain
any bear subspecies or specimens.
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In order to adopt this proposal, we assume that the kinds that can be denoted
by singular definites areslated tokind individuals, which areatomic individuals
that form a special sort, similar to the set K in Chier¢b#08). | will usethe down
arrow! to denote thiselation: |A WA X[h[BEAR(W)(N)(X)] = uRsus Comparatively
few individual conceptfiavethis doublelife; this captureshe insight that only es-
tablishedkinds can be referred to by definiggngulars (cf.the coke bottlevs. the
green bottle Carlson (1977)attributed to Partee). Consequently, we dmye a
sortal distinction, and not a type distinctidoetween thealifferent arguments of a
count noun predicate likEar(W)(1). We can refer to singular kinds bhgmes, like
Ursusor Man or, following Dayal, byregular definitedescriptions likehe bear if
the quantificational domain is suitably restricted. It appearsiitaas noungener-
ally can beused asiamesfor atomic kinds, whichexplains thelack of articles in
sentences lik&old is shiny Presumably, this is becausess nounsre catego-
rized as NPs in syntax, in contrast to count nouns, which are categorized as N due to
the more frequent non-generic uses they neddvetheir number argument filled.
German carusedefinite articleswith kind-referringmass nouns, as iDas Gold
glanzt which can be explained by the fact that Germanusadefinite articleswith
names in general, cf. Krifka et al. (1995). In Hebrew, bare singular oounis can
also refer to atomic kinds, cf. Doron (2003), which miigllicate adouble function
of count nouns as measure relations and as names.

What properties datomickinds have? Isuggest that properties afgular
kinds can generally be applied tmorrespondingatomic kinds; hence wehave the
dodo is extinctAlso, propertieshiat the predicates related to regards have are
ascribed to theorrespondingtomickinds; thus wehavethe dodo had a purple
beak General number restrictions have to be followedwbkite we havedodos had
a purple beakby distributive interpretation, amtbhdos had black beakby cumula-
tive interpretationthe dodo had purple beaksuggestshiat adodo hadmore than
one beak. This is a plausible reasdny sentences likethe dodo was numerous
are badnumeroudhas to be applied to a sum individual, which the atomic &oes
not provide. Contrast this witthe dodo wasrare, which can baisedwith singular
generics. This is just as Adodo is rarevs. *A dodo is numerousresumablybe
rare has to banterpreted ast is a rare event tofind instances of _'where the
blank position can contain anythingat hasmembers, elements, or specimens. We
havealso observed thaharacterizing sentences of the rule-and-regulatiansty
cannot be expressed with definite generic NPs, cf. @uh statements essentially
state conditions under which an entity belongs to a aagsyhether it is a gentle-
man or notFor this, we crucially need teefer to the classyhich can naturally be
done by bardNPs or byindefinites (perhapsia typeshift with BE), but not with
atomic kinds.

5. Conclusion

This paper set owith the controversy arounthe semantic nature of bakPs in
English: Are theykind referring, orambiguousbetween a kind-referringnd an
indefinite interpretation. The answer, whiaguired a type shift framework as de-
veloped in Chierchi1998), is: Bare\NPs are basicallyproperties, hence they are
neither kind-referring nor indefinites. They can be shifted to ontherother inter-
pretation in appropriate linguistic contexts. They cannatdiied ambiguouseither,
as their basic meaning is alwaypraperty. In a sens@]l disjuncts inthe title of
this talkare true: Baré\Ps have kind-referringnterpretations, thepaveindefinite
interpretations, hence thdyaveboth kind-referring and indefinite. But basically
they areneither one northe other. The typshifting framework idlexible enough
to make all these statements true.
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