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The Internet as an Epistemic Agent (EA)

We argue that the Internet is, and is acting as, an EA because it shapes our belief 
systems, our worldviews. We explain key concepts for this discussion and provide 
illustrative examples to support our claims. Furthermore, we explain why recog-
nising the Internet as an EA is important for Internet users and society in general. 
We discuss several ways in which the Internet influences the choices, beliefs, and 
attitudes of its users, and we compare this effect with those of psychological con-
ditioning and brainwashing techniques. Finally, we present examples where the 
Internet’s epistemic agency acts at scale, affecting large portions of society rather 
than individuals.
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1. Introduction

The Internet is a fact of life for more than four billion people,1 and it is almost un-
thinkable to go off grid (e.g., Nuwer 2017). The Internet is generally considered to be 
immensely beneficial to society at large. And this is true. Yet, this is not the full story 
of the Internet. There is a hidden, darker side to it. This paper looks at the Internet’s 
epistemic agency and its nefarious impact on our worldview.

We posit that the Internet is a proactive, dynamic EA because it actively shapes 
our worldviews.2 Due to the epistemic agency of the Internet, we are experiencing 
an epistemological crisis with uncertain outcomes (e.g., Waltzman 2017; Zuboff 
2019). The ‘nature’ of our knowledge, how our beliefs are rationalised and justi-
fied (i.e., our epistemic foundations), and who or what shapes such beliefs, and for 
what purpose no longer fits with the traditional models for learning and knowledge 
acquisition, or our cultural practices. Our sources of knowledge have become less 
transparent, and we are gradually losing our epistemic agency and ontological pri-
macy (terms explained later in the paper) as epistemic agents (EAs).

In the beginning the Internet was designed to be the grand equaliser, bringing 
knowledge and democracy to the masses (Dvorak 2016; Ross 2017). However, as the 
Internet complex began to unravel, the initial objectives started to dissolve (Frey 
2011; LaFrance 2014; Weinberger 2015; Dvorak 2016; Clarke 2021). It is an open 
question as to why this happened. Was it by design or was it just a sort of natural 
drift, much like with the early promises of radio and television (see, for example, 
Wu [2016])? With such a complex phenomenon as the Internet, there was probably 
no single contributing factor but rather a confluence of them. As we mentioned, the 
Internet is not just a piece of technology but, rather, a larger complex that comprises 
networking technology, academia, research centres, politics, and economics.

The Internet for some, or even most, of us is about Facebook, Twitter, personal 
trainers, TikTok, Wikipedia, Amazon, and so on and so forth. Sure, the Internet is all 
of this, but the Internet is primarily and fundamentally a technological, economic, 
legal, and political complex of software and hardware for transferring, harvesting, 
analysing, and manipulating data about its users’ experiences and innermost ideas 
and shaping their behaviours, both individually and collectively. Unbeknown to the 
users, this is done for economic and political gain. In other words, the Internet is 
a tool for behavioural modification on an individual or collective (at a scale) level 
– and this is the cause of the epistemic crisis (e.g., Wu 2016; Kaiser 2019; Snowden 
2019; Wylie 2019; Zuboff 2019). There follows a selective list of studies documenting 
the epistemic agency of the Internet, but this is just the proverbial tip of the iceberg: 
(Zhang et al. 2013; Dutton et al. 2013; Castells 2014; Wood and Douglas 2015; Furedi 

1 Some 4.95 billion people around the world are thought to use the Internet as of January 2022 
(DataReportal 2022).
2 Worldview is a complex of cognitive, conscious attitudes, postulates, and normative assumptions 
that determines an agent’s beliefs. Depending on the domain, the precise definition of ‘worldview’ 
may differ in details (e.g., Funk 2001; Gray 2011; Pinxten 2015). In this paper the term ‘worldview’ 
denotes a comprehensive set of beliefs that determine an agent’s decisions or attitudes. Beliefs in-
clude the agent’s position on religion, nature, societal issues, ethics, science, culture, God, moral 
order, and truth, to list just a few examples. See more about worldviews in Section 4.
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2017; Huizer et al. 2017; Specktor 2018; European Parliament Directorate-General 
for Parliamentary Research Services 2019; Allen 2019; Wylie 2019; Zuboff 2019; Eck-
er et al. 2022).3

The epistemic crisis that we are experiencing can be perceived through episte-
mological fracturing and the reconfiguration of our worldviews.4 Indeed, we are 
witnessing tribalisation, political extremism, a general lack of consensus, and wide-
spread social isolation (e.g., Waltzman 2017; Wylie 2019; Zuboff 2019). At the heart 
of this epistemological crisis is the Internet and its epistemic agency.

How can we claim that the Internet is an EA? After all, we usually associate epis-
temic agency with a person or some sort of organisation such as a school or church, 
not with a network of inanimate artefacts, even such a complex one as the Internet. 
However, epistemic agency may also be understood differently; it can be attributed 
to inanimate objects, like the Internet, that shape our beliefs. We argue that the In-
ternet complex has epistemic agency, or that it is acting as an EA, because it actively 
shapes our worldviews. In the following paragraphs, we explain the key concepts 
for this discussion and provide illustrative examples to support our claims, which 
are not abstract philosophical musings but, rather, demonstrable facts.

We also want to avoid any over-interpretation, or indeed misinterpretation, of 
our arguments. We do not want to be viewed as neo-Luddites, techno-anarchists, 
acolytes of a flat Earth society, or something similar. Our arguments and conclusions 
are rooted in facts and logic, as we strive to demonstrate. We will also explain why 
recognising the Internet as an EA is so important for us and society in general.

By the end of this paper, the reader will hopefully see the Internet – in terms 
of not just the technology and services offered to public but also other dimensions 
that are hidden from its users, such as the political clout it wields, the economy it 
supports, and its societal reach and impact – in a new light. More specifically, we 
want the reader to recognise the Internet for what it really is rather that what it is 
presented as.

This paper also attempts to bring the discussion about the Internet’s impact on 
society and humanity at scale into the philosophical discourse. Simply put, the Inter-
net has quickly become an existential problem for us, and we need to state clearly 

3 We need to recognise that we are not users, or even clients, of the Internet. We are sources of raw 
behavioural data to be harvested by the Internet complex (e.g., Wylie 2019; Zuboff 2019) before be-
ing transformed by software into behavioural futures that can be sold at auction in the form of User 
Profile Information (UPI). UPI presents a virtual model of our worldview, our likes, dislikes, fears, 
and preferences. It reflects our past choices and decisions, our moods, and our judgements, and it 
serves as a predictive model of our behaviour. As studies have demonstrated, UPI may be used to 
model and then influence our decisions (e.g., Wylie 2019; Zuboff 2019). This virtual model of our 
worldview is what allows companies to control the information that is provided to us and thereby 
influence us. Changing our online and offline attitudes is what the Internet complex was designed 
to do.
4 We are far removed from the prior claim that our worldviews are completely ours, such that no 
one is trying to influence what we think and how we think. However, the scale of the manipulation 
that came with the Internet is unprecedented because of its reach and the industrial, political, and 
scientific complex behind it. A rather crude computing-related analogy could be to say that we are 
born with a basic operating system installed. The user interface, our worldview, is built upon this. 
Other people, teachers, friends, colleagues, books, school, and religious institutions used to shape 
this worldview, but now it is the Internet and its algorithms. 



42

that this is no longer a technological problem per se, so technology will not solve 
it. The role of the Internet in society warrants a deep Platonic analysis of its roots 
and consequences, but the first step is to recognise and define the problem we are 
facing and its philosophical dimensions, and understanding the Internet’s epistemic 
agency is at the roots of this problem. The task for philosophers is to understand the 
philosophical assumptions of the Internet and show how we can shape them in such 
a way that the Internet will serve the long-term well-being of humanity. We call this 
challenge philosophy in technology.

To avoid a critique of incompleteness, we need to restate what is in and what is 
outside the scope of this study. Our focus is on an argument that the Internet has 
become, or is, an EA, in a specific sense of epistemic agency as explained in the text; 
an EA that is actively shaping our worldview. We leave out from the discussion the 
questions of the importance of the Internet epistemic agency in comparison to other 
traditional sources of our beliefs and opinions like school, press, TV, books we read, 
academia, experts, radio, friends, teachers, church, people of authority or that we 
regard as authorities. These questions should be studied, but, it would seem, only 
if, and only after, we recognise that the Internet is an EA; and this is what we do in 
this paper. Thus, here we do not investigate the position of the Internet versus tradi-
tional EAs. We do, however, provide some suggestions on conducting such a study.

The argument for the epistemic agency of the Internet is presented in five sec-
tions. In Section 2 we define what epistemic agency is in generic terms. In Sections 
3 and 4 we discuss how we conceptualise the epistemic agency of the Internet and 
what its epistemic role is. In Section 5 we summarise the discussion. We conclude the 
paper with some suggestions for further studies of the Internet epistemic function.

2. Epistemic Agency

2.1. What is epistemic agency?

The term epistemic agency is most commonly used to denote the ability of a human 
agent to choose, reflect upon, and freely form beliefs (e.g., Elgin 2013; Olson 2015; 
Puzzo 2015; Moore 2016). This is how we commonly define our epistemic agency. We 
are all epistemic agents in the sense that we are responsible for our worldviews, and 
our epistemic agency is founded on free access to information and, maybe primarily 
so, by our own critical thinking skills, especially our reasoning and judgement facul-
ties. While the existence of our epistemic agency is often denied and trivialised (e.g., 
Kornblith 2012; Ahlstrom-Vij 2013; Puzzo 2015), it plays a critical role in shaping 
our knowledge and beliefs about the world (i.e., our worldviews) and the ideas and 
concepts we live by. (There will be more about this later.)

While our beliefs are to a large degree moulded by our schools, parents, so-
ciety, culture, the media, and religious organisations and their ministers, as ra-
tional creatures we have critical faculties for evaluating these influences. We also 
possess an implicit or explicit understanding of the role and modus operandi of 
the various factors shaping our worldviews. Indeed, the precise function of our 
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epistemic agency is to reflectively (and critically) engage with the world, namely 
the people and organisations that influence us. The extent to which we care to ex-
ercise this agency, as opposed to just passively internalising external messages, is 
a separate question.

2.2. Epistemic Agency and Worldviews

Epistemic agency is closely related to our worldviews, but why? It is because 
a worldview is shaped by our beliefs, knowledge, and experience. It is what our 
epistemic agency creates, the lens through which we perceive and value the world 
(Funk 2001; Fisher 2010). A worldview informs questions such as ‘What is the ul-
timate reality? What is truth? What is the nature of human beings? What is the 
purpose of life? What is morality, and what is its basis? What are moral values?’ 
Essentially, our worldview guides our decisions. Our relationship with the world is 
determined by this worldview. For example, if we think that the end of the world 
is nigh, we may go somewhere to await its occurrence, as has been the case several 
times (e.g., Richardson 1998; Heaven’s Gate 2010). If we believe that education is 
useful, we will study. If we believe that friendship is of value to us, we will seek to 
make and retain friends.

We need to know how our worldviews have been shaped, as well as by whom 
and for what purpose. Was it to help us to live better? Or was it to further someone 
else’s objectives, ones that are not known to us? Is it serving our needs, or is it serv-
ing someone else’s? We need to know where our worldviews are coming from.

If your worldview is incorrect, your perspective on the world will be erroneous, 
and you will inevitably make bad judgements and personally harmful decisions. 
Some examples can help here. Take the metaphor of the horseless carriage (Zuboff 
2019; Visel 2007): When people first saw automobiles, they regarded them as horse-
less carriages. They thought of these self-propelled vehicles as upgraded horse bug-
gies and missed their revolutionary potential.5 With such a perspective, they could 
never have imagined the role that automobiles play in our lives today.

Thus, when you see the world, or part of it, through inadequate existing met-
aphors, and we all live by metaphors (e.g., Lakoff and Johnson 1980), your judge-
ments and decisions will be flawed, inadequate, and erroneous. We need suitable 
metaphors to live by – we need the right worldview. Thus, to restate the original 
point, you do not want to be in the situation where you do not know where your 
worldview is coming from, who is shaping it, what kind of values it instils in you, 
and what kind of decisions it favours, especially when they could be wrong. You 
therefore want to know who or what is shaping your beliefs, and here enters the 
Internet.

So, this is how we function as EAs and how we commonly understand epistemic 
agency. The Internet is an EA, albeit in a different sense.

5 Similar miscalculations were made about other developments like phones, computers, and mobile 
devices. 
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3. The Internet as an EA

3.1. Epistemic Agency of the Internet

As mentioned earlier, the term epistemic agency is most commonly used to denote 
the ability to choose, reflect upon, and freely form the beliefs that comprise our 
worldview. However, epistemic agency may also refer to the passive or active ca-
pacity of a system, organisation, artefact, or technology to impact or influence a 
person’s beliefs and worldview (e.g., De Mul 1999; Schlosser 2019). The Internet has 
epistemic agency in the latter sense, so it is an EA in the sense that it influences our 
beliefs, views, and choices (e.g., Wylie 2019; Zuboff 2019).

There are ample examples of the Internet’s epistemic agency (e.g., Mineo 2017; 
Kaiser 2019, Wylie 2019; Zuboff 2019). The mechanisms that the Internet uses for its 
epistemic agency are nothing short of brainwashing, such as ‘devices’ like perspec-
ticide, echo chambers, filtering, personalisation, astroturfing, fake news, deep fakes, 
and cognitive hacking, to name but a few. The scale of these activities and their 
destructive effects on society are difficult to fathom for a non-technical person (e.g., 
Gibbs 2014; King et al. 2017; Snow 2018; Kaiser 2019; Wylie 2019), which covers most 
of the public. Later sections explain these mechanisms in more detail.

3.2. The Internet and Epistemic Harm

Indeed, the Internet’s epistemic purpose is not to improve our well-being but rather 
to instil someone else’s values and beliefs in us (e.g., Kaiser 2019; Wylie 2019), all with 
the sole purpose of making us less critical, more obedient, less reflective, and more 
susceptible to external persuasion. This is what we call epistemic harm.6 In fact, the 
Internet as an EA attempts to dissolve our individual worldviews and replace them 
with the ones that favour the Internet epistemic agency positions and objectives.

Once we are deprived of our own epistemic capacities, which help us to acquire 
reliable information and make good judgements, the Internet can proceed to control 
our choices, decisions, views, and beliefs in ways we do not realise.7 The change of 
the worldview is only gradual and is usually imperceptible to us. With the Inter-
net permeating even the most intimate aspects of our lives (e.g., Wylie 2019; Zuboff 
2019), we urgently need to comprehend and recognise its epistemic role.

The concept of epistemic harm is nothing new; the negative impact of poor-quali-
ty information on a human agent has been discussed since Plato’s dialogues. Howev-
er, with the ubiquitous presence of the Internet, for civic societies, epistemic harm 
caused by the Internet has grown into an existential problem; public awareness of it 
has unfortunately only begun forming recently.

6 Steup and Neta (2020) define epistemic harm as ‘[o]bstructing an agent’s cognitive success’. In this 
paper epistemic harm denotes intentional changes to an agent’s worldview that negatively impact, 
directly or indirectly, an agent’s ability to successfully cope with reality.
7 This attempt is not entirely novel, but it acquired a more sinister and ominous meaning with the 
Internet (e.g., Herman and Chomsky 1998).
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We may still question whether the impact of the Internet is really as harmful to us 
and society as suggested here despite the fact that we witness rampant tribalisation, 
political extremism, a general lack of consensus, and widespread social isolation on 
a country-wide scale. Lunatic fringe groups, the dispossessed, the narrow-minded, 
the emotionally disturbed, the confused, the malevolent, the maladjusted, the ma-
licious, and the anti-social will be always with us – this is what makes us humans, 
and we need to deal with it. Nevertheless, most democratic societies have been able 
to work out some common set of principles, a common worldview if you will, that 
allows them to function in a way that benefits most members of these societies. Once 
this common worldview disintegrates, however, so will our democratic societies.

This happens when the fringe becomes the mainstream and starts dictating to 
others what they should do, and this is what the Internet facilitates. It enhances the 
fringe perspectives and brings them into the mainstream, thus claiming parity with 
mainstream views. The worldview that benefited most people gets distorted and 
pushed into the background. It gets fragmented, and a fragmented society loses its 
coherence and common sense and descends into internal squabbling, with morally 
bankrupt or mentally unstable leaders often being elected. Technically, we refer to 
this as digital disruption to democracy. Cases of democratic processes being subvert-
ed have been well documented and researched (e.g., Crabtree 2002; Botsman 2018; 
Gorodnichenko et al. 2018; Sustain 2018; Anderson and Rainie 2020; Anderson 2020; 
Dumbrava 2021). This is what we call epistemic harm because it is a distortion of our 
epistemic foundations, our worldview, in a way that is detrimental to our well-being 
as individuals and society.

3.3. Epistemic Autonomy, Epistemic Distance, and Our Ontological Status

So, why is this all so bad? It is bad because with the Internet as an EA, at least in the 
sense we explained earlier, we lose, either partially or fully, our ontological status as 
primary EAs and together with this our epistemic autonomy (i.e., our ability to form our 
own beliefs and justifications).8 Losing our ontological status as primary EAs means 
that we do not scrutinise sources of knowledge through our own reasoning faculties 
but rather accept and internalise knowledge that has been digested and prepared for 
us by someone or something else (could it be artificial intelligence (AI) algorithms?), 
in this case the Internet complex. With our ontological status and autonomy slipping 
away, our epistemic distance from reality increases (Nilsson 2021).9 To put this in plain-
er words, we no longer reason for ourselves, and our contact with reality is mediated 
by some opaque interface (i.e., the Internet), so we lose ownership of our worldview.

8 ‘[T]he epistemically autonomous person demands direct, or first-order, reasons why something is 
true, and does not merely rely on reports about their existence. Epistemically autonomous individu-
als are epistemically self-reliant and are responsible for the justification of their beliefs’ (Matheson 
and Lougheed 2021, 2).
9 Epistemic distance is used here to denote the (conceptual) separation of the information source 
from the EA. The distance increases when between the source and an agent there exist several sys-
tems or processes that mediate information transfer (e.g., Nilsson 2021). There are other definitions 
(theological) of epistemic distance, but they are of no import to this discussion (e.g., Hick 1990).
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By losing epistemic agency, an agent loses epistemic autonomy. The agent’s deci-
sions are then made by someone else to fulfil someone else’s objectives, which may 
be hidden from the acting agent. Going further, losing epistemic autonomy leads 
to loosing autonomy in general as an agent. Agents without epistemic and general 
autonomy are slaves incapable of reasoning for themselves. In giving up epistemic 
autonomy, we lose our ontological status as primary EAs and become second-class 
citizens. Knowledge is power, and this power is drifting away from us.

The Internet introduces further epistemic distance between human agents and 
the world. In most cases, we receive mediated information, and the pros and cons of 
the traditional media (e.g., television, radio, newspaper, etc.) are well known, so we 
have become accustomed to using them.

Talk of losing ontological primacy and increasing epistemic distance may seem 
rather empty. Are these claims true, and if so, to what extent? Let us look at some of 
the ‘devices’ the Internet’s agency is using on us. These examples should make our 
claims about ontological primacy and epistemic distance more obvious and justifi-
able.

4. The Internet Mechanisms Shaping Our Worldview

To justify our claims about the negative role of the Internet, we need concrete facts. 
We now supply a partial list of the means through which the Internet complex 
‘shapes’ our worldviews. The methods are nothing short of brainwashing, and in-
deed, they are brainwashing techniques par excellence. The Internet is a digital Pav-
lov, with us as the conditioned dogs. We may have previously come to a realisation 
that the Internet is a sort of Bentham panopticon on steroids,10 but we surely never 
thought we would also get Pavlov and Skinner in the mix,11 especially with free ser-
vices, for example, from Google or Meta. The list is given below.

4.1. Perspecticide

When users are constantly fed with divergent views and opinions, they lose their 
own perspectives and the capacity to know what they actually know. Such methods 
have been used on prisoners of war, cult leaders, and political opponents. A person 
subjected to perspecticide loses his or her own views and opinions and stops think-
ing independently. A person in this state is easy to manipulate (Saeed 2018; Wylie 
2019).

10 Jeremy Bentham, an English philosopher, created the concept of a prison that serves a conceptual 
model for a modern surveillance state (Ethics Center 2017).
11 Ivan Pavlov was a physiologist who is regarded as the father of conditioning (Windholz 1997), 
while Burrhus Frederic Skinner was an American psychologist who is regarded as the father of 
modern behaviorism (Cherry 2020).
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4.2. Echo Chambers

An echo chamber is an environment in which a person is only in contact with views 
and information that confirm his or her own viewpoint. This person then forms the 
distorted view that his or her opinions are shared by more people than they actually 
are. Echo chambers have the potential to increase bias and hinder any reception of 
shared views or perspectives. This leads to societies fragmenting and damage being 
done to democratic processes (Heshmat 2015; Damore 2017; Echo Chambers 2019; 
Nguyen 2020; GFC Global 2022). One of the effects of echo chambers is the so-called 
confirmation bias. By witnessing only those opinions that agree with your own, you 
accept them as being true. In the echo chambers of the Internet, you mostly see what 
you already believe in.

4.3. Filtering, Filter Bubbles, and Information Bubbles

The information you are presented with when searching online is selected based on 
your search history, the websites you have visited, and your apparent likes or dis-
likes. The aim of this is to present you with websites that you are more likely to click 
on and visit. Thus, someone asking the exact same search question may get different 
search results. What you receive is search results that have been narrowed down 
according to algorithms that monitor your Internet activity, which you do not have ac-
cess to because they are proprietary, in order to entice you to visit certain sites. Thus, 
you are effectively locked out of accessing new information because such websites 
may have been deemed outside the scope of your search history. You are basically in 
a filter bubble. This practice is common in Internet search algorithms and impossible 
to avoid – you eventually always see yourself. For example, when searching for po-
litical commentaries, you will tend to find only those that may be more in line with 
your own thinking, making it difficult to view and evaluate other perspectives. In 
this way, rather than enlarging your knowledge and informing your opinions, the 
Internet is limiting and narrowing them (Morozov 2012; Pariser 2012; Ronson 2016; 
Carr 2020;  GFC Global 2022).

4.4 Astroturfing

Astroturfing is a controlled information campaign to create the false impression 
of grassroots support for a certain action, movement, or initiative. Modern astro-
turfing uses Internet resources like email, social media, and instant messaging 
to disseminate information. While it may appear that such information is com-
ing from multiple sources, it may actually be emanating from a few systems, or 
even just one, frequently through bots (Monbiot 2011; Bienkov 2012; Astroturfing 
2022).
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4.5. Cognitive Hacking

Cognitive hacking manipulates people’s attitudes and beliefs by disseminating mis-
information. Cognitive hacking explores people’s emotional vulnerabilities and fears 
to alter their perceptions of facts, persons, or political situations. It may be directed 
at individuals or groups of individuals. Cognitive hacking extensively uses personal 
profiles compiled by social media platforms, such as Facebook/Meta, Instagram, and 
so on. Wylie (Wylie 2019) described the cognitive hacking campaigns orchestrated 
by Cambridge Analytica (Cybenko et al. 2002; Wigmore 2017; Wylie 2019; Kaminska 
2020; see also Dabrowa 2020).

4.6. Deepfakes

Deepfakes are manipulations of synthetic media that result in realistic, but entirely 
false, representations of persons, events, situations, or conversations. The purpose 
of deepfaking is to misrepresent facts and spread misinformation, and it is com-
monly used to disseminate celebrity pornographic videos, revenge porn, and fake 
news, as well as to perpetrate hoaxes, bullying, and financial fraud. It may also be 
classified as cognitive hacking or weaponised (mis)information (Kietzmann et al. 
2020; Somers 2020; Witness 2021).

4.7. Weaponised Information

Weaponised information involves the use of false information to shape the beliefs 
and views of a targeted person or group. It can be used to change the target’s per-
ception of events and situations or his or her attitudes and beliefs towards certain 
individuals or groups (see e.g., Voelz 2015; Waltzman 2017; Defending Democracy 
2018; Deloitte 2022).

Mechanism Impact on worldview

Perspecticide When users are fed with divergent views and opinions, they 
lose their own perspectives and the capacity to know what 
they actually know.

Echo chamber Increasing bias and hindering the adoption of any shared 
views or perspectives leads to the fragmentation of societies 
and the destruction of democratic processes.

Filtering, filter bubbles, 
and information 
bubbles

As you are locked out of new information on sites outside the 
scope of your search history, you eventually always come to 
see yourself. For example, when searching for political com-
mentaries, you will tend to find those that concur with your 
own views, making it difficult to view and evaluate other per-
spectives. Instead of enlarging your knowledge and informing 
your opinions, the Internet limits and narrows them.
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Astroturfing A controlled information campaign creates the false impres-
sion of grassroots support for a certain action, movement, or 
initiative.

Cognitive hacking Cognitive hacking manipulates people’s attitudes and beliefs 
by disseminating misinformation. It exploits people’s emo-
tional vulnerabilities and fears to alter their perceptions of 
facts, persons, or political situations.

Deepfakes Deepfakes manipulate synthetic media to create realistic but 
false representations of persons, events, situations, or conver-
sations with the aim of misrepresenting the facts and spread-
ing misinformation.

Weaponised 
information

Weaponised information is false information that is used to 
shape the beliefs and views of a targeted person or group. It 
can change the perception of events, situations, or people and 
alter attitudes and beliefs towards a targeted individual or 
group.

Table 1. The Internet as an EA (own editing)

Table 1. summarises the methods through which the Internet as an EA affects our 
beliefs and worldviews.

In-depth analysis of the mechanisms by which these methods change the ways 
we conceptualise the world would be the subject of behavioural science research 
and is out of the scope of this study.

5. The Argument Revisited

Our claim has been that the Internet is an EA. We have shown that the Internet acts 
to change and control our worldviews (i.e., our epistemic positions), which is what 
an EA ipso facto does. The argument can be summarised as follows:

(a1) Whatever affects our worldview is an EA.
(a2) The Internet affects our worldview.
Thus
(c)  The Internet is an EA.
The claim (a1) is from the definition (Section 2). The claim (a2) we justified by 

showing how the Internet epistemic agency  functions in three steps (Sections 3 
and 4). First, the Internet explicitly uses mind-control techniques based on be-
havioural modification (see e.g., Zuboff 2019) principles – such as perspecticide, 
echo chambers, filtering, personalisation, astroturfing, fake news, deepfakes, and 
cognitive hacking – with the clear intention of affecting our attitudes, beliefs, and 
worldviews. Second, the concrete results of these techniques can be witnessed 
through tribalisation, political extremism, a general lack of consensus, and wide-
spread social isolation in our political and private lives. Third, we have demon-
strated that the Internet’s agency affects our epistemic resources and epistemic 
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functions, so it clearly plays an epistemic role (i.e., has epistemic agency) justify-
ing the conclusion (c).

6. Conclusions

We began with the claim that the Internet is a proactive, dynamic EA that is shaping 
our beliefs and worldviews. To justify this claim, we defined the sense in which the 
Internet is an EA and the methods it employs to shape our beliefs and worldviews. 
We also provided real-world examples resulting from the Internet’s epistemic agen-
cy. Of course, much more could be said about the Internet and its role in shaping our 
views, but with the facts presented here, we believe that we have proven our case.

In the Introduction we stated that this discussion is an argument for the Internet 
epistemic agency, in a sense explained in the text. So, it would be only natural to ask 
now how its epistemic agency compares itself with other traditional sources shaping 
our beliefs. Is the Internet just one of them? Or, does it play a predominant, or not 
very critical, role in the game of worldviews? Did the traditional methods of shaping 
our beliefs lose their lustre? Or, who is the most important EA in the marketplace 
of ideas now? What are the role and the ratio of this influence in the full doxastic 
attitude map, compared to other EAs’ influence? Or, what can we tell about the con-
sequences of this influence? 12

While we do not explore these questions in this study, we point to the select-
ed sources that may be the starting point for such research. The hard quantitative 
data on the roles played by different EAs vs the Internet would be hard to find (the 
problem is rather difficult to quantify because of its multidimensionality and ob-
trusiveness), but one may look at several examples of the impact of the Internet on 
worldviews as compared to ‘old’, more traditional methods to see the efficacy of the 
Internet agency vs ‘old agents’. See, for example, Gorodnichenko (2018) on an im-
pact of social media on Brerix and US elections. See Cybenko et al. (2002); Wigmore 
(2017); Wylie (2019) ; Kaminska (2020) ; and Dabrowa (2020) on the impact of Cam-
bridge Analytica on several political campaign across the world.

We have also left out from the study the discussion of causal pathways in which 
the Internet epistemic agency affects our worldview. But, as we have said, this is a 
task for clinical psychologists.

Here are a few additional takeaways from this discussion: (1) Large-scale mind 
control is nothing new, but the Internet has upped the ante to an unprecedented de-
gree and made it Big Business. (2) Our epistemic agency is at the foundation of our 
autonomy and freedom, and we cannot afford to lose it, but the Internet as an EA 
has put our epistemic autonomy and ontological primacy at risk. (3) Our epistemic 
agency should be protected and guaranteed in law because it is a sine qua non for 
preserving democratic societies. (4) The Internet actively changes our worldviews, 
and this is an intentional act on the part of those managing the major Internet sys-

12 Some questions in the list were suggested by an anonymous reviewer.
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tems (GAFA (Google, Amazon, Facebook, Apple)13 etc.). Protecting epistemic agency is 
crucial for further developing our scientific and technological civilisation based on 
the concepts of rationality and shared common values.

We need to continue asking questions about the Internet and its epistemic func-
tion if we do not wish to get lost in the information maelstrom of the Internet. We 
need to question how the Internet impacts the cohesion of our societies in terms of 
fracturing and reconfiguring our worldviews. Instead of shattering our commonal-
ity, can the Internet be used to promote shared understandings that foster common 
ground, collaboration, and cooperation? Can we create such shared interests with 
regard to epistemology and reality, such as things we all depend upon for our mu-
tual survival and well-being? Does the notion and value of truth change with the 
Internet, and what will it be like in future? Of course, the list of possible questions is 
much more extensive.
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