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Abstract

Are LLMs cultural technologies like photo-
copiers or printing presses, which transmit in-
formation but cannot create new content? A
challenge for this idea, which we call bib-
liotechnism, is that LLMs often generate en-
tirely novel text. We begin (Part I) with a sus-
tained defense of bibliotechnism against this
challenge showing how even entirely novel text
may be meaningful only in a derivative sense,
and arguing that, in particular, much novel text
generated by LLMs is only derivatively mean-
ingful. But we argue (Part II) that bibliotech-
nism faces a different, novel challenge, stem-
ming from examples in which LLMs gener-
ate “novel reference”, using novel names to
refer to novel entities. Such examples could be
smoothly explained if LLMs were not cultural
technologies but possessed a limited form of
agency (beliefs, desires, and intentions). Ac-
cording to interpretationism in the philosophy
of mind, a system has beliefs, desires and inten-
tions if and only if its behavior is well explained
by the hypothesis that it has such states. So,
according to interpretationism, cases of novel
reference provide evidence that LLMs have be-
liefs, desires, and intentions. Given that in-
terpretationism is a live hypothesis about the
nature of these states, we suggest that cases of
novel reference provide evidence that LLMs do
have beliefs, desires, and intentions.

1 Introduction

Do modern LLMs have beliefs, desires, and inten-
tions? Over the last few years, this question has
received an enormous amount of attention (e.g.,
Hase et al., 2023; Mahowald et al., 2023; Shanahan
et al., 2023; Bubeck et al., 2023; Levinstein and
Herrmann, 2023; Yildirim and Paul, 2023). The
hypothesis that LLMs do have these states is at-
tractive in part because it offers a natural tool for
explaining their behavior. It is standard to explain
the complex behavior of humans and non-human

animals in terms of what they think (believe), what
they want (desire), and what they intend. If modern
LLMs have beliefs, desires, and intentions, we can
employ the same explanations of their behavior.

A challenge for those who deny that current
LLMs have beliefs, desires, and intentions, is to
provide an alternative, equally powerful, explana-
tion of their behavior. The psychologist Alison
Gopnik and her coauthors have articulated a strik-
ing idea in this direction (Gopnik, 2022b,a; Yiu
et al., 2023). In Gopnik’s view, LLMs are a “cul-
tural technology”, like a library or a printing press.
The writer Ted Chiang also gives voice to an idea
in this vein: “Prompting it [the LLM] with text is
something like searching over a library’s contents
for passages that are close to the prompt, and sam-
pling from what follows.” (Chiang, 2023). Cosma
Shalizi, who has developed this idea in more tech-
nical detail (Shalizi, 2023), has dubbed the view
“Gopnikism”. Because we will develop it in our
own direction, we call it “bibliotechnism”, combin-
ing the Greek for “book” with the Greek for “skill”.
According to bibliotechnism, LLMs are not agents;
they are “just” cultural technologies, like books
and libraries, for processing and querying written
text.

Can this view provide an explanation of the
agent-like behavior of LLMs, which is sufficiently
powerful to compete with the hypothesis that they
have beliefs, desires and intentions? We address
this question in a specific application, by examining
the meaning-relevant behavior of LLMs, joining
a growing body of work at the intersection of phi-
losophy, cognitive science, and NLP (Bender and
Koller, 2020; Andreas, 2022; Coelho Mollo and
Millière, 2023; Chalmers, 2023; Mandelkern and
Linzen, 2023; Piantadosi and Hill, 2022; Millière
and Buckner, 2024; Titus, 2024). We argue that
if LLMs are “just” a cultural technology (and not
agents in their own right) then the fact that their
outputs refer to certain objects must in an important



sense depend on the fact that their inputs refer to
those objects. If LLMs’ reference were not of this
“derivative” kind, then there would be an important
sense in which they do not simply transmit existing
cultural knowledge, but generate new instances of
reference, and perhaps even new claims.

In normal cases, text produced by photocopiers
and printing presses clearly has only derivative
meaning, since it is simply a reproduction of
human-generated input. But LLMs often produce
entirely novel text, which is still apparently mean-
ingful. At first sight, this fact presents a serious
challenge for bibliotechnism: if LLM-generated
text can only be meaningful if it piggybacks on
human-generated originals, how could any novel
text that they generate be meaningful?

In Part I, we defend bibliotechnism against this
challenge. Using n-grams as a toy model, and
working up to more complex modern LLMs, we
show how even entirely novel text produced by
LLMs may nevertheless derive its meaningfulness
from the meaningfulness of inputs.

We see this as a big step forward for bibliotech-
nism. But we go on (Part II) to present a new
challenge for this proposal. Modern LLMs are not
just capable of producing new sentences, they also
seem to be able to use newly invented names appar-
ently to refer to newly created objects. These new
names cannot derive their reference from original
text, since the name is not used in the data to refer
to the relevant object. We argue that responding to
this novel reference problem requires complicating
bibliotechnism to such an extent that it calls into
question the motivation for doing so.

In particular, bibliotechnism offers a more com-
plex, less predictive explanation of LLM behavior
in the novel reference problem than can be given
on the hypothesis that LLMs have beliefs, desires,
and intentions. According to interpretationism in
the philosophy of mind and cognitive science, a
system has beliefs, desires and intentions if and
only if its behavior is well explained by the hypoth-
esis that it is rational and that it has such states
(e.g., Dennett, 1971; Davidson, 1973, 1986; Den-
nett, 1989; McCarthy, 1979). If intrepretationism
is true, then the novel reference problem provides
evidence that LLMs have beliefs, desires, and in-
tentions. More strongly, we argue that, for anyone
who has some confidence in interpretationism, the
novel reference problem provides evidence that
LLMs do have these states.

2 Prior Work and Background

Prior Work A prominent line of argument has
suggested that LLMs cannot produce reference
without being “grounded” (e.g., Lake and Murphy,
2023; Bisk et al., 2020). Perhaps most influentially,
Bender and Koller (2020) examine the question of
whether LLMs understand language. They define
“meaning” as a relation between expressions and
communicative intents. They argue that LLMs can-
not understand language in part because they can-
not have perceptual contact with objects to which
speakers intend to refer, and so cannot learn those
speakers’ communicative intents. A natural infer-
ence from their discussion is that, owing to LLMs’
inability to understand language, they can also not
produce meaningful text (cf. Titus, 2024).

Piantadosi and Hill (2022) respond to this argu-
ment by proposing an alternative account of mean-
ing in which meanings are constituted by the rela-
tionship among concepts in a particular conceptual
space. Since LLMs clearly “represent” rich infer-
ential relationships as well as relations of semantic
similarity, in their view LLMs can meaningfully
use words even without perceptual exposure to their
referents.

Mandelkern and Linzen (2023) observe impor-
tant connections between this debate and semantic
externalism, a view of meaning which has been
dominant in the philosophy of language since the
1980s. On a standard view (Kripke, 1980; Putnam,
1975; Burge, 1986), people can refer to Shake-
speare without having been directly in touch with
Shakespeare, by belonging to a community whose
overall use of this word stands in an appropriate
causal relationship to the poet. Mandelkern and
Linzen accordingly argue that whether LLMs can
refer to Shakespeare comes down to whether LLMs
“belong to our speech community” (cf. Ostertag,
2023a).

Coelho Mollo and Millière (2023) argue that
LLMs achieve the capacity to refer through rein-
forcement learning with human feedback (RLHF)
(or possibly during zero-shot learning). They sug-
gest that reference (what they call “referential
grounding”) can only be achieved if there is a rele-
vant normative standard which connects the LLM’s
usage to the world. As a result they think that
grounding is achieved for current LLMs (essen-
tially) if and only if there is RLHF, since in their
view it is only in this process that the human train-
ers appropriately transmit a normative standard,



directed at the truth, to the LLMs.
The present paper goes beyond these earlier

works by considering the relationship between the
meaningfulness of LLM-generated text and the vi-
ability of bibliotechnism. Moreover, in contrast
to earlier theoretical work, which does not clearly
vindicate the claim that n-gram models produce
meaningful text, we argue that n-gram models do
produce such text. We build on this account to offer
a new extension of bibliotechnism, which demon-
strates that the view can accommodate the mean-
ingfulness of even entirely novel text generated
by LLMs. We then introduce the novel reference
problem as a new challenge for bibliotechnism.

Background Generative language mod-
els, “large” or otherwise, are given as input
PrimaryData. The PrimaryData typically
includes a corpus (in the case of LLMs, essentially
the whole internet) that the model is trained
on, along with a (usually) human-generated
prompt given at generation time. The model
is then sampled to probabilistically produce
GeneratedText.

We will assume that PrimaryData is text cre-
ated by humans, as is the prompt (setting aside the
fact that, in practice, massive corpora likely con-
tain automatically generated text). And we will
take it as uncontroversial that PrimaryData refers
to things in the world. For instance, if a human-
authored biography of Shakespeare is included in
PrimaryData and includes the line “Shakespeare
was born in 1564.”, it is referring to the poet.

Our arguments apply both to models trained
purely on a word prediction task, and to those
that use more modern augmentation techniques
like RLHF. What matters for our purposes is that
the models are (a) trained on largely naturalistic
human data to generate text, (b) produce largely
grammatical and intelligible content, and (c) do not
simply verbatim reproduce their training data. To-
day’s LLMs (e.g., OpenAI’s ChatGPT, Anthropic’s
Claude, Meta’s LLaMa) have these properties: they
are trained on human data, produce grammatical
and fluent content (even if they sometimes halluci-
nate), and generate at least some novel content as
measured by n-gram overlap (McCoy et al., 2023).
We focus on purely text-based models, but much
of the argument could be easily extended to multi-
modal models that include visual input or output.

Three points about philosophical terminology
will be important. Philosophers often distinguish

between “reference” and “meaning”. As we use
the terms, any expression that refers has a mean-
ing, although many meaningful expressions do not
refer. For simplicity, the only words that we take
to refer are meaningful common and proper nouns.
It is uncontroversial that a normal use of the word
“Shakespeare” refers to Shakespeare (and is mean-
ingful). By contrast, in our (stipulative) usage, the
expression “was born” is typically meaningful, but
does not refer.

Second, there is a difference between the word
“Shakespeare” and particular inscriptions of this
word. If the word “Shakespeare” is written on a
blackboard five times, there are five inscriptions
of this one word on the blackboard. We assume
inscriptions of words can refer and be meaningful.

Third, and finally, we distinguish between “refer-
ring” that is done by an agent (“In his indirect way,
Marlowe was referring to Queen Elizabeth.”), and
referring that is done by particular inscriptions of
words. Since our goal is to explore a view on which
LLMs are not agents, we will be investigating the
question of whether they can produce inscriptions
which refer and are meaningful. We will not be
assuming that they themselves can refer.1

Part I: How to be a Bibliotechnist

3 Bibliotechnism and Derivative Meaning

Our first main claim is that bibliotechnism implies
that LLMs produce inscriptions which have mean-
ing (and refer), if at all, only derivatively.

Gopnik and other bibliotechnists understand cul-
tural technologies, like books and libraries, as tools
for the transmission and dissemination of informa-
tion, allowing the accumulation of knowledge over
large stretches of space and time. These technolo-
gies are, crucially, not themselves responsible for
new ideas or information.

These technologies transmit information by rely-
ing on what we will call derivative meaning and ref-
erence. When a biographer writes the word “Shake-
speare”, their inscription of the word refers to the
poet. As a result of this initial case of reference,
the inscription of “Shakespeare” on the 131st page

1Mandelkern and Linzen (2023) often move without com-
ment between the question of whether a particular agent refers,
and the question of whether particular inscriptions of words
refer. But this distinction seems to us of key importance here,
since it may take beliefs and desires to refer as an agent, but
it does not take such attitudes to produce inscriptions which
refer (as we will argue in a moment, photocopiers can do so,
as can n-grams).



of the 1004th copy of the 3rd printing of this biog-
raphy, also refers to the poet. The same holds also
for inscriptions of “Shakespeare” on photocopies
of this page of this edition of the book, even if the
photocopies are produced by accident.

A similar thesis applies not just to the refer-
ence of expressions like “Shakespeare” but also
to the meaning of complex expressions (involving
more than one word) like “Shakespeare was born
in 1564”.

We will say that the original inscriptions, which
were created by the author immediately, are in-
stances of basic meaning and reference, while the
other inscriptions are instances of derivative mean-
ing and reference. We stipulate, as part of the defi-
nition of these terms, that it is only entities which
have beliefs, desires, and intentions who produce
inscriptions which refer or are meaningful basically.
Beyond this stipulation, the distinction between ba-
sic and derivative reference and meaning is rough,
but we will only deal with clear examples of each
category in what follows.

According to bibliotechnism, LLMs do not have
beliefs, desires, or intentions. So, according to bib-
liotechnism, LLMs can only produce inscriptions
which refer or are meaningful derivatively.

Is this consequence of the position correct? We
will examine this question in stages. We first argue
that unigram models can produce words which refer
and are meaningful derivatively, but that they can-
not produce complex expressions which are deriva-
tively meaningful. We then explain how, going
beyond unigrams, LLMs can produce complex ex-
pressions, including longer stretches of entirely
novel text, which is derivatively meaningful. We
finally turn to the question of whether this is the
only way that LLM-produced expressions can be
meaningful, and provide a new challenge to the
idea that it is.

4 Causal History and Derivative Meaning

In this section, we argue that derivative reference
and meaning can be achieved by an appropri-
ate causal connection between PrimaryData and
GeneratedText, and show how this vindicates the
idea that n-grams can produce derivatively mean-
ingful inscriptions of individual words.

Since the 1970s, philosophers have developed
the idea that causal connection can play a key role
in facilitating reference, and that our ability to refer
to (say) Shakespeare is partly explained by there

being an extended causal chain, tracing from cur-
rent humans, through their teachers, their teach-
ers’ teachers, and so on, all the way back to the
poet (Kripke, 1980; Geach, 1969; Donnellan, 1970;
Evans, 1973).

We suggest that, analogously, derivative refer-
ence and meaning depend on an appropriate causal
chain tracing from a new inscription back to an
“original”. It is because the inscription of “Shake-
speare” on the 131st page of the 1004th copy of
the 3rd printing of the biography, is appropriately
causally connected to the original inscription writ-
ten by the author of the biography, that it refers to
the poet. The same holds also for inscriptions of
“Shakespeare” on photocopies of this page: these
new inscriptions can refer because they are appro-
priately causally connected to the original.

This “appropriate” causal connection does not
require human supervision. If a page falls out of
its binding, and flies into a photocopier which is
malfunctioning, making copies by accident, the
inscriptions on the resulting page would still refer
to the poet. If whole sentences are copied by the
machine, these sentences would also be derivatively
meaningful, because of their causal connection to
the original inscription.

This observation already shows that large-n n-
gram models—which sample from a distribution
conditional on the previous n− 1 words—can pro-
duce meaningful inscriptions. For sufficiently large
n (e.g. 1000), such models simply copy particular
inscriptions from their PrimaryData. So, like a
photocopier, they produce meaningful output.

Matters are less straightforward for unigram
models, which sample from a distribution of single
words. We think of such models as implemented
by taking all of their PrimaryData, choosing word-
inscriptions from the PrimaryData at random, and
then copying the chosen inscription. The inscrip-
tions of individual words the n-gram then produces
are again just like those of a copier (or of the large-n
model): they have a direct causal connection to the
original inscriptions. As a result, if the model pro-
duces an inscription of “Shakespeare”, this inscrip-
tion will be meaningful (and refer) derivatively,
piggybacking on the meaning and reference of the
original inscription of this word.

In this case, however, there is a new phe-
nomenon, not exhibited in the case of the photo-
copier or large-n n-gram. Each of the inscriptions
of the individual words produced by the unigram
will be meaningful, but it does not seem that inscrip-



tions of complex expressions formed from these
words will be. The vast majority of the time, the
string of words the model produces will be gib-
berish, and uncontroversially meaningless. At low
odds the unigram model will produce a “reason-
able” string like “Shakespeare was born in 1564”.
With even lower odds, such a reasonable string will
be produced by copying an original token string.2

But even in these latter cases, the fact that a string
which could be meaningful is produced is a fluke, a
complete accident. As a result, we judge that, even
when the model produces an inscription of a string
that would be meaningful if produced by a human
in a normal way, the inscription the model produces
is not meaningful. The generated text is not appro-
priately causally connected to the PrimaryData
to inherit the “glue” that binds the words in the
complex expression together. One way to put this
point would be to say that, while the resulting in-
scription may look like an inscription of a sentence
(and a human who sees it may be able to conjure
up a meaning associated with it), it is not really
an inscription of a sentence, but just an inscription
of words which could (in different circumstances)
have made up a sentence. These inscriptions are
like sand dunes blown into the shape of a sentence—
or like Mandelkern and Linzen’s “ants formicating
meaninglessly in the sand”.

5 Derivatively Meaningful Novel
Expressions

To this point we have seen how inscriptions of com-
plex expressions can be derivatively meaningful if
they are copied from PrimaryData. But modern
LLMs often produce text which has never been
seen before in their PrimaryData (McCoy et al.,
2023). Can bibliotechnism accommodate the mean-
ingfulness of such novel text?

We will argue that it can, by arguing that inscrip-
tions of complex expressions can be derivatively
meaningful even if two distinct causal pathways
are involved in their production: a first (discussed
above), which connects new inscriptions of indi-
vidual words to originals in the data; and a second
(new to this section), which guarantees that outputs
possess higher-level features of expressions in the
original PrimaryData to serve as a kind of “glue”

2Recall that we take the model to be implemented by ran-
domizing over inscriptions and copying the particular inscrip-
tion it draws, so copying a particular string of inscriptions is
a different event than producing an inscription that happens
already to be in the data.

binding inscriptions of meaningful words.
To see the basic idea, consider a rudimentary

model, which, when fed a sentence, finds any in-
scriptions of names in the sentence (searching on
the basis of a database) and then replaces each
of these names uniformly with a name drawn at
random from the distribution of all names in its
PrimaryData. This model plausibly produces not
just inscriptions of individual words which are
derivatively meaningful, but an inscription of a
new sentence which would, as a whole, be deriva-
tively meaningful. For instance, if we gave this
model our Shakespeare sentence, and it produced
“Barack Obama was born in 1564” this inscription
would be false, but meaningful, even if it has never
been contemplated before by a human. Here, the
causal history of the context and the causal history
of the individual name printed are different, but
the whole expression would still be derivatively
meaningful. Plausibly, this is because the opera-
tion as a whole is causally sensitive to a structural,
higher-level features of its input, and in particular,
that it reliably produces an output sentence that
preserves the grammatical structure of its input sen-
tence. A rough test for causal sensitivity in this
sense (though not a necessary or sufficient condi-
tion) appeals to counterfactual sensitivity: (i) if the
model were given PrimaryData exhibiting prop-
erty P , would it reliably produce outputs which
exhibit property P ?; and (ii) if the model were
given PrimaryData which does not exhibit prop-
erty P , would it reliably produce outputs which do
not exhibit property P ? The rudimentary model
just described passes this test, and is in any case
intuitively causally sensitive to the structure of its
input sentence. It is in part owing to this causal
sensitivity that the model can produce inscriptions
of novel sentences which are derivatively meaning-
ful, since the output sentences inherit not only the
meaningfulness of their constituents, but also their
form from the PrimaryData.

This discussion provides one example where
novel text can nevertheless be derivatively mean-
ingful. It also suggests that, in general, if a model
is causally sensitive to relevant high-level features
of its PrimaryData, in such a way as to transmit
those features to its GeneratedText, it is possi-
ble that even entirely novel GeneratedText can
be derivatively meaningful. The question then be-
comes: is there such a high-level feature in the case
of modern LLMs?

One proposed answer might focus on grammati-



cality. The rudimentary model just described pre-
serves the grammaticality of its input. Accordingly,
one might think that it would suffice for an LLM
to produce meaningful output, if it is causally sen-
sitive to the grammaticality of its PrimaryData in
such a way that it reliably produces grammatical
GeneratedText. But this proposal is not correct in
general, because not all grammatical sentences are
meaningful. So, even if a process reliably produces
grammatical sentences with derivatively meaning-
ful sub-expressions, the whole sentence could fail
to be derivatively meaningful, if the resulting sen-
tence were grammatical but not meaningful. In fact,
as Gulordava et al. (2018) show, even the results of
a simple operation which replaces meaningful con-
stituents with other meaningful constituents can
often lead to sentences that are grammatical but
meaningless, e.g.: “You apply the toy and serve
fighter hair into the blackmail .” If LLM-produced
text is meaningful, it cannot be only in virtue of
causal sensitivity to the grammaticality of its input.

These observations lead us to suggest that the rel-
evant high-level property is not grammaticality but
intelligibility. As we will understand this notion,
the intelligibility of an expression does require that
it be at least quasi-grammatical (sentences with
minor grammatical errors are often perfectly intelli-
gible). But, as we have seen, even perfect grammat-
icality does not on its own suffice for intelligibility.
We will not offer further analysis of the notion of
intelligibility, and the boundary between intellig-
ility and unintelligibility may be vague, but there
are clear cases on both sides: “Shakespeare was
born in 1564” is intelligible, while “You apply the
toy and serve fighter hair into the blackmail ” is not.
We suggest that, if LLMs are causally sensitive to
the intelligibility of their input, in such a way as
to produce intelligible outputs when given intelli-
gible inputs, then intelligible complex expressions
in their GeneratedText will be derivatively mean-
ingful, with individual words inheriting the mean-
ings of the original inscriptions from which they
were “copied”, and whole expressions inheriting
the “glue” of intelligibility from the PrimaryData.
Earlier we said that counterfactual sensitivity is a
rough test for causal sensitivity. This test gives us
evidence that modern LLMs are in fact appropri-
ately causally sensitive to the intelligibility of their
PrimaryData. First, these models overwhelmingly
produce text which is clearly intelligible. Second,
it seems extremely plausible that if LLMs were
trained on gibberish, they would output gibber-

ish. These two claims at least point toward the
verdict that they are causally sensitive in the requi-
site sense.

Given the state of text generation even 5 or 10
years ago, we think this is a surprising fact. But it
does seem a fact. And, as a consequence of this fact,
there is a clear story according to which modern
LLMs do not just produce derivatively meaningful
single words like unigrams, but in fact can pro-
duce derivatively meaningful complex sentences
like “Shakespeare was born in 1564”.

Intelligibility in our sense does not require truth
or even sufficiently reliable production of the truth.
False sentences like “Shakespeare was born in
2023” are perfectly intelligible. Even the best
LLMs at the time of writing are known to con-
fabulate or fabricate information. But getting a
fact wrong (e.g., saying Shakespeare was born in
2023 instead of 1564) is importantly different than
producing incoherent and in particular unintelligi-
ble responses. If an LLM reliably responded to
queries about Shakespeare’s birth with gibberish,
this would at least be some evidence that it is not
in fact causally sensitive to the intelligibility of
its data in such a way as to generate derivatively
meaningful complex expressions.

It is instructive to compare LLM-generated novel
text to text generated by bigram or trigram models.
Unlike unigrams, bigram and trigram models fairly
reliably copy short complex phrases. Indeed, such
models might be statistically likely to combine ex-
pressions in ways that might seem meaningful as
a whole, because they are causally sensitive to cer-
tain features of the patterns of combination of these
words in the data. For instance, a bigram model
that outputs “Shakespeare wrote plays” does so in
part because it is sensitive to the fact that “wrote”
is a likely continuation for “Shakespeare” and that
“plays” is a likely continuation for ”wrote”. But,
the only causal connection between its production
of “Shakespeare” and its production of “plays” is
mediated by the verb “wrote”. Given this fact, we
judge that the causal story about its production
of this sentence does not preserve an appropriate
connection between all of the parts of the sentence.
Accordingly, even when the model produces strings
of sentence-length that are grammatical, and even
when individual phrases may be judged meaning-
ful, it seems that, as with unigram models, longer
sentences should probably not be understood as
meaningful (although it is much more of a border-
line case). These sentences lack the straightforward



“copy property” of higher-n n-gram models but also
are not produced in a way that is causally sensi-
tive to relevant structural features (and in particular
intelligibility), as modern LLMs seem to be.

We conclude that LLMs can produce novel
text which is nevertheless derivatively meaning-
ful, because they copy individual tokens from their
PrimaryData, and assemble them in ways that are
causally sensitive to the high-level feature of intel-
ligibility in their PrimaryData.

Before closing this discussion, we want to of-
fer one important clarification about the basis of
our judgment that unigrams do not produce deriva-
tively meaningful complex expressions. The basis
for this judgment is not the fact that n-grams are
only trained on individual words. It is instead be-
cause the structure and training of n-grams does
not lead to causal sensitivity to relevant high-level
features of their PrimaryData. To put this another
way: we are not interested in a narrow form of
“input-sensitivity”, but instead in a broader notion
of causal sensitivity, partly captured by the test of
counterfactual sensitivity.

This contrast can be illustrated by considering
again a photocopier. The fact that a photocopier
responds to (say) one or another aspect of the ink
used to write original letters is irrelevant to the
question of whether the inscriptions it produces
are meaningful. As long as its underlying low-
level mechanism leads to causal sensitivity to the
right high-level features—as evidenced in this case
by the fact that it reliably produces inscriptions
of words when it is fed words, and reliably does
not produce words when it is not fed words—the
inscriptions it produces will be derivatively mean-
ingful.

The same point can be made in connection to
an n-gram trained not on word-frequency but on
letter-frequency. In fact, a unigram model trained
on letters (as opposed to words) with the same
PrimaryData as the models above, would in its
trained form do nothing more than spit out let-
ters randomly in proportion to their frequency in
PrimaryData. But if (per impossibile) the letter-
trained unigram somehow were sufficiently reli-
able in producing real words (as a 10-gram model
trained over letters might be), that would be evi-
dence that it was sensitive to the fact that letters
in its PrimaryData formed words, and that it was
producing derivatively meaningful inscriptions of
these words. In short, an n-gram trained on let-
ters may fail to produce referring inscriptions not

because it is trained on the letters, but because
that training mechanism (as a matter of fact) is not
causally sensitive to the right high-level features of
its PrimaryData.

This concludes our response to the first challenge
for bibliotechnism, that LLMs can produce novel
text which is apparently meaningful. In a sense
we see this discussion as the main contribution
of the paper: showing how to make sense of the
meaningfulness of LLM-generated text, in a way
that requires no attribution of mentality to LLMs.
But we ourselves are not convinced that this is the
whole story, and we now turn, in the rest of the
paper, to a new and different kind of challenge to
bibliotechnism: the fact that LLMs can generate
novel reference.

Part II: A Problem for Bibliotechnism?

6 The Novel Reference Problem

We will illustrate the problem of novel reference
with two examples. The second example is strictly
more powerful than the first, but the first will help
to introduce the general idea.

The first example involves cases where LLMs
produce tokens of names they have never seen be-
fore, intuitively in such a way that they refer to
previously referred-to objects. In this task, we
ask an LLM to choose any real historical figure
it likes, and then come up with a new name and
tell us facts about this historical figure.3 ChatGPT
(GPT-4) completed this task by describing “Mar-
ion Starlight”, a figure “born in the 18th century”,
who “authored a famous pamphlet that criticized
the French monarchy and advocated for the rights
of the third estate”, “played a critical role in the
French Revolution”, “became increasingly para-
noid and was involved in the Committee of Pub-
lic Safety, which oversaw the Reign of Terror”,
and “was arrested and executed during the Ther-
midorian Reaction, which marked a turning point
in the Revolution.” The inscriptions of “Marion
Starlight” in this text plausibly refer to the histor-
ical figure Robespierre. But it is also plausible
that “Marion Starlight” is not used anywhere in
the PrimaryData to refer to Robespierre (a claim
which could be verified in future work using mod-

3The full prompt is: “1. Pick a historical person. 2. Refer
to that person using an entirely different name you make up
which is unrelated to the person’s name. But make sure you
are still giving true facts about the person. Never tell me who
the real person is. I’ll try to guess.”



els trained on controlled input corpora). So, inscrip-
tions of this name cannot refer to Robespierre in
virtue of reference exhibited by inscriptions of this
name in the PrimaryData.

A second example sharpens the problem. In this
task, we ask an LLM to produce ASCII pictures
which it has never seen before, to give elements
of those pictures names, and then to describe the
picture using those names. If LLMs succeed in
this task, then it is even clearer than in the previous
example that the reference of relevant expressions
could not be due to reference of the relevant name
in the PrimaryData, since the object did not exist
in this form until the LLM created it (provided the
picture really is new). Insofar as LLMs have been
empirically shown to be able to generate, desig-
nate, and manipulate elements of code-generated
pictures (Bubeck et al., 2023) and also to refer
meaningfully to novel orientations of elements in
visual and color spaces (Patel and Pavlick, 2021),
the ability to complete this task seems within their
capabilities. But, as with our previous case, much
more work would be needed to establish the nature
and reliability of this behavior. Our goal here is
just to introduce the task and explore its potential
conceptual implications, if LLMs perform it suc-
cessfully, as we expect they will. (If they fail in this
expectation, this too would be quite interesting.)

If LLMs can perform as expected in such exam-
ples, then again the behavior cannot be straightfor-
wardly accommodated by the account of deriva-
tive reference that we have given so far, since
the relevant (novel) names are not used in the
PrimaryData to refer to this picture (by hypoth-
esis, the picture did not exist and the name was not
used at all). In the rest of the paper, we will assume
that this is correct—that is, that LLMs can com-
plete these tasks—to see what would follow if this
were correct. In the next section we consider some
responses to this problem which involve expanding
the notion of derivative reference, before turning to
a more radical response in section 8.

7 Responses to the Novel Reference
Problem

For the next two sections we assume that, if LLMs
succeed in our tasks, then their inscriptions of novel
names are meaningful. (We return to this assump-
tion in Section 9.) Given this, if bibliotechnism is
correct, then the inscriptions of these names must
be cases of derivative reference, so there must be

some way in which the inscriptions “piggyback”
on basic human reference. Other than the original
data, which we have already ruled out, there seem
to be four salient places where human attitudes
might enter the model pipeline to allow for such
derivative meaning. In this section, we briefly con-
sider responses to the problem of novel reference
based on these four possibilities.

Human Feedback in RLHF A first point at
which human intentions might enter the pipeline
is during the RLHF step, which Coelho Mollo
and Millière (2023) claim to be critical. Human
intentions may ground LLM reference by “align-
ing” the LLM with human goals (Bai et al., 2022;
Bommasani et al., 2021). While RLHF clearly in-
fluences model capabilities, even models without
RLHF produce what seems to be meaningful text.
Since the un-RLHF-ed models plausibly produce
this text as a result of causal sensitivity to the intel-
ligibility of their PrimaryData, our earlier account
predicts that they too can produce meaningful text.
An account which considers RLHF-ed models to
be radically different in their basic referential abil-
ities fails to deliver this verdict, and, as a result,
fails to accommodate the apparent meaningfulness
of the text they produce. Moreover, this limitation
is plausibly also present in an account of novel ref-
erence which depends centrally on RLHF, since we
conjecture that models which have not undergone
RLHF can perform the task sufficiently well that
their output would have an equal claim to be mean-
ingful as models which have undergone RLHF, a
fact that such an account cannot accommodate.

Creators’ Intentions A second point at which
intentions might enter the pipeline is during the
creation of the LLM. A very precise thermometer
may report a temperature no one has ever thought
about, and in doing so it seems to “refer” to this
temperature. Its ability to do this seems to derive
from the creator’s general intention at the time of
construction: that any indication using some num-
bers would count as a temperature. By the same
logic, one might say that an LLM’s creators’ in-
tentions might be general enough to guarantee that
the words it produces would be meaningful in their
respective languages and perhaps to accommodate
our cases of novel reference.

But even supposing this response were to offer
an explanation of the capacity for novel reference
in LLMs as they are today, it is not sufficiently gen-
eral to accommodate our judgments about LLM



meaning in closely related cases. LLMs can be
created for different reasons: if the “same” LLM
was created by Team A for the purpose of measur-
ing sentence probabilities for use in a downstream
application, and by Team B for use as a chatbot,
it seems odd to conclude that only the second of
these generates meaningful text in our cases.

Intentions in Generating the Prompt A third
point at which human intentions might enter the
production process is through the user. Perhaps in
our particular prompts involving novel reference,
the user has an intention that whatever name the
LLM produces (e.g, “Marion Starlight”) should re-
fer to the person best described by the surrounding
text (or to the aspect of the diagram best described
by this text). On this view, the LLM’s words are
only meaningful in virtue of the user’s attitudes.

Whether or not this approach succeeds for actual
LLMs today, the approach again does not make
correct predictions in relevantly similar cases. Sup-
pose that we initiate a process in which an LLM is
provided with random prompts (perhaps prompts
generated by a unigram model), with no intentions
about the meaningfulness of any generated text.
Suppose moreover by chance a model is fed our
prompt asking for a story featuring a new name
for an historical figure. If the LLM offered the
responses described above, it still seems to us that
the LLM would produce inscriptions which refer to
Robespierre or to aspects of the relevant diagram.
But this reference would not be due to the creator
of the prompt, since by assumption there is no user
which has intentions.

Reader’s Intentions A fourth and final place
where human intentions might enter the picture is
through the reader of the text (who might not be the
creator of the prompt). In this vein, Cappelen and
Dever (2021, Ch. 4) develop a receiver-focused
“metametasemantics” according to which tokens
can count as meaningful in virtue of how readers
would understand them. We consider this response
the most promising option for bibliotechnists, and
it deserves much more detailed discussion than we
can give here.

Here we will mention just one preliminary reser-
vation, as an indication of a direction for future
work. As it stands the theory cannot obviously dis-
tinguish between cases that are equally intelligible
to a reader but intuitively differ in meaning. For
instance, the same string that would be meaningful
if an inscription of it was generated by a person

is not meaningful if is created by the wind in the
sand. But these strings will not differ in intelligi-
bility to a reader in their two inscriptions. If the
Cappelen-Dever theory is to save bibliotechnism,
it must draw a distinction between these two cases
without appealing to differences in the attitudes of
the producers of the relevant text. This may not be
impossible to do, but it is a challenge for the view
as it stands.

8 Novel Reference, Interpretationism,
and The Attitudes of LLMs

How might the problem of novel reference con-
tribute to the broader question of whether LLMs
have attitudes like belief, desire, and intention?

Let us start with the place of these attitudes in the
explanation of human behavior. Human behavior
can presumably be explained and predicted at the
microphysical level by the laws of physics. But the
fact that it can be does not mean that beliefs, desires
and intentions are not also useful in explaining and
predicting behavior. These descriptions are not
as informative as full microphysical descriptions.
But they are more efficient for making high-level
predictions about future behavior, as well as about
behavior in counterfactual circumstances.

LLM behavior in producing novel reference is
similarly easier to explain by attributing beliefs, de-
sires, and intentions to LLMs, than by appealing to
details of their implementation. For instance, our
first case can be explained on the hypothesis that
the LLM intends for the term “Marion Starlight”
to be equivalent to “Robespierre” (among many
other possible explanations). In the second case,
we can explain the LLM’s behavior on the assump-
tion that it intends that its new name apply to a
particular aspect of the diagram.4 These hypothe-
ses about intention allow us to explain the LLM’s
actual behavior in producing inscriptions of the rel-
evant names, as well as its counterfactual behavior;
for instance, how it would answer various further
questions featuring “Marion Starlight”.

According to interpretationism in the philosophy
of mind and cognitive science (e.g., Dennett, 1971;
Davidson, 1973, 1986; Dennett, 1989), (roughly)
a system has beliefs, desires and intentions if and
only if its behavior is well explained by the hypoth-

4There is much controversy in philosophy of language
about how exactly to understand cases of “initial” reference
or “baptism” with a new name, even when these acts are
performed by people. But if LLMs have attitudes, any of the
usual accounts can be extended to them.



esis that it has those attitudes and is rational. Along
these lines, McCarthy (1979) writes: “To ascribe
certain beliefs, knowledge, free will, intentions,
consciousness, abilities or wants to a machine or
computer program is legitimate when such an as-
cription expresses the same information about the
machine that it expresses about a person. It is use-
ful when the ascription helps us understand the
structure of the machine, its past or future behavior,
or how to repair or improve it. ” He notes that this
is most usefully applied to machines whose inner
workings are opaque, although it is more straight-
forwardly (but less usefully) applied to transparent
machines like thermostats.

Here some behavior counts as “well explained”
by some hypothesis (very roughly) if the hypothe-
sis offers a sufficiently simpler explanation, which
makes sufficiently accurate predictions in a suffi-
ciently wide array of counterfactual circumstances.
The explanation of an apple’s fall from a tree in
terms of gravitation is intuitively at least as simple
as an explanation which attributes to the apple a
desire to fall to the ground, but the latter plausi-
bly offers less accurate predictions in a wide ar-
ray of counterfactual circumstances. By contrast,
an explanation of a human’s purchase of a cup of
coffee in terms of their cellular biology is much
more complex, without a sufficiently great com-
pensatory gain in counterfactual accuracy, than an
explanation which attributes a desire for coffee to
the person, along with the belief that buying it is
the best way to get it (Jara-Ettinger et al., 2016;
Jara-Ettinger, 2019). Using the criteria above, inter-
pretationists will argue that the behavior of people
but not the behavior of apples is well explained
by the hypothesis that they have beliefs, desires
and intentions. So interpretationism will correctly
predict that the former, but not the latter, actually
have such beliefs, desires, and intentions.

Interpretationism offers a stark and perhaps
counterintuitive picture of the nature of belief and
other attitudes. On this view, people count as hav-
ing these states, not because of the details of our
inner workings or because of our conscious expe-
rience, but because our actual and counterfactual
behavior is well-explained on the hypothesis that
we have these states. Similarly, for interpretation-
ists, the fact LLM behavior in cases of novel refer-
ence is well explained on the hypothesis that LLMs
have beliefs, desires, and intentions, provides direct
evidence that LLMs do have these states.

There is no universally accepted philosophical

theory of the nature of belief, desire, and inten-
tion, and we cannot hope to decisively argue for
one here. Certainly, not all philosophers accept
interpretationism (for a survey of alternatives see
Schwitzgebel, 2023), but many hold that some ver-
sion of this view, or at least a descendant of it, may
be viable. Anyone who places even some degree
of confidence in interpretationism (which we think
it is rational to do) and also accepts that, given
intepretationism, the novel reference problem is di-
rect evidence that LLMs have beliefs, desires, and
intentions, should accordingly raise their degree of
confidence in the claim that LLMs have these states.
In this sense, the novel reference problem provides
evidence that LLMs do have beliefs, desires and
intentions.5

We emphasize that this conclusion does not im-
ply anything like the claim that human or superhu-
man intelligence is just around the corner (contra
Bubeck et al., 2023). Rabbits, spiders, and possibly
even fish have beliefs, desires, and intentions. But
these animals are not super-intelligent.6

9 Conclusion

We began by arguing that bibliotechnism requires
that LLMs produce inscriptions which are only
derivatively meaningful, if meaningful at all. We
suggested that this claim raised a challenge for bib-
liotechnism, since LLMs often produce entirely
novel text, and it is at first sight unclear how novel
text might be derivatively meaningful. We then

5Other live philosophical views of these states, includ-
ing varieties of functionalism, will also see the fact that at-
tributing them to LLMs provides a good explanation of LLM
behavior, to be some evidence that LLMs have these states
(see, e.g., Schwitzgebel, 2023; Goldstein and Kirk-Giannini,
manuscript). Our argument in the main text can be extended to
these views as well. Some philosophers may reject our earlier
explanations of LLM behavior in the novel reference problem
and favor explanations of LLM behavior at the subpersonal
level in terms of more generic “representational states” rather
than in terms of propositional attitudes. We agree that the
novel reference problem also provides evidence for the attribu-
tion of representational states in this more generic sense than
for the attribution of beliefs, desires, and intentions. Our goal
here has been to assess the implications of novel reference for
the question of whether LLMs have beliefs and other proposi-
tional attitudes, not to provide a comprehensive evaluation of
all ways that this behavior might be explained.

6Our account also does not require that LLMs have se-
mantic understanding, and we are open to the idea that they
do not; Titus (2024) offers particularly helpful analysis (cf.
Bender and Koller, 2020). We are only committed to denying
that such semantic understanding (or even any kind of world-
knowledge Yildirim and Paul (2023)) is required for a system
to produce meaningful inscriptions. We take this latter point
to be demonstrated by the fact that photocopiers produce such
inscriptions.



showed how entirely novel text may nevertheless
be derivatively meaningful. In our view, this repre-
sents an important step forward for bibliotechnism
But it is not the whole story. We went on to de-
scribe a new task (the novel reference problem) and
argued that if LLMs succeed in this task, this would
pose a challenge for the view that all inscriptions
produced by LLMs are derivatively meaningful,
and hence for bibliotechnism.

Throughout, we have focused on theories which
allow that LLM-generated text may have linguistic
meaning. Some proponents of a view similar to bib-
liotechnism might prefer to develop their position
in a different way. There is a sense in which the
presence of smoke “means” that there is fire, and
Grice (1957) called this sense of “meaning”, “natu-
ral meaning” (as opposed to “nonnatural meaning”,
of the linguistic kind we have been examining).
We would be interested to know if a version of bib-
liotechnism can be developed using this notion of
natural meaning instead of the notion of linguistic
meaning we have focused on. We have not our-
selves pursued this route because we have not been
able to come up with a reasonable exact proposal
for what the “fire” would be that the LLM text indi-
cates as the “smoke”. We also note that, even if this
view can be developed in more detail, it will plau-
sibly still face the novel reference problem, since it
is unclear what “fire” the LLM would be indicating
in those examples.

An alternative way of developing a view sim-
ilar to bibliotechnism would be to deny that the
inscriptions produced by LLMs are meaningful at
all (Ostertag, 2023b; Titus, 2024). In the absence
of the theory we provided in the first half of the
paper, we agree that this might be an attractive op-
tion. But given the existence of this simple story—
which makes sense of the meaningfulness of LLM-
generated text without attributing any attitudes to
LLMs, and using tools that are already required to
make sense of the meaningfulness of photocopier-
generated text—such a radical view should be dis-
favored. The appearance of meaningfulness in a
body of text is certainly not dispositive evidence in
favor of its meaningfulness. Word-shapes written
by the wind in the sand at random might appear to
be meaningful, even though they would not be. But
the appearance of meaningfulness in a body of text
is still some evidence in favor of its meaningful-
ness. The version of bibliotechnism we developed
in the first part of the paper has the advantage of
vindicating this appearance.

Still, one might endorse our account of the mean-
ingfulness of most LLM-generated text, while re-
jecting the claim that putative examples of novel
reference are in fact meaningful. This proposal rep-
resents yet another response to the novel reference
problem, beyond the four considered in section 7,
which would allow bibliotechnists to preserve a
fairly simple version of their position, without the
cost of denying that all text produced by LLMs
is meaningless. Like the responses we considered
there, it deserves much more detailed consideration
than we can give it here. But it does still have the
cost of denying that apparently meaningful text is
in fact meaningful.

In Part II, we focused on a different response
to the novel reference problem. This response,
based on interpretationism, take such examples
to be direct evidence that LLMs have beliefs, de-
sires, and intentions. Interpretationists will take
many instances of complex behavior in a system
to be evidence that the system has beliefs, desires,
and intentions. The problem of novel reference
is just one example of such evidence. But it is a
clear example of this kind, and we hope it will spur
attempts to describe other examples that can also
serve as tests for the presence of these attitudes.

In our view, the question of whether LLMs have
representational states, and what representational
states they have will only be settled by careful
analysis of a wide array of their behavior and
how it can best be explained, leading to a holis-
tic case that they do or do not have such states
(Levinstein and Herrmann, 2023). If theories like
bibliotechnism, which do not attribute represen-
tational states to LLMs, fail to explain features
of the the behavior of LLMs, or can only explain
them by becoming thinner and more complex, a
simpler, stronger explanation involving represen-
tational states should be favored. This perspec-
tive is in line with a growing body of work which
advocates using tools from cognitive science to
understand LLMs (Mitchell and Krakauer, 2023),
perhaps viewing them as alien intelligences (Frank,
2023; Cappelen and Dever, forthcoming) or as role
players (Shanahan et al., 2023), to be studied from
the outside. The novel reference problem is one
case that puts pressure on a variety of alternative
explanations of LLM behavior, and thus provides
some evidence that LLMs do have some form of
representational states.
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