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The diffusion of codes is an important processing technology for big data networks. In previous scheme, data analysis was
conducted for small samples of big data and complex problems that cannot be processed by big data technology. Due to
the limited capacity of intelligence device, a better method is to select a set of nodes (intelligence device) to form a
connected dominating set (CDS) to save energy, and constructing CDS is proved to be a complete NP problem. However,
it is a challenge to reduce the communication delay and complexity for urgent data transmission in big data. In this
paper, an appropriate duty cycle control (ADCC) scheme is proposed to reduce communication delay and complexity
while improving energy efficient in CDS-based WSNs. In ADCC scheme, the method for constructing CDS is proposed at
lower complexity. Nodes in CDS are selected according to the degree of nodes. Then, duty cycle of dominator nodes in
CDS is higher than that of dominated nodes, so the communication delay in the proposed scheme is far less than that of
previous scheme. The duty cycle of dominated nodes is small to save energy. This is because the number of dominator
nodes in CDS is far less than the number of dominated nodes whose duty cycle is small; thus, the total energy
consumption of the network is less than that of the previous scheme. As a result, the performance of energy consumption
and communication delay and complex have been improved. Its complexity O ∑v

i=0m − i + 2m − 2v − s is reduced a lot
for big data. The theoretical analysis shows that compared to the previous scheme, the transmission delay can be reduced
25–92% and the energy efficiency is improved by about 80% while retaining network lifetime.

1. Introduction

Big data needs new processing modes to own stronger
decision-making power, insight discovery, and the diversified
information assets [1–3]. More and more data are generated
in the network as the information technology of a new gener-
ation based on IoT [4–6] as well as cloud computing [7–10].
Emergence of data intensive applications such as online gam-
ing and video sharing has resulted in an exponential increase.
As data volumes continue to increase, providing efficient data
transfer in existing networks faces a huge challenge [11–15].
However, the traditional scientific analysis method records
the samples of the thing statuses, which is a method of

small data, and perceives things based on small sample
data. Most data analyses were conducted for small samples
of big data; in the big data, the quantitative data description
of complex huge system is no longer the mere experimental
sample data. Addressing this ever-increasing demand of
data hungry devices in an efficient and effective manner
has driven the wireless industry to look into new para-
digms. Device-to-device (D2D) and machine-to-machine
(M2M) communications are viewed as promising solutions
to this complex problem and hence, a key enabling technol-
ogy for 5G IoT [16–20].

Wireless sensor networks (WSNs) are important compo-
nents for IoT, in which each node senses information from
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surrounding environment and where each node in the net-
work helps in routing by forwarding data to other nodes
[21–27]. To reduce the complexity of processing big data
in the network, big data codes need to be reprogrammed.
Data packets can be fused by reprogramming codes to
reduce the amount of data. In big data networks, program
codes need to be timely transmitted to processing nodes.
Therefore, the diffusion of codes is an important process-
ing technology for big data networks (big data technol-
ogy). However, due to the limited energy of sensor nodes
in the network, when nodes communicate with other
nodes, an important question is how to ensure that big
data codes are transmitted to destinations quickly at lower
complexity [27–30].

However, designing a method for WSNs with higher net-
work lifetime and lower complexity and communication
delay is a challenging issue [25, 30–39]. In WSNs, data codes
are transmitted for device-to-device communication (D2D)
by multihop transmission way. To save energy, the duty cycle
work model is adopted by nodes [38, 40, 41]. In the duty cycle
work model, the node has two status: sleep and active. Nodes
send and receive codes only when nodes are in an active sta-
tus; thus, its energy consumption is 10–1000 times more than
the energy consumption of nodes in sleep status [42].
Although the duty cycle work model saves energy consump-
tion effectively, it can cause huge communication delay [43].
The reason for this is that when a sender node transmits data
to receiver nodes who are in sleep status, the communication
must wait until the receiver node wakes up. The lapse time
from the time of transmitting program codes to the time that
receiver node awakens is called sleep delay [44]. Relatively
speaking, the time for transmitting data is shorter, and the
period of duty cycle is longer; thus, the sleep delay is larger
in the total delay. Thus, reducing sleep delay is a key factor
to reduce delay.

On the other side, for efficient routing, some researchers
proposed minimum connected dominating set (MCDS) for
D2D communication [45]. In this method, some nodes are
selected to be as MCDS and form a virtual backbone. Nodes
in MCDS are called as dominator nodes (or called domina-
tors), and other nodes are called dominatee nodes (or called
dominatees). The MCDS must ensure the communication
among dominators, but any dominatee connects one dom-
inator directly. So, any node in the network can communi-
cate with another node in the network using MCDS. Due
to the lower number of nodes in MCDS, a pair of nodes
can communicate to each other effectively along nodes in
MCDS [46, 47]. The method is used to study minimum-
transmission broadcast (MTB) problem [27, 28]. In big
data program diffusion, minimum-transmission broadcast
(MTB) problem is NP hard. Xu et al. [27] point out that
the MTB problem in duty-cycled networks (MTB-DC
problem) is also proved to be NP-hard problem; it is still
a challenge to design another algorithm which has better
results [27].

However, the MCDS strategy is mainly ensuring commu-
nication among nodes (D2D communication), without
considering how to reduce communication delay and com-
plexity. Because MTB-DC is NP hard problem, reducing

its transmission delay is a very challenging issue. The most
difficult issue is how to construct CDS. It is proved that
constructing CDS is a NP hard problem. Its complex for
constructing CDS in previous scheme is O ∑m

i=0m − i . To
reduce complexity and transmission delay, an appropriate
duty cycle control (ADCC) scheme is proposed to reduce
communication delay and complexity while improving
energy utilization rate inMCDS-basedWSNs. Themain con-
tributions of this paper are as follows:

(1) An appropriate duty cycle control (ADCC) scheme is
proposed to achieve a lower communication delay
and complexity while retaining higher network life-
time for WSNs. First, a CDS construction approach
is proposed to select nodes as dominators under the
principle that if one node covers more nodes, its
residual energy is higher than its neighboring node’s.
In previous scheme, its complexity for constructing
CDS is O ∑m

i=0m − i ; however, its complexity for
constructing CDS in this paper is O ∑v

i=0m − i + 2
m − 2v − s . It can be seen that the proposed scheme
can obviously reduce the complexity a lot for big data
because v is the number of dominators and s is the
number of virtual dominator; those parameters
always are smaller than the number of all nodes. Sec-
ond, the duty cycles of nodes are adjusted according
to its energy consumption and the energy consump-
tion of neighboring dominators. Nodes with less
energy consumption adopt a larger duty cycle, and
nodes with larger energy consumption adopt small
duty cycles. As a result, the transmission delay can
be quickly reduced when codes are transmitted in
the network. In such way, the dominator adopts
the larger duty cycle than the dominated node.
The innovations are as follows. (a) The effective
reduction in communication delay: when a domi-
nator sends codes, it wakes up and then it sends
the codes to another dominator, thus creating a
smaller duty cycle that does not affect delay. (b)
High energy utilization: the larger the number of
the dominated nodes is, the smaller the duty cycle
is. That is to say, the energy consumption of most
nodes in the network is less, while the duty cycle
of dominator is bigger, and the number of domi-
nators is smaller. Thus, the energy consumption
of network is lower, and energy utilization is higher.
(c) Energy consumption balance: after a period of
time, dominators and dominated nodes are rotated
according to energy consumption, which can balance
energy consumption of the whole network. It shows
that the ADCC scheme has better performances than
previous schemes.

(2) The optimized initial network parameters in the
ADCC scheme are given in theory and can make
the ADCC scheme reach the stable state more
quickly; thus, the communication delay can be
reduced. Based on our theoretical analysis, the initial
value of the duty cycle of nodes for dominators and
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dominated nodes is given in the ADCC scheme,
respectively, which is superior to the random selec-
tion strategy.

(3) Through our extensive theoretical analysis study, we
have demonstrated that the ADCC scheme proposed
in this paper has better performances. Compared to
the scheme with the same duty cycle, the ADCC
scheme has the following advantages: (a) it makes full
use of the energy left of nodes in the network; thus, its
energy efficiency is improved by 25–92% and (b) it
can reduce the communication delay by 80% while
retaining same network lifetime.

The rest of this paper is organized as follows: in Section 2,
the related research is reviewed. The system model and
problem statement are described in Section 3. In Section 4,
a novel appropriate duty cycle control (ADCC) scheme is
proposed to achieve lower communication delay and longer
lifetime for WSNs. The performance analysis of ADCC
scheme is provided in Section 5. We present our conclusions
in Section 6.

2. Related Work

In WSNs, nodes monitor the area of interest together, com-
municating with other nodes in the network, and transmit
information to its destination. This provides a series of nodes
that can correspond quickly. There are several kinds of stud-
ies about different application requirements. Communica-
tion delay and network lifetime are an important property
in WSNs. How to balance the tradeoff between the commu-
nication delay and network lifespan is the challenge. How-
ever, there are several studies about this problem.

(1) The minimum-transmission broadcast problem: in
these schemes, the method focuses on how to reduce
transmission times and thus how to reduce the com-
munication delay. However, this research does not
consider energy consumption. As nodes sense infor-
mation and transmit information at any time, it is
not sensible to just consider the transmission delay.
Das et al. [46] proposed an improved algorithm. In
this scheme, at the beginning of constructing the
tree, the first node is selected as the root of tree.
In the following, the nodes are selected as the chil-
dren nodes of the root of tree. Then, the selected
nodes are as the children nodes of the last selected
nodes. So it can reduce the number of nodes in
flood, thus reducing the energy consumption and
transmission delay.

Although nodes can reduce the transmission delay,
the energy consumption of nodes is also huge, thus
damage the network lifespan.

(2) The second kind of schemes is to reduce the active
time of nodes so as to reduce energy consumption
and transmission delay. These schemes can reduce
total energy consumption.

Le Duc et al. [47] proposed the level-based approxima-
tion scheme. In this scheme, nodes are in an active status
all the time, but the method aims to find the forwarding
nodes and the destination, then contributes a broadcast
backbone. When nodes transmit a data packet to the net-
work center, nodes transmit the data packet along the
broadcast backbone.

Zhao et al. [48] considered MLBS in duty-cycled WSNs.
In this scheme, nodes do not wake up simultaneously; thus,
not all neighbor nodes can receive data packet from nodes
in the same time. This method increases the transmission
delay. Yet, this scheme shows two improved algorithms to
reduce maximum transmission delay.

However, nodes can only receive a data packet when they
are in active time, but if one node, say A, transmits data
packet to the next node, say B, and node B is in sleep status,
node A must wait for the next active status of node B, thus
increasing the transmission delay.

3. System Model and Problem Statement

3.1. The System Model

(1) We consider a network consisting of m homogenous
static sensor-equipped devices vi∣i ∈ 1,… ,m and
the central node as v0, M ≜ v = v0, v1, v2,… , vm
deployed over a 2-D round surveillance field, the net-
work radius is R. Node v0 is the center of the network.
Sensor nodes sense the surrounding environment
and transmit codes to other nodes [49, 50].

(2) In this paper, we consider a pair of nodes can com-
municate with each other through dominators in
the CSD, the dominator nodes cover all nodes in
the network. When nodes connect with their destina-
tion node, the code is transmitted to destination node
directly; the codes can be transmitted to one node in
CDS, then the code is transmitted to the destination.
The number of nodes in CDS should be reduced as
soon as possible when the system constructs the CDS.

(3) Each node has two status, active and sleep status. In
WSNs, most nodes spend less time on transmitting
codes. Due to the limited energy of sensor nodes,
nodes go to sleep status to save energy to which
improves network lifespan. However, when nodes
want to receive the code, nodes are in active status.
Each node has its own duty cycle.

3.2. Energy Consumption Model. A sensor node has two sta-
tus: sleep and active status. In order to save energy and
reduce the transmission delay, the sensing part and commu-
nication subunit can be switched off periodically according to
a specified duty cycle. The duty cycle of a node refers to the
ratio of the active period to the working period. In this paper,
the working period is τcom and the active period of node i is
τia. In this example, each node has its own duty cycle to make
full use of energy left of node in the network, the duty cycle τi
of node i is as follows.
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τi =
τia
τcom

1

Only when node i in this state, node i can receive a data
packet. Table 1 describes some basic notations used through-
out this paper.

3.3. Problem Statements. The main focus of this paper is to
design a new effective ADCC scheme to reduce the com-
munication delay and improve energy efficiency in WSNs.
The goal of the ADCC scheme is to transmit data packet to
destination as soon as possible, which can be categorized in
following aspects.

(1) The scheme can transmit the data packet quickly,
that is, the scheme can reduce the transmission delay.

The transmission delayT is evaluated in terms of the
time of transmitting a data packet from one node to
its destination. Obviously, if the route of the trans-
mitted data is from one node to its destination, the
data packet may be transmitted to destination
through multiple routes.

Considering the routing path dki of data transmission
from node i to node k, Γba is the transmission delay of
transmitted data packet from node a to node b, and
node b is a neighbor node of node a. Therefore, min
T means the minimum transmission delay of
nodes in the network, and so

min T =min 〠
i∈dki

Γki 2

(2) Maximization of network lifetime: the aim of this
paper is to maximize the network lifetime. The net-
work lifetime is defined as the time until the first
node dies [18]. This is because when the first node
is dead, the connection and coverage are damaged;
when one node wants to transmit one data packet,
the data packet will be lost when data packet is
transmitted to the dead node. Hence, the definition
of network lifetime in this paper is consistent with
other references [7, 13]. We denote Ei as the energy
consumption of node i and Einit as the energy con-
sumption of node i. The formula of maximizing net-
work lifetime ℓ can be expressed as follows:

max ℓ = max
i∈ 1,…,m

Ei

Einit
3

(3) Maximization of energy utilization: in the network,
the energy consumption of nodes is mainly deter-
mined by the amount of data received and transmit-
ted by nodes. However, in the network, the amount of
data packets loaded by nodes in different areas is
different. However, in the network, according to the
literature [18], when the network is dead, the remain-
ing energy of network reaches 90% of total initial

energy in the network. It causes larger energy waste.
In this paper, the scheme uses energy left in the net-
work to improve the duty cycle of nodes, thus
improving network performance. So, one goal of this
paper is maximization of energy utilization. We
denote Ei as the energy consumption of node vi.
The formula of maximizing energy utilization Ξ can
be expressed as follows:

max Ξ =max
max

i∈ 1,…,m
Ei

max
i∈ 1,…,m

Eini
4

Generally, compromising optimization exists in the
performance indexes above. The less transmission delay T ,
the larger network lifetime ℓ and the higher energy efficient
Ξ. But nodes need larger storage space and this affects the
network lifetime. In summary, the optimization purpose of
the scheme in this paper is

min T =min 〠
i∈dki

Γki

max ℓ = max
i∈ 1,…,m

Ei

Einit
,

max Ξ =max
max

i∈ 1,…,m
Ei

max
i∈ 1,…,m

Eini

5

4. Main Design of TAIV

4.1. Research Motivation. In the network, the transmission
radius is r, and the network radius is R. The structure of data
transmission is shown in Figure 1. A pair of nodes in the net-
work can communicate to each other in the network. Nodes
communicate other nodes in the network using CDS. The
nodes with blue color are dominators in Figure 1, and those

Table 1: Network parameters.

Parameter Value Value

τcom Communication duration 100ms

ϖs Transmission power dissipation 0.0511W

ϖr Received power dissipation 0.0588W

Θd Packet duration 0.93ms

Θp Header packet duration 0.26ms

Θa Confirm window duration 0.26ms

ϱkj
The energy consumption of a
neighboring node k of node j

τiac
The active period of node i

at l m away from sink

τlminac
The active period of nodes

nearest to the network center

δ The ratio of τiac to τlminac
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blue nodes form CDS. Thus, when node 1 wants to transmit
the data packet to node 12, the codes will be transmitted
along nodes in CDS. Thus, the data packet is transmitted to
a node in CDS, but the node is in the range of transmission.
Thus, codes are transmitted to node 3 in CDS, then to the
other 12 nodes along the CDS.

(1) In the previous scheme, if the duty cycle is large, the
energy consumption of nodes is large. Thus, the net-
work lifetime is low.

The reason for reducing lifecycle is that in the previ-
ous scheme, if the duty cycle of nodes is too large, the
energy consumption of nodes for sensing informa-
tion is also large. The duty cycle refers to the ratio
of the active time to the working period. When nodes
are in active status, nodes sense information from
neighbor nodes, then transmit data packets to adja-
cent nodes. While nodes are in sleep status, nodes
stop sensing information to save energy. The larger
the duty cycle is, the active period is longer. The
energy consumption is large, so the network lifetime
is lower. This is shown in Figure 2. The energy con-
sumption of nodes in different areas in ADCC scheme
with duty cycle 0.8 is higher than the energy consump-
tion of nodes in the network with duty cycle 0.5; the
energy consumption of nodes near to the network
center is higher than the energy consumption of nodes
far from the network center, and it shows that the
higher duty cycle of nodes can cause higher energy
consumption. Figure 3 shows how the network life-
time is reduced with the increase of the duty cycle.

(2) In the previous scheme, if the duty cycle is small,
despite small energy consumption by nodes, the
transmission delay of data is large.

The reason is that nodes transmit information to
another node only when nodes are in active status. Thus, if
the duty cycle is too small, when one node cannot transmit
information to another because the relayed nodes are in sleep
status, the information must be transmitted to another node
in next time slot, and the delay can be increased.

This is shown in Figure 4, it can be seen that when the
duty cycle of nodes is small, the energy consumption is also
small. But the transmission delay is large. In this paper, we
study a circle network, where a pair of nodes can communi-
cate to each other node. Thus, a large amount of data can be
transmitted by nodes near to the network center and con-
sume more energy. And the energy consumption of nodes
on the edge of the network is lower, which leads to unbal-
anced energy consumption of nodes in the network. When
the network is dead, nodes in the network still have a lot of
residual energy. At the same time, in the past scheme, selecting
a large duty cycle makes the network energy consumption
large; thus, the network lifetime is low. The smaller duty cycle
will provide a lower communication delay of data packet.

4.2. Overview of the Proposed Scheme. The main idea of
the scheme is to make full use of the remaining energy of
the network, increase the duty cycle of communication, and
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Figure 1: Network structure diagram.
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improve the network performance according to the energy
consumption of nodes in the network. This section gives
the general designed principles of scheme.

In addition to the improvement of the previous scheme
with the same duty cycle, the main steps of the scheme pre-
sented in this paper are as follows.

(i) According to [21], in order to transmit data quickly,
the system first selects dominator nodes as a CDS.
The selected nodes must satisfy the following
conditions:

(a) All nodes in CDS cover all nodes in a network.
Thus, all nodes communicate with other nodes.
That is to say, when node A wants to transmit
a data packet to another node (B) in the net-
work, node A transmits a data packet to one
node in CDS, then the data packet is transmitted
to its destination. Thus, the transmission hop
is reduced.

(b) The number of nodes in the CDS should be
reduced as soon as possible. Thus, the trans-
mission delay is less. When one node trans-
mits a data packet, the data packet always is
transmitted to destination along the routing
path by nodes in the CDS. If the number of
nodes in CDS is less, the average transmission
delay is less.

(ii) According to the selected nodes in the above steps, if
node A in the network transmits a data packet to
node B, if node B is the neighbor of node A, the data
packet will be transmitted to node B directly. Other-
wise, node A transmits data packet to a node in CDS,
then the data packet is transmitted to the next node
in CDS. At last the data packet is transmitted to its
desired destination. According to the analysis, the
transmission delay is small.

(iii) According to the above analysis, CDS is constructed
and then the duty cycle of nodes is considered. All
nodes in the network have two status (sleep status
or active status). When nodes are in active status,
nodes can send and receive data packet. When
nodes are in sleep status, they only send data
packet. In previous scheme, the duty cycle of nodes
in the network is the same; however, the energy
consumption of nodes near network center is
larger, and the energy consumption of nodes far
from the network center is smaller. According to
Figure 1, nodes can transmit the data packet to
any nodes in the network. Thus, the probability of
transmitting a data packet of nodes near the net-
work center is higher; thus, the energy consumption
of nodes near to the network center is higher, while
there is greater energy left at nodes in the network
when network died. This paper uses energy left of
nodes to adjust the duty cycle of nodes. There are
two parts of adjusting duty cycle, and these are out-
lined as follows:

(a) For nodes in the CDS, the duty cycle of nodes is
adjusted according to its energy consumption
and energy consumption of its neighbor domi-
nated nodes.

(b) For nodes that are not in the CDS, the duty cycle
of nodes is determined in advance.

In order to balance the energy consumption of nodes,
nodes in CDS are adjusted in each round. That is to say, when
one round is completed, nodes in CDS can be reelected.

4.3. The Discussion of ADCC Scheme

4.3.1. Selecting Nodes to Form CDS. The method of construct-
ing the CDS is the same as with [21]. Reference [21] construct
minimum connected dominating set in wireless sensor net-
work using two-hop information.

(1) The First Step Is to Construct a Pseudo Dominating Set
(PDS). The construction of the PDS is constructed based on
1-hop and 2-hop neighbors’ information from each node
and its remaining energy [21]. In the initial stage, in this algo-
rithm, the color of nodes starts as white, and as the domina-
tors and virtual dominators are selected, the nodes’ color
changes. In each round, a node can be selected as dominator
if node v has a degree higher than its 1-hop and 2-hop neigh-
bor nodes [21]. The degree of a node is the number of nodes
in the range of transmission radius. When the degree of
nodes are larger than that of 1-hop neighbor nodes and 2-
hop neighbor nodes, the selected number of dominator
nodes will be smaller; thus, the transmission delay and com-
plexity are reduced. The color of dominator node changes to
black. When node A is selected as a dominator, all nodes
which connect with node A become dominated nodes and
all edges which connect with node A are deleted from the
network. Then, an update of the degree of nodes in the net-
work is performed. The above steps are repeated until the
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degree of all white nodes is less than 0. At last, those nodes
with 0 degree are regarded as virtual dominators.

We illustrate the construction of PDS in the network as
shown in Figure 5(a); we use the nodes 1, 2, 5, 6, 9, 10, and
11. According to the analysis, one node has been selected as
a dominators that has a higher degree than 1-hop and 2-
hop neighbor nodes. In Figure 5(a), the degree of nodes 1,
2, 5, 6, 9, 10, and 11 are 1, 1, 4, 1, 1, 1, and 2, respectively,
while the degree of 3, 4, 7, 8, 1, 2, 6, 9, 10, and 11 are 3, 1,
3, 3, 1, 1, 1, 1, 1, and 2, respectively. It can also be seen that

node 5 has a higher degree than nodes 3, 4, 7, 8, 1, 2, 6, 9,
10, and 11. Thus, node 5 is selected as a dominator as the first
round, and node 5 is colored as black, this is shown in
Figure 5(b). After one dominator is selected, the edges of
nodes which are connected to dominator are deleted. In
Figure 5(c), the edges of node 5 are deleted. Then, the above
steps are repeated, and node 11 is selected as dominator, this
is shown in Figure 5(d). Other nodes 1, 2, 6, 9, 10 are also
selected as virtual-dominator, they are colored as green in
Figure 5(e). Thus, the CDS is constructed.
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Figure 5: The process of constructing CDS.
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(2) In the Second Phase, All Dominators and Virtual-
Dominators Are Connected. In order to reduce the transmis-
sion delay, when constructing a CDS, the number of nodes in
CDS should be reduced as soon as possible. When one node
transmits a data packet to another node, the hop count is less,
and therefore the transmission delay is less. In order to make
all dominator and virtual dominators connect to the whole
network, this section gives a method that determines how
to select the dominator as the connector. The method calcu-
lates the number of components it is connected with. A node
with the maximum number of components is selected as a
connector. But if there are some dominated nodes connected
with the maximum number of components, these dominated
nodes are selected as the connectors. After selecting domi-
nated nodes as a connector, the other dominated nodes recal-
culate the number of components it is connected with. Then
according to above rules, the above steps are repeated until all
dominators and virtual-dominators are connected by domi-
nated nodes. According to the analysis, a dominated node
with a maximum number of components is connected to
other selected connectors. When two dominated nodes have
the same maximum number of components, the nodes with
smaller node IDs are selected as connectors. This can be seen
in Figure 6(a), where the number of components for nodes 3,

4, 7, 8, and 12 are connected with 3, 1, 3, 3, and 1, respec-
tively, and where node 3 has a small node ID; thus, node 3
is selected as a connector in the first round, as shown in
Figure 6(b), where node 3 is colored as blue. We then repeat
the above steps, until all dominator and virtual-dominators
are connected. Following on, nodes 7 and 8 are selected as
connectors, as shown in Figures 6(c) and 6(d).

(3) Delete Redundant Dominators. From the above analysis,
nodes in CDS can cover the entire network. This process
ensures that the number of nodes in the CDS is reduced as
soon as possible, while ensuring all nodes cover the whole
network. The redundant nodes in the CDS should be deleted.
When one dominator become a dominated node, all nodes in
CDS can also cover all nodes; the dominator is regarded as
a redundant dominator. This section shows how the redun-
dant nodes are deleted in CDS: (1) a virtual-dominator
connects to the CDS through a connector [21]. (2) A
virtual-dominator connects to CDS by two connectors, and
the two connectors are connected to each other [21]. The
two types of virtual-dominators become dominated nodes.
The dominators and connectors can also cover all nodes in
the network after a virtual-dominator is changed to a domi-
nated node; thus, the transmission delay and complexity
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(a) The initial PDS
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(b) The selected first connector
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(c) The selected second connector
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(d) The selected third connector

Figure 6: An example of connecting nodes in PDS.
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are reduced. Thus, those two kinds of virtual-dominator can
become dominated nodes.

According to the above method, the last CDS set is shown
in Figure 7. Nodes 1, 2, 6, 9, and 10 are transmitted to dom-
inators, because they have only one connector. A CDS set is
constructed through the above analysis.

In the process of constructing CDS, the first step is to select
dominator. In this step, the complexity is O ∑v

i=0m − i if
the number of dominator is m. Because selecting dominators
is based on the degree of one-hop neighbor and two-hop
neighbor, thus, when the first dominator is determined,
the system must search m nodes in the network. However,
the second dominator is determined, and the system just
searches m − 1 nodes due to the determined dominator.
Thus, when the number of dominator is v, the complexity
is O ∑v

i=0m − i . The second step is to select virtual dom-
inator: the system searches m − v nodes once, its complex-
ity is O m − v . The third step is to select connector: its
complexity is O m − v − s . Thus, the total complexity is
O ∑v

i=0m − i + 2m − 2v − s .

4.3.2. Adjusting Duty Cycle of Nodes in the Network. At first,
all nodes have the same duty cycle. Each node has storage
space, which is used to store energy consumption of neighbor

nodes ϱneighj , which is set to 0. ϱkj refers to the energy con-
sumption of a neighboring node k of node j. In the process
of data transmission, when node A transmits data packet pa
to node B, the energy consumption ϱa of node A is added
in the header of the data packet. When node C in CDS
receives a data packet pa, the node reads the energy consump-
tion ϱa of node A, then the energy consumption ϱa is stored
in node C in order of magnitude of energy consumption.
Then, node C calculates its energy consumption according
to (8); the energy consumption of node C is also added in
the header of data packet pa, and the data packet is then
transmitted to the next nodes in the network. Thus, recipro-
cating until data is transmitted to the destination.

When one round of data transmission is completed, the
duty cycle of nodes in the network is adjusted according to
the energy consumption of nodes and the energy consump-
tion of its neighboring dominators.

In this paper, this method aims to make full use of energy
left at all nodes in the network. Considering node j has

neighbour dominators a, b, c,… , the energy consumption
of those neighboring nodes are ϱaj , ϱbj , ϱcj ,… , and ϱaj < ϱbj <
ϱcj … . Thus, the series of evaluation results can be expressed

as: ϱneighj = ϱaj , ϱbj , ϱcj ,… , ϱnj ; the elements in ϱaj , ϱbj , ϱcj ,… ,
ϱnj are in size order. ϱaj is the minimum energy consumption
of neighboring dominators of node j, and ϱnj is the maximum
energy consumption of neighbor dominator of node j. The
total average energy consumption evaluation results of
neighbor dominators of node j are as follows:

ϱneighj =
〠
n

k=1
ϱaj

h k
w

, w ≠ 0,

1, w = 0
6

h k ∈ 0, 1 is the attenuation function. It is used to make
a reasonable weighting of the energy consumption of differ-
ent neighboring dominators. The result of energy consump-
tion in the size closer to the maximum energy consumption
is to adjust the duty cycle of nodes. More weight should be
given to the maximum energy consumption of neighboring
dominators; thus, the attenuation function is defined as

h k =
1, k =w,

h k − 1 =h k −
1
w
, 1 ≤ k ≤w

7

According to the above analysis, node j stores energy
consumption of neighbor dominators. The energy con-
sumption of neighbor dominators of node j in the network
can be obtained.

Moreover, in this paper, nodes with the maximum energy
consumption give the greatest weight. Because in the net-
work, the network lifetime is often dependent on the node
with the maximum energy consumption. When the energy
consumption of some nodes in the network has been
exhausted, many nodes also have excess energy left in the
network. Adjustment of the duty cycle can allow the full
use of the energy left in nodes. When the energy consump-
tion of neighbor dominators is calculated according to (6),
the duty cycle of nodes is adjusted according to the energy
consumption of nodes and the energy consumption of neigh-
bor dominators. According to (8), the energy consumption of
nodes iscalculatedasfollows:

ϱj = ϖj
rI

j
r + ϖj

sI
j
s 8

The energy consumption of nodes can be divided into
two parts, ϖj

rI
j
r and ϖj

sI
j
s, the energy consumption of the

receiving data packet and the sending data packet.

ϖj
s = ςsΘd +

τjacτcom
2 Θp +Θa

ςsΘp + ςrΘa ,

ϖj
r = ςrΘd + ςrΘp + ςsΘa

9

Thus, in order to make full use of the energy left in nodes
in the network, the energy consumption ϱj of node j should
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Figure 7: The constructed CDS.
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be equal to the energy consumption of its neighboring nodes
or node j. Thus,

ϱj = ϱneighj 10

However, the energy consumption of node j is as follows.

ϱj = ϖj
rI

j
r + ϖj

sI
j
s = ςrΘd + ςrΘp + ςsΘa Ij

r

+ ςsΘd +
τjacτcom

2 Θp +Θa
ςsΘp + ςrΘa Ij

s
11

Thus, the energy consumption is as follows.

ϱneighj = ςrΘd + ςrΘp + ςsΘa Ij
r

+ ςsΘd +
τjacτcom

2 Θp +Θa
ςsΘp + ςrΘa Ij

s
12

When one round of the data packet is completed, each
node adjusts its duty cycle.

ϱneighj − ςrΘd + ςrΘp + ςsΘa Ij
r

= ςsΘd +
τjacτcom

2 Θp +Θa
ςsΘp + ςrΘa Ij

s

⇒
ϱneighj − ςrΘd + ςrΘp + ςsΘa Ij

r

Ij
s

= ςsΘd +
τjacτcom

2 Θp +Θa
ςsΘp + ςrΘa

⇒
ϱneighj − ςrΘd + ςrΘp + ςsΘa Ij

r

Ij
s

− ςsΘd

= τjacτcom
2 Θp +Θa

ςsΘp + ςrΘa

⇒
ϱneighj − ςrΘd + ςrΘp + ςsΘa Ij

r

Ij
s ςsΘp + ςrΘa

−
ςsΘd

ςsΘp + ςrΘa

= τjacτcom
2 Θp +Θa

⇒
ϱneighj − ςrΘd + ςrΘp + ςsΘa Ij

r

Ij
s ςsΘp + ςrΘa τcom

−
ςsΘd

ςsΘp + ςrΘa τcom

= τjac
2 Θp +Θa

⇒
ϱneighj − βIj

r

Ij
sατcom

−
ςsΘd
ατcom

2 Θp +Θa = τjac

⇒τjac = 2
ϱneighj γ − βIj

r γ

Ij
sατcom

−
ςsΘd γ

ατcom
, 

where α = ςsΘp + ςrΘa, β = ςrΘd + ςrΘp + ςsΘa , and
γ = Θp +Θa

13

4.3.3. The Rotation of Nodes in CDS. In previous schemes,
nodes in CDS are always the same. But in this paper, in
order to balance energy consumption of nodes in the net-
work, when one round of data transmission is completed,
nodes in CDS are reselected. In this paper, when a system
selects dominator nodes, the system not only considers the
number of covering nodes of one node but also considers
the energy consumption of nodes. If the number of nodes
is larger, the energy consumption of those nodes is larger.
To balance the energy consumption, thus, the nodes in
CDS should be rotated.

After one round of data packet is completed, the system
reselects nodes to form CDS, and the rules are as follows.

When one round of data transmission is completed, the
CDS is reconstructed. In the first step, the system constructs
PDS, the method of selecting nodes as PDS is different from
the previous method. The energy consumption of nodes is
also considered. In this term, if one node v has a degree
higher than its 1-hop and 2-hop neighbor nodes, and the
energy consumption of node v is lower than the total average

energy consumption evaluation results ϱneighv of neighbor
dominators of node v, the node can be selected as a domina-
tor. Where the maximum energy consumption of the neigh-
boring node of node v is selected as a dominator, the color of
dominators becomes black. After node A is selected as a
dominator, all nodes which connect with node A become
the dominated nodes, and the connected edge of node A is
deleted. At this point, the degree of nodes is updated. The
above steps are repeated until the degree of all white nodes
is less than 0. At last, those nodes with 0 degree are regarded
as virtual dominator.

It can be seen from Figure 8 that when one round of data
transmission is completed, the CDS is reconstructed. Nodes
1, 4, 6, and 11 may be selected as dominators due to the larger
energy left at nodes.

4.3.4. The Calculation of Energy Consumption of Network.
This section describes the amount of data in each area,
followed by the energy consumption in different areas for
collecting data.

In this paper, the aim is to use energy left at nodes to
increase the duty cycle and thus improve network perfor-
mance. In this paper, each node has two status: (1) sleep sta-
tus: where nodes are in asleep, the sensing device of nodes are
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Figure 8: The reconstructed CDS.

10 Complexity



closed and nodes cannot receive a data packet, but nodes
send data packet and (2) active status: where nodes are active,
nodes receive and send data packets. ϱi is the total energy
consumption of nodes. ϱi can be computed as follows:

ϱi = ϖi
rI

i
r + ϖi

sI
i
s 14

ϖi
s is the power used for receiving a packet. ϖi

s is the
power used in transmitting a packet. It can be calculated
as follows:

ϖi
s = ςsΘd +

τacτcom
2 Θp +Θa

ςsΘp + ςrΘa , 15

where ςsΘd is the energy consumption used for sending
a data packet, ςs is the transmission power consumption, ςr is
the reception power consumption, Θd is the packet duration,
Θa is the ACK window duration, Θp is the preamble dura-
tion, τa is the active period radio, and τc is the working cycle.
ϖi
r can be calculated as follows:

ϖi
r = ςrΘd + ςrΘp + ςsΘa 16

ςrΘd is the energy consumption required for receiving a
packet, and ςrΘp + ςsΘa is for the reception of the preamble
and the transmission of the returned message. Equation
(14) calculates the total energy consumption.

4.3.5. Adjustable Duty Cycle Calculation. The main difference
from the ADCC scheme to previous schemes is the different
duty cycles of nodes. Therefore, the calculation method of
sensing and communicating duty cycles in different regions
of the network is given in this section.

Theorem 1. Considering that the number of sending and
receiving packets of nodes near to the network center are
Ilmins and Ilminr , respectively, the residual energy is only used
for increasing τac, the active period of node i at l m away from
sink is τiac, and the active period of nodes nearest to the net-

work center is τlminac . The ratio δ of τiac to τ
lminac is as follows:

δ =Ilmins −
2β Ii

r −Ilmin
r γτcom

ατlminac Ii
s

+
2ςsΘd Ii

s −Ilmins γτcom

ατlminac Ii
s

, 

α = ςsΘp + ςrΘa, β = ςrΘd + ςrΘp + ςsΘa , γ = Θp +Θa

17

Proof 1. In order to make full use of the energy left of nodes,
the energy consumption of nodes should be the same, that is,

ϖi
rI

i
r + ϖi

sI
i
s = ϖlminr Ilminr + ϖlmins Ilmins 18

That is,

ςrΘd + ςrΘp + ςsΘa Ii
r

+ ςsΘd +
τiacτcom

2 Θp +Θa
ςsΘp + ςrΘa Ii

s

= ςrΘd + ςrΘp + ςsΘa Ilminr

+ ςsΘd +
τlminac τcom

2 Θp +Θa
ςsΘp + ςrΘa Ilmins

⇒ ςrΘd + ςrΘp + ςsΘa Ii
r −Ilminr + ςsΘd Ii

s −Ilmins

= τlminac τcom
2 Θp +Θa

ςsΘp + ςrΘa Ilmins

−
τiacτcom

2 Θp +Θa
ςsΘp + ςrΘa Ii

s

⇒
2 ςrΘd + ςrΘp + ςsΘa Ii

r −Ilminr Θp +Θa τcom

ςsΘp + ςrΘa

+
2ςsΘd Ii

s −Ilmins Θp +Θa τcom

ςsΘp + ςrΘa

= τlminac Ilmins − τiacI
i
s

⇒
2 ςrΘd + ςrΘp + ςsΘa Ii

r −Ilminr Θp +Θa τcom

ςsΘp + ςrΘa

+
2ςsΘd Ii

s −Ilmins Θp +Θa τcom

ςsΘp + ςrΘa

= τlminac Ilmins − τiacI
i
s⇒δ =Ilmins

−
2 ςrΘd + ςrΘp + ςsΘa Ii

r −Ilminr Θp +Θa τcom

ςsΘp + ςrΘa τlmin
ac Ii

s

+
2ςsΘd Ii

s −Ilmins Θp +Θa τcom

ςsΘp + ςrΘa τlminac Ii
s

19
The duty cycle is adjusted according to its energy con-

sumption and the energy consumption of the neighboring
dominators. The adjusted duty cycle is shown in Figure 9.
It can be seen that if the initial duty cycle of nodes is 0.5
and 0.8, at last, the duty cycle of nodes is different. When
nodes are near to the network center, the duty cycle of nodes
is lower, while for nodes far from the network center, the
duty cycle is larger.

The improved duty cycle of nodes is shown in Figure 10.
The adjusted duty cycle in ADCC scheme is about 1-2 times
higher than the duty cycle in the previous scheme. The
increased duty cycle is completed by the energy left of nodes;
therefore, it does not damage the network lifetime.

The duty cycle of nodes in the network with different λ
and the ratio of duty cycle of nodes in ADCC scheme to
the duty cycle of nodes in the previous scheme are given in
Figures 11 and 12, respectively. Some conclusions are that
(1) the bigger the λ is, the smaller the duty cycle is. (2) The
distance of nodes to the network center is longer, and the
duty cycle of nodes is larger. The reason behind this is that
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the amount of loaded data packets in nodes near to the
network center is larger; thus, the energy consumption of
nodes near to the network center is higher. The energy left
in nodes far from the network center is used to increase
the duty cycle.

4.3.6. Schedule Method of ADCC Scheme. The duty cycle of
nodes is adaptively adjusted by the ADCC scheme which
uses the feedback control method; the aim of this paper
is to reduce the transmission delay while retaining network
lifetime [51].

In this paper, the way where the data packets are utilized
is different from previous schemes. The data packet is trans-
mitted from one node to any node of network in ADCC
scheme. This causes maximum energy consumption of the

network and is calculated with difficulty. In this scheme,
the duty cycle of nodes is adjusted according to its energy
consumption and the energy consumption of neighbor nodes
in the network.

In the initial stage, nodes send messages to sense energy
consumption of neighbor nodes and the degree of nodes,
then constructs the CDS.

During the transmission of data, when node i sends a
data packet to node j, the energy consumption ϱi of node
i is added in the header of the data packet. When node k
receives the data packet, it records the energy consumption,
then calculates the energy left on node i. The duty cycle
of node i is adjusted according to the energy left of node
i. The detailed method is given in Algorithm 1.
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Figure 9: The duty cycle of different nodes with different initial duty
cycle.
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Figure 11: The duty cycle of nodes of network with different λ.
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5. The Experimental Results and Analysis

5.1. Analysis of Node Energy Consumption. To evaluate the
performance of the ADCC scheme, we must first analyze
the energy consumption of nodes in different areas. Second,
according to the energy left in nodes in the network, adjust-
ing the duty cycle of nodes can improve the communication
delay while retaining network lifetime. We studied the energy
consumption and gave the detailed calculation method for
improving the duty cycle of nodes.

Theorem 2. Considering the network, radius is R and trans-
mission of the radius of node is r. The probability of occurrence
of an event is λ, each data packet is transmitted from one node

to another node in the network. Considering node i whose dis-
tance from the sink is l, l = zr + x, ωt is the energy consumption
for transmission of one bit of data.ωr is the energy consumption
for receiving one bit of data. After one round of data collection,
the energy consumption ϱi for data operation of node i is

ϱi = ςrΘd + ςrΘp + ςsΘa Ii
r

+ ςsΘd +
τjacτcom

2 Θp +Θa
ςsΘp + ςrΘa Ii

sλωr,

20

where

Initialize: Considering the active time slots of node vi are τiac,
the energy consumption of node vi is ei and the energy consumption
ϱi is set 0. The CDS is then constructed.
Input energy consumption of each node:
Case 1: The process of data transmission
1: For each node vi Do
2: Sends a data packet pi to other nodes,
3: Add the energy consumption ϱi of node vi in the header

of packet.
4: For each node vk receives the data packet Do
5: Read the energy consumption ϱi from the header of

data packet, then store the energy consumption ϱi in
node vk.

6: Delete the energy consumption ϱi from the header of
data packet, and store the energy consumption of vk
in the header of data packet pi.

7: End for
8: End for

Case 2: Adjust the duty cycle of nodes
9: For each node vi after one round of data transmission Do
10: Compare the energy consumption of nodes stored in node

vi, and its energy consumption in accordance with the
order from small to large ϱaj , ϱbj , ϱcj … ϱdj , and store its

energy consumption ϱi.
11: According to the (6), calculate the average energy

consumption of neighbor nodes of node vi.

12: ϱ
neigh
i = ϱi

13: If ϱneighi > ϱi then
14: Compute τiac according to the (13);

15: Else if ϱneighi < ϱi then
16: Maintain the current duty cycle.
17: End if
18: End for
19:Output duty cycle of each node

Case 3: Reconstruct CDS
20: According to Section 4.2, construct PDS.
21: According to Section 4.2, connect nodes in PDS, to make

the network connection.
22: In order to reduce transmission delay, delete redundancy nodes.
23: At last, CDS is reconstructed.
24: Return to step 1.
Output the duty cycle of each node

Algorithm 1: The ADCC scheme for adjusting duty cycle.
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Ii
r = 2λρ arcos l

R
R2 − l R2 − l2

−
2λρ arcos l/R R2 − l R2 − l2

2

πR2 ,

Ii
s = 2λρ arcos l

R
R2 − l R2 − l2 + λ

−
2λρ arcos l/R R2 − l R2 − l2

2

πR2

21

Proof 2. Considering the network model is given in Figure 13,
its radius is R and the node transmission radius is r, the gen-
eration rate of the event is λ, node i whose distance from the
sink is l, l = zr + x, and the node density is ρ. The blue nodes
are dominator nodes. When nodes need to transmit codes,
the nodes transmit codes to a node with blue color. Node i
whose distance from the sink is l, l = zr + x, the area of node

i is 1/2l R2 − l2, so the area of this area is l R2 − l2, and

the area of the left of node i is 1/2πR2 − l R2 − l2. The num-

ber of nodes to the left of node i is ρ 1/2πR2 − l R2 − l2 . In
one round, the number for sending a data packet to nodes to

the left of node i is λρ 1/2πR2 − l R2 − l2 .

The area of the right of node i is 1/2πR2 + l R2 − l2. The

number of nodes to the right of the node i is ρ 1/2πR2 + l

R2 − l2 . In one round, the number for sending a data

packet of nodes to the right of the node i is λρ 1/2πR2 + l

R2 − l2 .
During the process of constructing CDS and in accor-

dance with the above analysis, the number of nodes in CDS
should be reduced as soon as possible. In the last step, the
redundant nodes are deleted. Thus, when one node transmits
a data packet to another node, only one path is used to trans-
mit data packet.

The energy consumption of node i includes the energy
consumption for sending the data packet, receiving data
packet, and sleeping. The number of nodes receiving the data
packet Ii

r of node i is as follows. Nodes send a data packet to
any node in the network. Considering there is only one path
from one node to another node, during one round of data
transmission, each node sends one data packet to another
node. Thus, for node i, the number of receiving data packets
include the data packets generated from the left nodes of
node i and the right nodes of node i. If node i receives data
packet from the left of node i, one node in the left of node i
must transmit the data packet to one node on the right of
node i. Because one node is randomly selected for the desti-
nation, the number of receiving data packets Ωi

lef t for node
i, from one node in the left of node i, is as follows:

Ωi
lef t =

λρ πR2 − 2arcos l/R /2π ∗ πR2 + l R2 − l2

λρπR2

=
πR2 − arcos l/R ∗ R2 + l R2 − l2

πR2

22

The number of nodes to the left of node i is λρ arcos
l/R R2 − l R2 − l2 ; thus, the total number of receiving data
packets Ωi

total of node i from nodes in the left of node i is
as follows.

Ωi,o
total =

πR2 − arcos l/R ∗ R2 + l R2 − l2

πR2

∗ λρ arcos l
R
R2 − l R2 − l2

= λρ arcos l
R
R2 − l R2 − l2

−
λρ arcos l/R R2 − l R2 − l2

2

πR2

23

According to the above analysis, the total number of
receiving data packets Ωi

total for node i from nodes in the left
of node i is

Ωi,r
total =

λρ arcos l/R ∗ R2 − l R2 − l2

λρπR2

∗ λρ πR2 − arcos l
R
∗ R2 + l R2 − l2

=
arcos l/R ∗ R2 − l R2 − l2

πR2

∗ λρ πR2 − arcos l
R
∗ R2 + l R2 − l2

= λρ arcos l
R
R2 − l R2 − l2

−
λρ arcos l/R R2 − l R2 − l2

2

πR2

24

Thus, the total number of receiving data packets of node i
is as follows:

l

R

i

Dominator node

Figure 13: The structure of network.
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Ii
r =Ωi,r

total +Ωi,o
total = 2λρ arcos l

R
R2 − l R2 − l2

−
2λρ arcos l/R R2 − l R2 − l2

2

πR2
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When node i receives data packets, it must transmit
the data packet to the next node. At the same time, node
i generated one data packet at probability λ in one round.
Thus, the number of receiving data packets Ii

s for each node
i is as follows:

Ii
s =Ii

r + λ = 2λρ arcos l
R
R2 − l R2 − l2 + λ

−
2λρ arcos l/R R2 − l R2 − l2

2

πR2
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It can also be seen that the energy consumption of node i
is as follows:

ϱi = ϖi
rI

i
r + ϖi

sI
i
s, 27

where ϖi
s = ςsΘd + τiacτcom/2 Θp +Θa ςsΘp + ςrΘa , ϖi

r =
ςrΘd + ςrΘp + ςsΘa

Thus, the energy consumption of node i is as follows:

ϱi = ςrΘd + ςrΘp + ςsΘa Ii
r

+ ςsΘd +
τjacτcom

2 Θp +Θa
ςsΘp + ςrΘa Ii

s
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That is,

The amount of receiving data packets and the amount of
sending data packets are given in Figure 14. The amount of
receiving and sending data packet is reduced with the
increase of the distance of nodes to network center. The trend
of amount of sending data packets is the same with the trend
of amount of receiving data packets. The closer the distance
of nodes to the sink, the larger the energy consumption.

And the energy consumption of receiving data packets
and sending data packets is given in Figures 15 and 16,
respectively. The total energy consumption of nodes in the
network is given in Figure 17. It can be seen that whether
the duty cycle is big or small, the energy consumption of
nodes far from the network center in ADCC is higher than
the energy consumption of nodes in the base primitive
scheme. It shows that because nodes increase the duty cycle
of nodes in the network in ADCC scheme, the energy con-
sumption of nodes far from the network center in the net-
work is higher. But the maximum energy consumption of
nodes in the network in ADCC scheme is not bigger than
the maximum energy consumption of nodes in the network
in the base primitive scheme. This shows that the proposed
scheme has better performance.

Inference 1. Considering node i whose distance from the sink
is l, l = zr + x. The number of nodes in the network are n. ϱi is
the energy consumption of node i, Einit is the initial energy

consumption of node i, and the network lifetime ψ of node
i is as follows.

ψ = Einit
ϱi

, 30

where ϱi = ϖi
rI

i
r + ϖi

sI
i
s, ϖj

s = ςsΘd + τjacτcom/2 Θp +Θa
ςsΘp + ςrΘa , ϖj

r = ςrΘd + ςrΘp + ςsΘa

Proof 3. The network lifetime of node is referred to as the
lapse time of nodes that fist died, and is shown as above.

The network lifetime is shown in Figure 18. It suggests
that the network lifetime in ADCC scheme is higher than
that of the base primitive scheme. In this paper, the duty
cycle of nodes are adjusted according to the energy left at
the nodes. However, the maximum energy consumption
of nodes in ADCC scheme is not higher than the maxi-
mum energy consumption of nodes in the base primitive
scheme. Network lifetime is defined as the lapse time of
nodes that first died. Thus, the network lifetime in this
scheme is not damaged.

Inference 2. Considering node iwhose distance from the sink
is l, l = zr + x. The number of nodes in the network is n. ϱi is
the energy consumption of node i, and Einit is the initial

ϱi = ςrΘd + ςrΘp + ςsΘa 2λρ arcos l
R
R2 − l R2 − l2 −

2λρ arcos l/R R2 − l R2 − l2
2

πR2

+ ςsΘd +
τjacτcom

2 Θp +Θa
ςsΘp + ςrΘa 2λρ arcos l

R
R2 − l R2 − l2 + λ −

2λρ arcos l/R R2 − l R2 − l2
2

πR2

29
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energy consumption of node i. The energy utilization rate ξ
of network is as follows.

ξ = 〠n
i=1ϱ

i

〠n
i=1Einit

31

Proof 4. The energy efficiency of the network is the ratio of
total energy consumption of the network to the total initial
energy of the network. Thus, the total energy consumption
of network is ∑n

i=1ϱ
i , and the total initial energy of network

is ∑n
i=1Einit ; thus, the energy efficiency is as follows:

ξ = 〠n
i=1ϱ

i

〠n
i=1Einit

32

The energy utilization rate is shown in Figure 19. It can
be seen that energy efficiency in ADCC scheme is higher than
that of the base primitive scheme. In this paper, the duty
cycle of nodes is adjusted, and the more energy left for the
nodes to use. Thus, the total energy of nodes is used to trans-
mit data packages; the energy efficiency is higher in ADCC
scheme than that of the base primitive scheme.

5.1.1. Analysis of Transmission Delay

Theorem 3. The network radius isR, and the transmission
radius of a node is r. Considering node vi whose distance from
the network center is l, l = zr + x, transmits the data packet to
nodes vk, whose distance from the network center is k. μl→k
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Figure 14: The amount of receiving data packet of nodes in
different areas.
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Figure 15: The energy consumption of nodes receiving data packets
in different areas.
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Figure 16: The energy consumption of sending data packet of
nodes in different areas.
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Figure 17: The total energy consumption of nodes in different
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and is referring to the number of hops from node vi to node vk.
According to [26], the transmission delay σl→k of data packet
is as follows:

σl→k = μl→k

1 − τiac
2
τcom

2 +Θd +Θp +Θa 33

Proof 5. According to [31], the transmission delay of each
hop is σl→k = μl→k 1 − τiac

2
τcom/2 +Θd +Θp +Θas ; due

to the hop count being related to the distance, nodes with dif-
ferent hops have different τiac. According to different dis-
tances of nodes to the network center, nodes adjust duty
cycle of nodes; thus, μl→k can be computed.

The transmission delay of each hop and the maximum trans-
mission delay is shown in Figures 20 and 21, respectively.
Due to increase of the duty cycle of nodes in the ADCC
scheme, when one data packet needs to be transmitted to

next node, if the duty cycle of the next nodes is small, the data
packet must be transmitted to the next nodes in the next
active period which increases the transmission delay. Thus,
increasing the duty cycle can reduce the transmission delay
while retaining network lifetime.

6. Conclusion

In this paper, data transmission is an important function in
WSN. In previous research, most studies look at the network
where nodes sense information from surrounding environ-
ment, then transmit data to network control. In this paper,
we investigated the network where any node can transmit a
data packet to any node in the network. In previous schemes,
all sensor nodes adopt the same duty cycle to save energy,
which resulting in a higher transmission delay. In order to
reduce the transmission delay and balance energy efficiently,

0

100

200

300

400

500

600

N
et

w
or

k 
lif

et
im

e

0.3 0.4 0.5 0.6 0.7 0.8 0.90.2
Duty cycle 

ADCC scheme
The base primitive scheme

Figure 18: The network lifetime of network with different duty
cycles.
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an ADCC scheme is proposed for lower transmission delays
in WSN. In the ADCC scheme, the first step is to construct
the CDS. Nodes in CDS set can cover across all nodes in
the network, and the redundancy in nodes in CDS are
deleted. The system selects nodes to construct the CDS, the
system not only considers the degree of nodes but also con-
siders the energy consumption of nodes. Nodes with greater
energy consumption are easier to become nodes in CDS.
The second step is to adjust the duty cycle of nodes according
the difference of energy consumption of nodes and the
energy consumption of its neighbor nodes. Thus, to make full
use of energy left in these nodes improves duty cycle to
reduce transmission delay. Hence, the transmission delays
are reduced and the energy efficiency is improved while
retaining a network lifetime. The more important is that this
method in this paper can be applied to many methods, which
can improve the performance of previous schemes. Thus, it
has a very good meaning.
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