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The event-triggered consensus control for leader-following multiagent systems subjected to external disturbances is investigated, by
using the output feedback. In particular, a novel distributed event-triggered protocol is proposed by adopting dynamic observers to
estimate the internal state information based on the measurable output signal. It is shown that under the developed observer-based
event-triggered protocol, multiple agents will reach consensus with the desired disturbance attenuation ability and meanwhile
exhibit no Zeno behaviors. Finally, a simulation is presented to verify the obtained results.

1. Introduction

Consensus is a basic problem in the cooperative control
of multiagent systems [1-5], which is generally realized
through the behavior-based method or the leader-following
approach. To be specific, the leader-following consensus
problem has been studied in [6-12] from different perspec-
tives, where all the following agents can reach consensus by
tracking a real or virtual leader based on local interactions.
However, all the work mentioned above requires that the
control system is implemented in a continuous or time-
sampled triggered way, which would consume some unnec-
essary energy and computing resources in applications.

To reduce the resource consumption, the event-triggered
scheme has been applied to the consensus control problem.
In particular, the event-triggered consensus of leader-
following multiagent systems was studied in [13-16], where
the dynamics of agents was restricted to single- or double-
integrator. Furthermore, the general linear multiagent system
was considered in [17-21]. In [18], a distributed event-
triggered strategy was proposed with state-dependent thresh-
old so that the following agents could asymptotically track
the leader without continuous communication. But it was
assumed that all the following agents were aware of state

information of the leader. In [19], the distributed, central-
ized, and clustered event-triggered schemes were proposed
for different network topologies, which could reduce the fre-
quency of controller updates. In [21], an existing continuous
control law was extended with a novel event-triggered condi-
tion, and it was proved that the system remained the desired
performance with much lower controller updating fre-
quency. In the literatures mentioned above, the consensus
protocols and event-triggered conditions are both designed
using the internal state information that is very hard or even
impossible to be accurately obtained in real systems [22]. In
addition, the external disturbance always exists in realistic
situations, whose influence also has to be taken into account.

In this paper, the output-feedback event-triggered con-
sensus is investigated for leader-following multiagent sys-
tems with high-order linear dynamics, subject to external
disturbances. A novel distributed control protocol is pro-
posed with an observer form, by using the local output infor-
mation. Then, sufficient conditions are derived to guarantee
that the system can reach consensus asymptotically with
the desired disturbance attenuation ability but without Zeno
behavior. The contributions of our research are as follows.
The difficulties in directly obtaining full states is overcome
by designing a local state observer, whose output is used to
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generate the event-triggered consensus protocol. Besides, in
the developed scheme, the consensus algorithm, the state
observer, and the event-triggering monitor are all imple-
mented in a distributed and asynchronous way, which is
applicable in practice and can reduce the controller updat-
ing frequency.

The rest of the paper is arranged as follows. Section 2
gives the preliminaries on graph theory and the problem
formulation. In Section 3, the event-triggered scheme is
proposed with a state observer, in which the internal states
of each agent are estimated by using its output information.
And it is proved that the desired consensus performance
can be realized with no Zeno behavior. A simulation is given
in Section 4, and Section 5 concludes the whole paper.

2. Preliminaries and Problem Formulation

2.1. Preliminaries. In a leader-following multiagent system,
the communication topology among following agents is
described by a graph &= (7, &, o). Assume that there are
n agents and let # ={1,...,n}. Then, 7 ={v;,v,, ..., v, }
denotes the set of nodes with node v; standing for the ith
agent, and & C 7 x 7 denotes the set of edges, in which
the edge (vj,v;) means information is transferred from
agents j to i. Besides, if (v}, v;) € &, node v; is called a neigh-
bor of v;. & = [a; ] is named the adjacency matrix with a;; > 0,
where the positive element a;; is the weighing factor of edge
(vj»v;). On this basis, the Laplacian matrix of & can be
defined as ¥ =2 - o, in which 2 ==diag{d,,...,d,} is
called the degree matrix of & with d, = Z;’zlaij.

On the other hand, for the leading agent represented by
node v, the edge (v, v;)/(v;, v,) represents that the informa-
tion is exchanged between the ith agent and the leader, whose
weighing factor is denoted by a,; = a,,. In other words, the
edges between following agents and the leader are bidirec-
tional. Note that there is no control input for the leader,
and the information from its neighboring agents is just used
to determine the triggering time. To summarize, let & be the
edge set related to n agents and one leader, then the set of
neighbors of node v; is ;= {v; e {7 Uvy} \ (v, v;) € €}.
The interaction matrix of the leader-following system is
defined as H = L + A, whereA = diag {ay, ..., a,0}

To realize the consensus control of leader-following
multiagent systems, the assumption on interaction graphs is
made as follows [7].

Assumption 1. It is supposed that the interaction graph of the
leader-follower system with directed communication has a
spanning tree with the leader as root, or at least one agent
in each connected component of & is connected to the leader
for the undirected case.

2.2. Problem Formulation. Consider a leader-following mul-
tiagent system with n followers and one leader. The ith fol-
lower is modeled by a linear dynamic system with external
disturbances:
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k(1) = Ax(t) + Buy(t) + By (1),
yi(t) = Cx(t),

where x;(t) € R™ is the state, u;(¢) € R™ is the control input,
y,(t) € R? is the measuring output, and w,(t) € R™ is the
external disturbance satisfying w;(¢) € L,[0, 00). The dynam-
ics of the leader is

(1)

i=1,2,...,n,

%o (t) = Axo (1),
Yo(t) = Cxo(1),

where x,(t) € R™ and y,(t) € R? denote the state and output
of the leader, respectively. Without loss of generality, it is
assumed that (A, B) is stabilizable, (A, C) is observable, and
C is of full row rank.

Protocol u;(t) is said to solve the consensus problem if
and only if the following equality is satisfied:

(2)

tlilg(xi(t) -xy(t))=0, Vied. (3)

However, the accurate consensus is hard to reach when
there exist external disturbances. So the following controlled
output is defined to measure the disagreement of agent i to
the leader agent:

zi(t) =x;(t) —x0(t), i=1,...,n. (4)

Let

wl ()] eR™,

w(t) = [w] (1)
a(t)=[=]

Obviously, if z(t) =0, then z,(t) =0 for any i€ ./ and
equivalently (3) holds. Therefore, the H_, norm of the trans-
fer function matrix from w(t) to z(t), denoted by T, (s), can
quantitatively measure the attenuation ability of the multia-
gent system against external disturbances. Combining with
the definition of H_ norm, the control objective is to make

= : zZ(t
1T, (5) | o = supo (T, (jv)) = sup z(t)]], <y
VR oa(t)eL0c0) [@(1)]l,

(6)

(5)

L] er™,

satisfied, which is equivalent to
(6] (o¢]
| ePar<y? [ o voe o), @)
0 0

where y > 0 is the given H  performance index [23]. When
(7) is satisfied for the closed-loop system, we say consensus
is realized with the disturbance attenuation ability y.

3. Protocol Design and Consensus Analysis

3.1. Output-Feedback Event-Triggered Protocol. To realize the
consensus control using output information, state observers
are first designed for the following agents and the leader as
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N _ (8)
yi(t) = Cxi(t),
and
(1) = A%(1) + Gy (1) = 1o (1)): o
Yo(t) = Cxo(t)s

in which x;(t) € R" and X,(t) € R™ are, respectively, the
estimated states of the ith agent and the leader. Combining
with observers (8) and (9), the event-triggered protocol is
developed as

~K Y ay (s ) - D (1)), o)

JjeN;

where . denotes the kth triggering time of the ith agent
determined by the event-triggered condition

, (11)

with e;(t) = A WE, (1) ~ %,(£), te[ti, il ).

Remark 1. Totally, (8), (9), (10), and (11) form the output-
tfeedback event-triggered protocol, which is implemented in
a distributed and asynchronous way. Notice that there is an
item e in the definition of e;() that can be regarded as a
predictive factor. By this, the trigger frequency can be
reduced, and the redundant triggers after achieving consen-
sus can be also avoided. Similarly, to decrease the effect of
sampling error to the control effect, the predictive factor is
also used in the designed protocol u(t).

3.2. Model Transformation. For analyzing the consensus
performance, the nonzero consensus trajectory of a closed-
loop multiagent system is firstly converted into the origin by
model transformations. Define the observing error as h;(t) =
%(t) = x,(t),i=0,...,n, and let X,(t) = X,(t) — %,(t), h,(t) =
hi(t) — hy(t), and e;(t) = e;(t) — e,(t). By (8), (9), and (10), it
is derived that

% (1) =%,(6) = % (t)
= AX;(t) + Bu,(t) + GCh(t) — Ax,(t) — GChy(t)
= A(X;(t) = Xo(£)) + Buy(t) + GC(h;(t) = ho (1))
= A%;(t) + Bu;(t) + GChy(t),

(12)

and

=K ) a[(e;(t) + %t

JjEN;

=K2a

jedp0
+ Kayle;(t) +x;(1)]-

Furthermore, by letting

x(t) =[x (1) X, (t)] eR™

u(t) = [uf(t) u, ()] eR™"

y =[5 - sim] R, (14)

B= R - n] eR™

e(t) =[] (1) e, ()] eR™
we have

u(t) = (HeK)(e(t) + x(t)), (15)

and then

x(t) = (I, ® A+ H® BK)%(t) + (H ® BK)e(t) + (I, ® GC)h(t),

h(t) = [I, ® (A+ GC)|h(t) — (I, ® B, (1)

(16)
Let? (1) = [xT(t) ET(t)]T and " (£) = [&7 () Oyl »
then (16) and (4) can be rewritten as
&(t) Af(t)+E§(t)+Ww(t), (17)
z(t) = C(t),
where
i (1,8 A+ H®BK I,®GC
N 0 I,8(A+GC) |
_ H®BK 0
E= >
o0 o0 (18)
[ o0 ]
W =
| ~(I,®B,)
CZ[Inm _Inm]

According to the definition equations of X;(t) and h,(t), if
they are asymptotically stable at the origin, X;(¢) and h;(t)
would asymptotically equal to X,(¢) and h(t), respectively.
Then x,(t) can asymptotically reach x,(¢) by x,(t) = X;(¢) —
h;(t) and x,(t) = X,(t) — hy(t). Therefore, the consensus of
leader-following multiagent systems (1) and (2) is reformu-
lated as the asymptotical stability problem of system (17).
In other words, if (17) is asymptotically stable at the origin,
then the multiple agents reach consensus. Furthermore, the
norm ||T,,(s)||,, remains unchanged before and after the



model transformation, and thus the H_, performance of
system (17) is equivalent to that of the multiagent system.
In conclusion, if (17) is asymptotically stable with the dis-
turbance attenuation performance ||T,,(s)||,, <y» then the
multiagent system can reach consensus with the disturbance
attenuation level y.

3.3. Consensus Analysis

Lemma 1. (Schur complement formula): Let S be a symmetric
matrix of the partitioned form S=[S;;| with S;; € R™, §;, €
R™("" and S,, € RUX"1) Then, § <0 if and only if

811<0,8 = 83187181, <0,

(19)
or equivalently

852 < 0,81 = 81,85,85 <0 (20)

Theorem 1. For a given index y > 0, system (17) is asymptot-
ically stable with the disturbance attenuating performance
I T, (s)|lo <y if there exists a positive definite matrix P
and a positive parameter « so that the following inequality
is satisfied

A+A"P+C C+2a0 (HTH + KTK) PE DPW
E'P o 0 | <O

w'p 0 I
(21)

where A, E, W, and C are defined in (18), H=[H® I,
Onmxnm]: and A= [(\/ﬁlz:/\) ®Im lenm]' That is, under
the event-triggered protocol (8), (9), (10), and (11), the leader-
following multiagent systems (1) and (2) can reach consensus
with the disturbance attenuation ability y.

Proof. Firstly, the asymptotical stability is demonstrated
under the assumption w(t)=0. According to the event-
triggered condition (11), it is derived that

le())]] < Vol (H® L,)x(1)])

2 \/EHHE(t)‘ 22)

>

with e(t)=[el(t) - eT(t)]T’ and [ley(1)[| = Vo[ (1;A

n

®1,,)x(t)||. From the definition of €(¢) and the equality e(t)

=e(t) =1, 8¢(1), [[E()]l = [le(t)]| < [le(D)[| + v/nlleo(£)]|fol-

lows and then ||g(¢)|| < /o (|[HE(2)|| + || A&(¢)]]) is obtained.

Define a Lyapunov function V = ET(t)PE(t) with a posi-
tive definite matrix P. The derivative of V satisfies
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3 [A"P+PA+a ' PEE"P+ 200 (H'H + K'R)[E(),

(23)

Applying Lemma 1 to the inequality (21) indicates V <0,
and therefore, system (17) is asymptotically stable.

Secondly, consider the H_, performance of system (17)
with disturbance w(t) # 0. Define a cost function as follows:

T T
o= | leorrae=v | jowras @0

Then, under the zero initial condition, the following
result is derived:

Jr= Jo [2(t)2(t) - Yw(t)w(t)|dt

[Et)] [PA+A"P+C'C PE PW | [E®) ]

=J &(t) E'P 0 0 ||E&@¢ |di-V(T)
w(t) w'p 1] L(t)
(

< r HO) E'P 0o o ||&1
. o] | WP 0 1] L)
dt +2a0E (t) ( ATH + AR )E(t) - " (H)E(t) - V(T)
(&))" [PA+A"P+C Cr2ao(H'H+A'R) PE PW
< J: &) 275 o
Lo®)] | w'p 0 I
&(1)
&(t) |dt-V(T)
w(t)
(25)

proved that

According to the inequality condition (21),

it is
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Jr+V(T) <0, (26)  which is equivalent to || T, (s)|, <y. Combining with Sec-
tion 3.2, it is demonstrated that the closed-loop multiagent
from which it yields system reaches consensus with the desired disturbance atten-
., , uation ability || T, (s)||, < y. This completes the proof.
2 2 2 . 27
Jo =D}l 7de + V(T) <y Jo lo(t)["dt (27) Remark 2. Based on Theorem 1, the gain matrices in the pro-
posed event-triggered protocol, that is, K and G, can be deter-
Let T — o0, we get mined by the following steps.
- . Firstly, applying Lemma 1 to (21) yields an equivalent
| Te@rrde e viny <y | Caoppan (s)  inequality
0 0
PA+A"P+C"C+2a0 (HTH + KTK) +y2PWW'P PE
<0 (29)
E'P —al

Then pre- and postmultiplying (29) with diag {P™',P™'}
leads to the following equivalent result

AP +P AT+ P'CTCP ! + 2a0P7! (HTH + KTK) Play?ww’  EP

<0, (30)
pE" —aP”'P!
which can be guaranteed by
AP +P AT+ P'CTCP ! + 2a0P7! (HTH + KTK) Pley2ww’  EP!
<0, (31)
pE" a(1-2P™)
according to the inequality —P~'P~' <I—2P"'. Again, by
Lemma 1, we get an equivalent inequality to (31) as
(AP + DA +y 2 W W EP” p'a" A" p'c']
pE" oc(I = 0 0 0
AP 0 ~0.5(a0) ' 0 o |<O (32)
AP 0 0 ~0.5(a0)'T 0
I cp 0 0 0 -1 ]
P! =1, ® diag {P, P}, (33)

To summarize, it is shown that if (32) holds, then the

consensus condition £21) is satisfied. In order to calculate  where P is a positive definite matrix. Then, by substituting
the gain matrices, let P! take the form (18) and (33) into (32) and denoting



KP=Q,
(34)
GCP2R,

we obtain a linear matrix inequality (LMI) in terms of matrix
variables P, Q, and R. Once the above three matrices are fig-
ured out by using the LMI toolbox of Matlab, the feedback
matrices can be determined as K = QP! and G=RP"'C},
where Cy! is right-inverse matrix of C.

Theorem 2. Under the event-triggered protocol (8), (9), (10),
and (11), the leader-following multiagent system does not
exhibit Zeno behavior.

Proof. Let t; be the current time of agent i. If #{,, —f;
is proved to be strictly positive, then there exists no
Zeno behavior in the system. By the event-triggered condi-
tion (11), [le;(t)[| < Vol Xjen a;i(X:(t) = X;(1))|| t € [t i)
holds. For the following agents, the derivative of ||e;(¢)]|
satisfies

L)l <l 0l = At (5) -
~ e, (6) - B (1) G (o)
< ATl ()] + 1Bl + G0
(39

From h,(t) = (A + GC)h,(t) — B,w,(t), we get

1= o) < 1A+ Gl + Bl g,

<[lA+GC|[[R ()] + wpuis

where w,,; = max ||Byw;(?)||.

te[t;(,t;m]

So, ()]l < lhll,; holds

with

HhHmt = Ymi (el‘A+GC“(tL+17tL) — 1)

||A + GCJ|

(eI,

(37)

Combining the expression of u,(t) with the property of
continuous functions, there exists

K Y ay (e Wz (1) — 05, (1f))

JjeN;

max

te [t;’(,tiﬂ}

4[] =

>

(38)

to make ||u;(t)]| < ||ul],,; hold. Thus, the derivative of ||e;(t)||
satisfies

d i
e < [[Alllle )] + @ (39)

in which g}, = [|GC[[[]],,; + | B, ][]
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Ficure 1: Communication topology of the leader-following system.

Similarly, for the leading agents, the derivative of ||e,(#)]]
satisfies

L lleat) 1< Ieo(0) = | A D3 (1) ~ 0
= lAe(t) - GChy ()] < [ANlIeo()] 4
+IGC (1))

which can be rewritten as
- <||A (PO (11)
dt”eo(t)” = H ||||€0(t)|| k>

with ¢f = [|GC]l || (£)]]-

To summarize, for both leading and following agents,
(didt)|le;(t)|| < ||Alllle;(t)|| + ¢, holds, and then it follows
that

e = i (0D 1), reffd) (2

Before the consensus is achieved, ||} ey a;;(%;(t) — %;(t))
|l > 0 holds between any two triggering times, and there is a
1 satisfying

o 21 >0, te[toti,).  (43)

Zaij(’?i(t) -%;(t))

JjEN;

Obviously, there exists only one solution t* to (¢}/||A]|)
(el — 1) =5, which satisfies t* — i >0 and t* <tj,,.
Consequently, it is derived that ¢, — t, > t* —t; >0, which
completes the proof.

4. Simulation

In this section, a numerical simulation is given to verify
the theoretical results. A multiagent system consisting
of one leader and four following agents is considered,
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The first state of each agent

Time (seconds)

FIGURE 2: The first state component of each agent.

The second state of each agent

Time (seconds)

F1GURE 3: The second state component of each agent.

whose dynamics are modeled as (1) and (2) with system
matrices

05 -2 -1
1 0
B=B,=|0 2|, (44)
0 -1
01 0
C=[1 0 0
00 1

The external disturbances are simulated by white noises
with brand limit [0, 0.1] and action period [0, 4s]. Set the initial
states as x,=[1 2 -2]", x,=x,=x3=x,=[0 0 0]".
The communication topology among agents is given by

Figure 1 with interaction factor a;; = 0.2. Besides, take a =5,
0 =0.05, and y = 1, and the gain matrices are determined as

[-12.1723  0.9520 1.4748
o | 01182 -43205 2.0867 |

[-0.0008 -2.2198 0.2356 (45)
G=|-1.499 0.0146 0.1125

| 0.0366 -0.2269 -1.3914

The state trajectories of the multiagent system are shown
in Figures 2-4, from which we can see that the following
agents can reach consensus with the leader approximately
during the first four seconds when there exist external dis-
turbances and then achieve the exact consensus after the dis-
appearance of disturbances. From Figure 5, it is obvious that
the energy of the controlled output is lower than that of
external disturbances, which indicates that the system realizes
the H_, disturbance attenuation performance with y=1.
Besides, the triggering times of each agent are n, = 144, n, =
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The third state of each agent

,2_\ o
AN e
-3 | T | | | T |
0 1 2 3 4 5 6 7 8
Time (seconds)
FIGURE 4: The third state component of each agent.
10
B R R S Rt
. I The energy of external disturbances
6F--- e """" //’/ """"""""
4_’,// ,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,
// N
o T
e The energy of the controlled output
0 1 1 1 1 1 1 1
0 1 2 3 4 5 6 7 8

Time (seconds)

FIGURE 5: The energy of external disturbances and the controlled output.

223,n, =262,n, =302, and n, =354, and no Zeno behavior
occurs in the system.

5. Conclusion

In this paper, the output-feedback event-triggered consensus
was addressed for the linear leader-following multiagent sys-
tem with external disturbances. A distributed observer-based
event-triggered protocol was proposed using the output
information, under which the system could reach consensus
with the desired disturbance attenuation ability and no Zeno
behavior occurred. The effectiveness of the developed proto-
col was demonstrated by a numerical simulation.

Data Availability

In this paper, the simulation can be done by Matlab just using
the model dynamics and proposed controller given in Section
4, without any other data.
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