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University spin-outs (USOs), creating businesses from university intellectual property, are a relatively common phenomena. As
a knowledge transfer channel, the spin-out business model is attracting extensive attention. In this paper, the impacts of six
equities on the acquisition of USOs, including founders, university, banks, business angels, venture capitals, and other equity,
are comprehensively analyzed based on theoretical and empirical studies. Firstly, the average distribution of spin-out equity at
formation is calculated based on the sample data of 350 UK USOs. According to this distribution, a radial basis function (RBF)
neural network (NN) model is employed to forecast the effects of each equity on the acquisition. To improve the classification
accuracy, the novel set-membership method is adopted in the training process of the RBF NN. Furthermore, a simulation test
is carried out to measure the effects of six equities on the acquisition of USOs. The simulation results show that the increase of
university’s equity has a negative effect on the acquisition of USOs, whereas the increase of remaining five equities has positive
effects. Finally, three suggestions are provided to promote the development and growth of USOs.

1. Introduction

Universities have the functions of talents training and sci-
entific research. Moreover, policymakers, on the other hand,
have increasing concerns on what the role universities can
play in economic development. Universities are requested to
make contributions to their region’s economic development
by promoting effective university-industry relationships to
exploit and commercialize research discoveries. Exploiting
scientific and technological developments in universities is a
main theme in economic and industrial policy [1]. However,
universities may not be able to capture the full value of their
technology due to the limitation of the licensing arrangement.
Therefore, spinning out a company becomes a more direct
involvement in the commercialization of new technology
[2]. Accordingly, there is a shift in emphasis from exploiting
university intellectual property by licensing to a focus on

spin-out activities [3], and to stimulate spin-outs has become
a significant issue for both universities and governments [4].

However, USOs are familiar with other small high-tech
firms and of poor ability to debt financing and also depend
highly on financing equity for their growth. Therefore, as
a financing channel, equity distribution of USOs is attract-
ing extensive attention. Radial basis function (RBF) neural
network (NN) method is a novel and effective feedforward
neural network with best approximation and global optimal
performance. The training method is fast and easy and has
been successfully applied in many fields with its unique
information processing capability, especially in the financial,
economic, and management fields [5–8].This study incorpo-
rates RBFNN to investigate the impacts of equity distribution
on the acquisition of USOs, aiming to deliver quantitative ref-
erences for policymakers, founders, and financing providers
to promote the development and growth of USOs.
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Three major contributions of this study are concluded as
follows:

(1) It is the first attempt to adopt RBF NN method for
forecasting the acquisition ofUSOs,which can resolve
the problems that are intractable for traditional statis-
tical method.

(2) To improve the classification accuracy, a novel set-
membership method is adopted in the training pro-
cess of the RBF NN.

(3) The simulation results confirm the effects of six
equities on the acquisition ofUSOs and therefore pro-
vide quantitatively management decision references
for policymakers, founders, universities, financial
providers, and so forth.

The remainder of the paper is organized as follows.
Section 2 provides an overview of previous studies on
USOs and RBF NN, followed by Section 3 in which data
and methodology are demonstrated. Section 4 presents the
numerical results and discussions. Section 5 concludes the
paper with the major findings from the methods and their
policy implications.

2. Literature Review

2.1. University Spin-Outs (USOs). Lockett and Wright (2005)
defined USOs as new ventures that are dependent upon
licensing or assignment of an institution’s intellectual prop-
erty for initiation [9]. Moreover, USOs can also be defined
as firms established by university academics aiming at
commercializing ideas based on scientific discoveries and
inventions [10, 11]. For many years, various definitions of
university spin-outs have emerged, and scholars generally
agree that the spin-outs derive from technologies developed
within a university and the individuals who pursue their
commercialization including scientific researchers, students,
and graduates (Benner and Tushman, 2003 [12]; Steffensen
et al., 2000 [13]; Klofsten and Jones-Evans, 2000 [14]). As a
knowledge transfer channel, spin-out strategy is a key issue.
Siegel et al. (2003) [3] pointed to the shift in emphasis from
exploiting university intellectual property through licensing
to a focus on spin-out activities.

The literatures in terms of spin-outs generally identify two
categories of finance funding and support in the process of
spin-out creation (De Coster and Butler, 2005 [15]; Landry et
al., 2007 [16]): business angels and venture capitalists. Several
evidences show a limited role for bank finance in spin-out
creation in both UK and US studies (Roberts, 1991 [17]; EC,
2000a, b [18, 19]). Lockett and Wright (2005) stated that,
in permitted conditions, the university may own equity in
the spin-out, and some universities state that they encourage
academic entrepreneurship and demand a share of the spin-
out equity, and there is a positive relation between new
venturing and the involvement of academic founders in the
spin-out equity (Muscio et al., 2016) [20].

2.2. Radial Basis Function (RBF) Neural Network (NN).
Nowadays, RBF method has been a well-adopted tool in the

stock market forecast and the prediction of nonlinear system
[21–23]. An increasingly popular and promising approach
to solve option pricing models is the use of numerical
methods based on RBF [24]. Chan and Hubbert (2014) [25]
demonstrated howEuropean andAmerican option prices can
be computed under the jump-diffusion model using the RBF
interpolation scheme. An implementation of RBF method
for solving Black-Scholes-type partial differential equations
(PDEs) is proposed to price the swaptions in the absence
of credit risk [26]. Erdal and Ekinci make a comparison of
various artificial intelligence methods in the prediction of
bank failures, including support vector machines (SVMs),
RBF NN, and multilayer perceptrons (MLPs), in addition to
subjecting the explanatory variables to principal component
analysis (PCA) [27]. RBF is also used for the valuation,
optimization, market, margin, and credit riskmanagement of
gas-fired power plants and associated tolling contracts [28].
A four-phase dynamic feedback RBF model is established
for supply partner selection in agile supply chains (ASCs)
[29]. Kapetanios and Blake (2010) [30] propose new tests for
the martingale difference restriction based on RBF NN. In
summary, it can be seen that RBF neural network is widely
used and developed in the fields of economy, management,
finance, social sciences, and so forth.

Though the RBF has seen numerous applications in
economic and management modeling areas, according to the
authors’ knowledge, it has not been found to be of use and of
significant potentials in USOs relevant researches.

3. Data and Methodology

3.1. Data. In an effort to enhance our understanding of
this sector, a database of 1044 active USOs was compiled
from individual university records and Internet searches
and matched to a published list of UK university spin-
outs [31]. Telephone interviews were conducted with UK
USOs and a final sample of 350 was achieved. And finally
we obtained several parts of the data, including finance,
incubation, support, and intellectual property. According to
the characteristics of the collected data, traditional statistical
analysis method could not solve the problem well; therefore,
this study attempts to use RBF neural network to test the
influences of equity distribution on the acquisition of USOs.

In our survey of UK USOs, the distribution of equity was
measured in 2014 when the survey was not only conducted,
but also traced back when the business was formed. At the
point when USOs are formed, on average the founders own
56.51 (SD = 30.92) percent of equity, and 24.73 (SD = 23.36)
percent belongs to the host university. Financial providers
own a relatively small share of the overall equity at this stage of
development, with venture capitals accounting for 7.71 (SD =
16.90) percent followed by business angels at 2.24 (SD = 8.37)
percent and, to a much less extent, banks at 0.45 (SD = 4.53)
percent and others at 8.36 (SD = 21.11) percent, as shown in
Figure 1.

3.2. RBF Neural Network. RBF NN is a three-layer forward
network, including input-layer, hidden-layer and output-
layer, as shown in Figure 2. The performance of RBF NN
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Figure 1: Average distribution of SPOs equity at formation (percent-
age).
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Figure 2: RBF NN model.

is determined by its topological parameters, such as the
mean and variance of the RBF, the number of hidden nodes,
and the weight between the hidden-layer and the output-
layer. Therefore, the training process of RBF NN focuses on
adjusting the aforementioned factors so as to obtain precise
model between inputs and outputs. Specifically, the location
of RBF in the input space is influenced by its mean value,
while the active zone is affected by its variance. The RBF or
the neuronwould be activated and produce large output if the
input signal is close to its center. Otherwise, the output of RBF
will tend to zero. Due to the limited response region of each
RBF, the linear projection from hidden-layer to output-layer
is needed to make the whole NN achieve specific function,
such as classification and approximation [32].

The number of hidden nodes is a crucial factor in RBF
NN: too little hidden nodes limit the learning ability, while
a large number of hidden nodes lead to increasing training
time and overfitting. According to the number of hidden
nodes, the RBF NN is classified to generalized network (GN)
model and regularized network (RN) model. By setting a
restrictionwith prior knowledge, a smoothmapping function
is obtained. The GN is suitable for classification. The input

vectors in low-dimension space are transformed by the
hidden-layer of NN, composed of RBF, achieving the pro-
jection to high-dimension space. Then, a linear-inseparable
problem in low dimensional space becomes separable in
high-dimension space.

Based on the study on the single-layer perceptron, a
hyperplane described by linear equations exists if the modes
in training sample space are linear-separable.This hyperplane
would not exist when the training samples are nonlinear-
separable. However, according to Cover theorem [33], the
nonlinear-separable problem could be solved by nonlinear
transformation. This nonlinear transformation is conducted
by the hidden-layer of RBF NN.

The most commonly used radial base function is Gaus-
sian function. If the hidden nodes number is 𝑝, the activation
function of the 𝑝th node is expressed in

𝑟𝑝 (𝑥) = exp(−󵄩󵄩󵄩󵄩󵄩𝑥 − 𝜇𝑝󵄩󵄩󵄩󵄩󵄩222𝜎2𝑝 ) , (1)

where ‖ ⋅ ‖2 denotes the norm of the vector, 𝜇𝑝 (𝑝 =1, 2, . . . , 𝑃) denotes the center of the radial base function, and𝜎𝑝 denotes the variance of the Gaussian function. Suppose
the numbers of neuron in input-layer and output-layer are𝑄 and 𝑅, respectively. Correspondingly, the input vector
is 𝑥 = [𝑥1, 𝑥2, . . . , 𝑥𝑄]𝑇 and the output vector is 𝑦 =[𝑦1, 𝑦2, . . . , 𝑦𝑅]𝑇. The activation functions of input-layer and
output-layer are set to be identity function, and all the neuron
thresholds are set to be zero.The weight between the hidden-
layer and the output-layer could be expressed as

𝑊 = [[[[[[[

𝑤11 𝑤12 ⋅ ⋅ ⋅ 𝑤1𝑅𝑤21 𝑤22 ⋅ ⋅ ⋅ 𝑤2𝑅... ... d
...𝑤𝑃1 𝑤𝑃2 ⋅ ⋅ ⋅ 𝑤𝑃𝑅

]]]]]]]
. (2)

Then the output of the 𝑟th neuron in the output-layer is

𝑦𝑟 = 𝑅∑
𝑟=1

𝑤𝑝𝑟𝑟𝑝 (𝑥) = 𝑅∑
𝑟=1

𝑤𝑝𝑟 exp(−󵄩󵄩󵄩󵄩󵄩𝑥 − 𝜇𝑝󵄩󵄩󵄩󵄩󵄩222𝜎2𝑝 ) . (3)

Once the topology of the RBF NN is determined, the
accuracy of classification is depending on the coefficients
matrix𝑊, which could be optimized by the training process
[34, 35]

3.3. Set-Membership Training Method. Consider the follow-
ing linear regression:

𝑦𝑘 = 𝐺 (𝑥𝑘) 𝜃 + 𝜍𝑘, 𝑘 = 1, 2, . . . , 𝑛, (4)

where 𝑦𝑘 ∈ R𝑛 is the output, 𝑥𝑘 ∈ R𝑚 is the input, 𝜍𝑘 is the
noise which is bounded by ‖𝜍𝑘‖2 ≤ 𝑟, 𝜃 ∈ R𝑞 is the parameter
vector to be estimated, and 𝐺(𝑥𝑘) = [𝑟1(𝑥𝑘), . . . , 𝑟𝑝(𝑥𝑘)] ∈𝑅𝑛×𝑞. For the simplicity of the presentation, we use 𝐺𝑘 to
denote 𝐺(𝑥𝑘) in the rest of the paper.
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Let 𝜃𝑘 be the estimate of 𝜃; the output of RBF neural
network is

𝑦̂𝑘 = 𝐺𝑘𝜃𝑘−1. (5)

We define the training error as

𝑒𝑘 = 𝑦𝑘 − 𝑦̂𝑘. (6)

𝜃𝑘 can be computed such that the loss function

𝐽𝑘 = 𝑘∑
𝑖=1

𝛽𝑖 1𝑟2 󵄩󵄩󵄩󵄩𝑒𝑖󵄩󵄩󵄩󵄩22 (7)

is minimized, where 𝛽𝑖 is the weighted factor to be deter-
mined.

The corresponding estimate is given by

𝜃𝑘 = 𝑃𝑘Φ𝑘 (8)

with

𝑃−1𝑘 = 𝑘∑
𝑖=1

𝛽𝑖 1𝑟2𝐺𝑇𝑖 𝐺𝑖
Φ𝑘 = 𝑘∑

𝑖=1

𝛽𝑖 1𝑟2𝐺𝑇𝑖 𝑦𝑖.
(9)

We rewrite the above algorithm in the recursive form:

𝜃𝑘 = 𝜃𝑘−1 + 𝛽𝑘 1𝑟2𝑃𝑘𝐺𝑇𝑘 𝑒𝑘, (10)

𝑃−1𝑘 = 𝑃−1𝑘−1 + 𝛽𝑘 1𝑟2𝐺𝑘𝑇𝐺𝑘 (11)

which is also equivalent to the algorithm in the following
Kalman filter form:

𝜃𝑘 = 𝜃𝑘−1 + Γ𝑘𝑒𝑘 (12)

Γ𝑘 = 𝛽𝑘𝑃𝑘−1𝐺𝑇𝑘 (𝛽𝑘𝐺𝑘𝑃𝑘−1𝐺𝑇𝑘 + 𝑟2𝐼)−1 (13)

𝑃𝑘 = (𝐼 − Γ𝑘𝐺𝑘) 𝑃𝑘−1. (14)

Until now, the design of the weighted factor 𝛽𝑘 is
undetermined. It should be pointed out that the purpose
of introducing the weighted factor 𝛽𝑘 is to measure the
credibility of data 𝑦𝑘. If 𝑦𝑘 is more credible than 𝑦𝑘−1, the
weighted factor 𝛽𝑘 should be larger than 𝛽𝑘−1. For instance,𝛽𝑘 = 0 indicates that 𝑦𝑘 is not credible and should be
neglected. For the design of the weighted factor 𝛽𝑘, the set-
membership approach is employed. By reviewing the linear
regression (4) and the boundedness property of the noise, 𝜃
is obviously in the set of the following form:

{𝜃 ∈ R
𝑞 : 1𝑟2 (𝑦𝑖 − 𝐺𝑖𝜃)𝑇 (𝑦𝑖 − 𝐺𝑖𝜃) ≤ 1} . (15)

For such 𝑘 sets of data, 𝜃 is then in the intersection of 𝑘
sets like (15), which can be expressed by

Ω (𝑘)
= 𝑘⋂
𝑖=1

{𝜃 ∈ R
𝑞 : 1𝑟2 (𝑦𝑖 − 𝐺𝑖𝜃)𝑇 (𝑦𝑖 − 𝐺𝑖𝜃) ≤ 1} . (16)

Note that it is difficult to describe Ω(𝑘) mathematically.
However, it is convenient to design a set Θ(𝑘) that containsΩ(𝑘),

Θ (𝑘) = {𝜃 ∈ R
𝑞 : 𝑘∑
𝑖=1

𝛽𝑖 1𝑟2 (𝑦𝑖 − 𝐺𝑖𝜃)𝑇 (𝑦𝑖 − 𝐺𝑖𝜃)
≤ 𝑘∑
𝑖=1

𝛽𝑖} .
(17)

Lemma 1. Given (12)–(14), the set Θ(𝑘) given by (17) can be
converted into the following ellipsoid expression:

Θ (𝑘) = {𝜃 ∈ R
𝑞 : (𝜃 − 𝜃𝑘)𝑇 𝑃−1𝑘 (𝜃 − 𝜃𝑘) ≤ 𝜎2𝑘} . (18)

Moreover, the recursive expression of 𝜎2𝑘 can be shown as below:
𝜎2𝑘 = 𝜎2𝑘−1 + 𝛽𝑘 [1 − 𝑒𝑇𝑘 (𝛽𝑘𝐺𝑘𝑃𝑘−1𝐺𝑇𝑘 + 𝑟2𝐼)−1 𝑒𝑘] . (19)

Proof. Expanding (17) yields to

𝑘∑
𝑖=1

𝛽𝑖 1𝑟2 𝜃𝑇𝐺𝑖𝑇𝐺𝑖𝜃 −
𝑘∑
𝑖=1

𝛽𝑖 1𝑟2𝑦𝑇𝑖 𝐺𝑖𝜃 −
𝑘∑
𝑖=1

𝛽𝑖 1𝑟2 𝜃𝑇𝐺𝑖𝑇𝑦𝑖
≤ 𝑘∑
𝑖=1

𝛽𝑖 (1 − 1𝑟2𝑦𝑇𝑖 𝑦𝑖) .
(20)

Substituting (9) into (20) leads to

𝜃𝑇𝑃−1𝑘 𝜃 − Φ𝑇𝑘𝜃 − 𝜃𝑇Φ𝑘 ≤ 𝑘∑
𝑖=1

𝛽𝑖 (1 − 1𝑟2𝑦𝑇𝑖 𝑦𝑖) . (21)

Adding 𝜃𝑇𝑘𝑃−1𝑘 𝜃𝑘 to both sides of (21) leads to

𝜃𝑇𝑃−1𝑘 𝜃 − Φ𝑇𝑘𝜃 − 𝜃𝑇Φ𝑘 + 𝜃𝑇𝑘𝑃−1𝑘 𝜃𝑘
≤ 𝑘∑
𝑖=1

𝛽𝑖 (1 − 1𝑟2𝑦𝑇𝑖 𝑦𝑖) + 𝜃𝑇𝑘𝑃−1𝑘 𝜃𝑘. (22)

Consider Φ𝑘 = 𝑃−1𝑘 𝜃𝑘. The left side of (22) equals

𝜃𝑇𝑃−1𝑘 𝜃 − Φ𝑇𝑘𝜃 − 𝜃𝑇Φ𝑘 + 𝜃𝑇𝑘𝑃−1𝑘 𝜃𝑘
= (𝜃 − 𝜃𝑘)𝑇 𝑃−1𝑘 (𝜃 − 𝜃𝑘) . (23)

Define the right side of (22) as the radius of the ellipsoid

𝜎2𝑘 = 𝑘∑
𝑖=1

𝛽𝑖 (1 − 1𝑟2𝑦𝑇𝑖 𝑦𝑖) + 𝜃𝑇𝑘𝑃−1𝑘 𝜃𝑘. (24)

Thus, we can express Θ(𝑘) by (15) in the ellipsoid form.
Moreover, from (24) the recursive form of 𝜎2𝑘 equals

𝜎2𝑘 = 𝜎2𝑘−1 + 𝛽𝑘 (1 − 1𝑟2𝑦𝑇𝑘 𝑦𝑘) + 𝜃𝑇𝑘𝑃−1𝑘 𝜃𝑘
− 𝜃𝑇𝑘−1𝑃−1𝑘−1𝜃𝑘−1.

(25)
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ConsiderΦ𝑘 = 𝑃−1𝑘 𝜃𝑘 and (10). The sum of the last two terms
of (25) equals

𝜃𝑇𝑘𝑃−1𝑘 𝜃𝑘 − 𝜃𝑇𝑘−1𝑃−1𝑘−1𝜃𝑘−1 = 𝜃𝑇𝑘Φ𝑘 − 𝜃𝑇𝑘−1Φ𝑘−1
= 𝜃𝑇𝑘−1Φ𝑘 + 𝛽𝑘 1𝑟2 𝑒𝑇𝑘𝐺𝑘𝑃𝑘Φ𝑘 − 𝜃𝑇𝑘−1Φ𝑘−1. (26)

SinceΦ𝑘 = Φ𝑘−1 + 𝛽𝑘 1𝑟2𝐺𝑇𝑘𝑦𝑘, (26) further gives
𝜃𝑇𝑘𝑃−1𝑘 𝜃𝑘 − 𝜃𝑇𝑘−1𝑃−1𝑘−1𝜃𝑘−1

= 𝛽𝑘 1𝑟2 𝜃𝑇𝑘−1𝐺𝑇𝑘𝑦𝑘 + 𝛽𝑘 1𝑟2 𝑒𝑇𝑘𝐺𝑘𝜃𝑘−1
+ 𝛽2𝑘 1𝑟4 𝑒𝑇𝑘𝐺𝑘𝑃𝑘𝐺𝑇𝑘 𝑒𝑘.

(27)

Substituting (27) into (25) results in

𝜎2𝑘 = 𝜎2𝑘−1 + 𝛽𝑘 − 𝛽𝑘 1𝑟2 𝑒𝑇𝑘 𝑒𝑘 + 𝛽2𝑘 1𝑟4 𝑒𝑇𝑘𝐺𝑘𝑃𝑘𝐺𝑇𝑘 𝑒𝑘
= 𝜎2𝑘−1 + 𝛽𝑘 − 𝛽𝑘 1𝑟2 𝑒𝑇𝑘 (𝐼 − 𝐺𝑘Γ𝑘) 𝑒𝑘
= 𝜎2𝑘−1 + 𝛽𝑘 [1 − 𝑒𝑇𝑘 (𝛽𝑘−1𝐺𝑘𝑃𝑘−1𝐺𝑇𝑘 + 𝑟2𝐼)−1 𝑒𝑘] .

(28)

That is the end of the proof.

On the basis of Lemma 1, we further transform (19) into
that

𝜎2𝑘 ≤ 𝜎2𝑘−1
+ 𝛽𝑘 [1 − 𝜆min {(𝛽𝑘𝐺𝑘𝑃𝑘−1𝐺𝑇𝑘 + 𝑟2𝐼)−1} 𝑒𝑇𝑘 𝑒𝑘]

= 𝜎2𝑘−1 + 𝛽𝑘 [1 − 𝑒𝑇𝑘 𝑒𝑘𝜆max {𝛽𝑘𝐺𝑘𝑃𝑘−1𝐺𝑇𝑘 + 𝑟2𝐼}]
= 𝜎2𝑘−1 + 𝛽𝑘 [1 − 𝑒𝑇𝑘 𝑒𝑘(𝛽𝑘 󵄩󵄩󵄩󵄩𝐺𝑘𝑃𝑘−1𝐺𝑇𝑘 󵄩󵄩󵄩󵄩2 + 𝑟2)] .

(29)

Finally, we design 𝛽𝑘 as follows:
𝛽𝑘 = {{{{{

(󵄩󵄩󵄩󵄩𝑒𝑘󵄩󵄩󵄩󵄩22 − 𝑟2)󵄩󵄩󵄩󵄩𝐺𝑘𝑃𝑘−1𝐺𝑇𝑘 󵄩󵄩󵄩󵄩2 󵄩󵄩󵄩󵄩𝑒𝑘󵄩󵄩󵄩󵄩2 ≥ 𝑟
0 otherwise. (30)

Based on the above development, the main properties
of the proposed training algorithm given by (12)–(14) are
summarized in the following theorem.

Theorem 2. Consider the training algorithm given by
(12)–(14), if we design the weighted factor 𝛽𝑘 according to (30),
then the following statements are verified:

(1) If 𝜃 ∈ Θ(0), then 𝜃 ∈ Θ(𝑘), ∀𝑘.
(2) ‖𝜃 − 𝜃𝑘‖2 is bounded and nonincreasing.
(3) lim𝑘→∞‖𝑒𝑘‖2 ≤ 𝑟.

Proof. (1) Define 𝜃̃𝑘 = 𝜃 − 𝜃𝑘 and choose the following
Lyapunov function:

𝑉𝑘 = 𝜃̃𝑇𝑘𝑃−1𝑘 𝜃̃𝑘. (31)

Substitution of (10) into the Lyapunov function leads to

𝑉𝑘
= (𝜃̃𝑘−1 − 𝛽𝑘 1𝑟2𝑃𝑘𝐺𝑇𝑘 𝑒𝑘)

𝑇 𝑃−1𝑘 (𝜃̃𝑘−1 − 𝛽𝑘 1𝑟2𝑃𝑘𝐺𝑇𝑘 𝑒𝑘)
= 𝜃̃𝑇𝑘−1𝑃−1𝑘 𝜃̃𝑘−1 − 𝛽𝑘 1𝑟2 𝑒𝑇𝑘𝐺𝑘𝜃̃𝑘−1 − 𝛽𝑘 1𝑟2 𝜃̃𝑇𝑘−1𝐺𝑇𝑘 𝑒𝑘

+ 𝛽2𝑘 1𝑟4 𝑒𝑇𝑘𝐺𝑘𝑃𝑘𝐺𝑇𝑘 𝑒𝑘.
(32)

Recalling (11), (32) is expended to

𝑉𝑘 = 𝑉𝑘−1 + 𝛽𝑘 1𝑟2 𝜃̃𝑇𝑘−1𝐺𝑇𝑘𝐺𝑘𝜃̃𝑘−1 − 𝛽𝑘 1𝑟2 𝑒𝑇𝑘𝐺𝑘𝜃̃𝑘−1
− 𝛽𝑘 1𝑟2 𝜃̃𝑇𝑘−1𝐺𝑇𝑘 𝑒𝑘 + 𝛽2𝑘 1𝑟4 𝑒𝑇𝑘𝐺𝑘𝑃𝑘𝐺𝑇𝑘 𝑒𝑘.

(33)

Since 𝜍𝑘 = 𝑒𝑘 − 𝐺𝑘𝜃̃𝑘−1, (33) is equivalent to
𝑉 = 𝑉𝑘−1 + 𝛽𝑘 1𝑟2 𝜍𝑇𝑘 𝜍𝑘 − 𝛽𝑘 1𝑟2 𝑒𝑇𝑘 𝑒𝑘

+ 𝛽2𝑘 1𝑟4 𝑒𝑇𝑘𝐺𝑘𝑃𝑘𝐺𝑇𝑘 𝑒𝑘
= 𝑉𝑘−1 + 𝛽𝑘 1𝑟2 𝜍𝑇𝑘 𝜍𝑘

− 𝛽𝑘 1𝑟2 𝑒𝑇𝑘 (I − 𝛽𝑘 1𝑟2𝐺𝑘𝑃𝑘𝐺𝑇𝑘) 𝑒𝑘
= 𝑉𝑘−1 + 𝛽𝑘 1𝑟2 𝜍𝑇𝑘 𝜍𝑘 − 𝛽𝑘 1𝑟2 𝑒𝑇𝑘 (I − 𝐺𝑘Γ𝑘) 𝑒𝑘.

(34)

Substitution of the learning gain matrix presented by (13)
yields to

𝑉𝑘 ≤ 𝑉𝑘−1 + 𝛽𝑘 [1 − 𝑒𝑇𝑘 (𝛽𝑘𝐺𝑘𝑃𝑘−1𝐺𝑇𝑘 + 𝑟2𝐼)−1 𝑒𝑘] . (35)

In observing (29), (35) equals

𝑉𝑘 ≤ 𝑉𝑘−1 + 𝜎2𝑘 − 𝜎2𝑘−1 (36)

which can be rewritten as

𝑉𝑘 − 𝜎2𝑘 ≤ 𝑉𝑘−1 − 𝜎2𝑘−1. (37)

Then it follows that 𝑉𝑘−1 ≤ 𝜎2𝑘−1 deduces 𝑉𝑘 ≤ 𝜎2𝑘 ; namely,𝜃 ∈ Θ(𝑘 − 1) deduces 𝜃 ∈ Θ(𝑘).
(2) From the proof of the statement (1), it follows that

𝑉𝑘 ≤ 𝑉𝑘−1 + 𝛽𝑘 [1 − 𝑒𝑇𝑘 (𝛽𝑘𝐺𝑘𝑃𝑘−1𝐺𝑇𝑘 + 𝑟2𝐼)−1 𝑒𝑘]
≤ 𝑉𝑘−1 + 𝛽𝑘 [1 − 𝑒𝑇𝑘 𝑒𝑘(𝛽𝑘 󵄩󵄩󵄩󵄩𝐺𝑘𝑃𝑘−1𝐺𝑇𝑘 󵄩󵄩󵄩󵄩2 + 𝑟2)] .

(38)
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Considering the design of 𝛽𝑘 given by (30), (38) further gives

𝑉𝑘 ≤ 𝑉𝑘−1 (39)

which is equivalent to

𝜃̃𝑇𝑘𝑃−1𝑘 𝜃̃𝑘 ≤ 𝜃̃𝑇𝑘−1𝑃−1𝑘−1𝜃̃𝑘−1. (40)

Noting 𝑃−1𝑘 ≥ 𝑃−1𝑘−1, the following inequality holds
𝜃̃𝑇𝑘𝑃−1𝑘−1𝜃̃𝑘 ≤ 𝜃̃𝑇𝑘−1𝑃−1𝑘−1𝜃̃𝑘−1. (41)

Thus 𝜃̃𝑇𝑘 𝜃̃𝑘 ≤ 𝜃̃𝑇𝑘−1𝜃̃𝑘−1 is proved.
(3) The statement (3) will be verified for the following

different cases.
Firstly, when lim𝑘→∞∑𝑘𝑖=1 𝛽𝑖 = ∞, it results in

lim𝑘→∞𝑃−1𝑘 = ∞ according to (6). Then we know that
lim𝑘→∞𝜃̃𝑇𝑘 𝜃̃𝑘 = 0, due to 𝑉𝑘 ≤ 𝑉𝑘−1 ≤ 𝑉0 < ∞ which can
be observed from the proof of statement (2). In this case, the
statement (3) is straightforward.

Secondly, when lim𝑘→∞∑𝑘𝑖=1 𝛽𝑖 < ∞, it leads to
lim𝑘→∞𝛽𝑘 = 0. Thus, lim𝑘→∞‖𝑒𝑘‖2 ≤ 𝑟 can be derived from
(30).

That is the end of the entire proof.

Remark 3. The theoretical proof of this paper shows that,
as the input data increases, the estimation values of the
parameters will gradually approximate the true values of
the parameters. This proof ensures the convergence of the
estimation error.

4. Results and Discussions

We use the typical three-layer RBF neural network for the
classification of 350 sets of data. In the RBF NN model,
the input vector is six-dimensional and the output data is
one-dimensional vector. We assume that there are 19 neural
hidden nodes, and the width value of the Gaussian function
for each neural net is initially chosen as 10. The center point
of the Gaussian function for the 𝑖th neural net is chosen as𝑖 × [5, 5, 5, 5, 5, 5]𝑇, 𝑖 = 1, 2, . . . , 19. The weight value vector
is trained by the proposed set-membership approach and the
classification result can be shown in Figures 3 and 4.

The vertical coordinates of Figures 3 or 4 denote the
output values of the neural networks, which represent the
possibilities of the companies being acquired. And the green
diamonds in Figures 3 and 4 represent the acquired compa-
nies, and the red circles in Figure 3 represent the companies
that have not been acquired.

The closer the output value is to 1, the more likely the
company is to be acquired. The closer the output value is to
1, the more likely the company is to be acquired. The output
value of neural network is continuous, but the acquisition
is a Boolean variable. In order to achieve the purpose of
the classification, we choose 0.5 as the dividing line (the
blue line in Figures 3 and 4). The output value greater than
0.5 is on behalf of the company being acquired; otherwise
the company will not be acquired. By comparing the neural
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Figure 3: The RBF NN model training result (accuracy: 97.4%).
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Figure 4:TheRBFNNmodel classification result (accuracy: 81.6%).

network training results with the real acquisition results, it
could be observed from Figures 3 and 4 that the model
training accuracy has achieved 97.4%, whereas the validation
classification result is 81.6%. It should be noted that the less
accuracy of the validation is mainly due to the fact that the
validation data resource is only from the acquired spin-outs
which may not have fully representing behaviors for all spin-
outs. The weight value vector has been obtained by means of
the set-membership approach proposed in Section 3.3. With
the trained weight value, the average value of the NN output
is computed and equals 0.14. Then, we may wonder how the
following six factors (equity distributions) contribute to the
acquisition ofUSOs.Thus, wemodify the original data sets by
increasing proportion of one of the factors and decreasing the
ratio of other factors correspondingly.Then, the average value
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Table 1: Contribution results of different factors.

Factor Change of
average value

Positive or
negative

Strong,
medium, or

weak
Founders +0.0448 Positive Weak
University −0.0612 Negative Medium
Banks +0.1228 Positive Strong
Business angels +0.0406 Positive Weak
Venture capitals +0.0813 Positive Medium
Other +0.1193 Positive Strong

is computed by testing the modified data sets with the same
weight value. If the average value increases, we believe that
this factor contributes to the acquisition; otherwise this factor
will not contribute to the acquisition or even discourage
the acquisition. Meanwhile, the average value increases more
meaning that the corresponding factor contributes to the
acquisition more. The results are as shown in Table 1.

From the simulation results, it can be found that the
increase of founders’ equity has a positive effect on the
acquisition of USOs, though the effect is weak; the increase of
university’s equity has a negative effect on the acquisition of
USOs, and the effect is medium; the increase of banks’ equity
has a strong positive effect on the acquisition of USOs by the
value as +0.1228; the increase of business angels’ equity has
a relatively weak positive effect on the acquisition of USOs,
with the change value as +0.0406; the increase of venture
capitals’ equity has a positive effect on the acquisition of
USOs, and the effect is medium; the increase of other equity
has a positive effect on the acquisition of USOs, and the effect
is strong.

It is demonstrated that the increases of founders, financial
providers (including banks, business angels, and venture
capitals), and other equity are conducive to the acquisition of
USOs, and banks’ equity is the most influential factor for the
acquisition. The main reason for the results is possibly due
to the fact that founders and financial are more concerned
about the benefits and profits of USOs; therefore, the increase
of their equities is inclined to the acquisition.The reason why
other equity has a positively strong effect on the acquisition
might likely be that this is captured by other businesses, who
may be forming strategic joint ventures or alliances with the
USOs. The effect of business angels’ equity is much less, and
probably the reason for this is that business angels come from
diverse backgrounds ranging from former entrepreneurs to
finance specialists, all of whom are inclined to target the
less risky proposals compared to those favored by venture
capitalists. On the other hand, the increase of university
equity or other equity is not conducive to be acquired for
USOs, and it could be explained that universities are more
concerned about the emergence and transfer of knowledge
and technology compared to the economic benefits.

5. Conclusions and Suggestions

This paper adopts RBF NN model to investigate the impacts
of six equities (including founders, university, banks, business

angels, venture capitals, and others) on the acquisition of
USOs. Based on the sample data of 350 UK USOs, the
average distribution of spin-out equity at formation is first
calculated. According to this distribution, an RBF NNmodel
is employed to forecast the effects of each equity change
on the acquisition. To improve the classification accuracy,
the novel set-membership method is adopted in the training
process of the RBF NN. Furthermore, a simulation test is
carried out to test the effects of six equities on the acquisition
of USOs. The simulation results show that the increase of
university’s equity has a negative effect on the acquisition of
USOs; however, the increase of remaining five equities has
positive impact. The results demonstrate that the increases
of founders, financial providers (including banks, business
angels, and venture capitals), and other equity are conducive
to the acquisition of USOs.

According to the key findings of this paper, some policy
implications are proposed as references for decision-making
by policymakers, founders, universities, financing providers,
and so on.

(1) If USOs would like to be acquired in the future, a
reasonable equity allocation should be ensured by the
time of USOs formation when creating businesses
from university.

(2) If the equity distribution was determined when the
business was formed, and the USO has not been
acquired all the time, they should adjust equity
distribution and increase the percentage of founders’
equity, financial providers’ equity, or other equity
appropriately.

(3) In order to be acquired, USOs should encourage and
explore multiple investments and financing channels.
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