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Why the Gene Will Not Return*

Elisabeth A. Lloyd†‡

I argue that four of the fundamental claims of those calling themselves ‘genic plu-
ralists’—Philip Kitcher, Kim Sterelny, and Ken Waters—are defective. First, they claim
that once genic selectionism is recognized, the units of selection problems will be
dissolved. Second, Sterelny and Kitcher claim that there are no targets of selection
(interactors). Third, Sterelny, Kitcher, and Waters claim that they have a concept of
genic causation that allows them to give independent genic causal accounts of all
selection processes. I argue that each one of these claims is either false or misleading.
Moreover, the challenge that arises from the availability of genic causal accounts,
namely, the inability to choose on rational grounds among genic and higher-level
accounts, is unsupported.

1. Surprising Announcements. From the 1960s through the early 1990s,
substantive and far-reaching changes in population genetics occurred. The
debates concerned the units of selection and changed the nature and scope
of evolutionary explanations, turning attention from genotypic models to
models of structured populations. Furthermore, the relation of a trait to
its environment was explored in both models and empirical investigations.1

E.g., Maynard Smith’s early theoretical work on group selection provoked
theoretical debate, while Michael Wade and colleagues produced empirical
evidence for the efficacy of group selection as an evolutionary component.
Wade’s (1978) paper, in particular, criticized the ill-conceived, oversold,
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and rigid theoretical requirements for the efficacy of group selection in
nature. The result was a blossoming in a corner of population biology—
both in theoretical genetics and in empirical studies—of investigations
into the possibility of higher-level interactors such as those that had been
suggested in the house mouse by Lewontin and Dunn 1960 and Lewontin
1962.2 Various attempts had been made to expand population genetics
beyond the organismically-focused efforts of the pre-1960s, but the work
of the 1980s is distinguished by its achievement of consensus about many
fundamentals of hierarchical population genetics and by its empirical
substantiation of these ideas. Philosophers of biology soon joined the
revolution, attempting to sort out the various disputes and definitions,
analyzing the variety of evolutionary models, focusing in on what they
saw as the key issue of contention: How could the various methods and
principles be used for sorting out the key ‘units of selection’ (the objects
directly involved in selection processes determining the success of genes),
thus engaging in the ‘interactor debates’.

In the midst of this scientific abundance, some philosophers, calling
themselves ‘genic pluralists’, arose and attacked the new population ge-
netics, its models, and reinterpreted its empirical findings.

In 1990, Philip Kitcher, Kim Sterelny, and Ken Waters (henceforth
‘KSW’) announced that no one had to concern themselves with the units
of selection problem anymore: “Once the possibility of many, equally
adequate, representations of evolutionary processes has been recognized,
philosophers and biologists can turn their attention to more serious proj-
ects than that of quibbling about the real unit of selection” (1990, 161).
Yet, the debates continue. Concerns about units of selection in biology
and philosophy have not been settled by claims about representational
equivalence.

I argue that three of the chief claims of the genic pluralists are defective,
and that their overall argument is unsupported. First, there is the above-
quoted remark about philosophers and biologists who quibble over the
units of selection. Second, Sterelny and Kitcher (henceforth ‘S&K’) also
claim that there are no targets of selection (interactors). Third, KSW claim
that they have a concept of genic causation that gives independent genic
causal accounts of all selection processes. I argue that each of these claims
is either false or misleading. My approach to this literature is unusual; it
doesn’t take up the proffered notion of genic cause directly, nor does it
defend another view of cause. Rather, my approach is indirect, proceeding
through a fuller understanding of the role of interactors in selection theory.
KSW’s claim, that debate over units of selection becomes superfluous

2. These investigations are reviewed in Section 4. For detailed analysis of structured
population models, see Lloyd [1988] 1994.
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once the existence of equivalent (read: genic) representations has been
established, is shown to have things exactly backwards: Problems of units
of selection must be overcome in order to generate the adequate genic-
level theory that they take as one of their “many, equally adequate, rep-
resentations” (KSW 1990, 161). Debates over interactors, therefore, are
not ‘pseudoproblems’, and this fact ultimately has fatal consequences for
their claims that there are independent genic causal stories for any case
of selection (KSW 1990, 161).

The burden of proof lies with the pluralists to show that any such genic-
level causal accounts exist at all. I will not defend any particular hier-
archical view in the paper, as these have been defended elsewhere.3

2. The Genic Pluralist Challenge. ‘Pluralist genic selectionists’ (such as
S&K) believe that “there are often alternative, equally adequate repre-
sentations of selection processes and that for any selection process, there
is a maximally adequate representation which attributes causal efficacy
to genic properties” (1988, 358; emphasis added). This sort of pluralism
is peculiarly weak: It is simply an equivalence condition. Not only that,
the arguments, as given by S&K, entail genic reductionism; an ironic twist,
given that pluralism is usually an antireductionist position.4

More importantly, the peculiar sort of pluralism offered by S&K stands
in contrast with philosophically significant, stronger forms of pluralism.
There are three such forms. First, one in which each level of description
is understood as indispensable and independent, either locally or globally,
for describing a given phenomenon (Dupré 1993). This type of pluralism
offers an important type of unity. Each level of description is insufficient,
and connecting models are needed for the purposes at hand; this type of
pluralism can be used to support a global disunity of science claim. A
second important, and stronger, form of pluralism claims that either some
or all the different descriptions are jointly relevant to the phenomenon
under consideration; this is especially important when the relevant infor-
mation cuts across different levels or different kinds of description (Dar-
den and Maull 1977; Dupré 1993; Cat 1998, 2000, 2004). A third signif-
icant type of pluralism concerns unity and pluralism at the level of criteria,
independent of any specific theory or application. An example would be
multiple causal criteria, wherein criteria of causality above any specific
theory contribute a new dimension to the question of unity and pluralism
independent of the issue of the connection among theoretical facts (Cat

3. See Lewontin 1970; Wade 1978; Hull 1980; Wimsatt 1980; Sober 1984; Lloyd [1988]
1994; Brandon 1990; Williams 1992; Sober and Wilson 1998; Gould 2002, Section 4.

4. Waters’ pluralism, though, is not reductionist, although it does share other weak-
nesses with S&K’s pluralism.
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2000, 2004). S&K’s pluralism (further details of which are worked out in
Section 5) exemplifies the close relationship between pluralism as equiv-
alence and pluralism as reduction, both of which are in tension with the
general treatment of pluralism in the wider literature, as is made clear in
the conclusion.

KSW see themselves as attacking “some biologists” who “think . . .
there is a unique account that will identify the level of selection” (1990,
159; emphasis added). This question of levels is the question of identifying
the interactors for that process. But, they proclaim, “We believe that
asking about the real unit [level] of selection is an exercise in muddled
metaphysics” (KSW 1990, 159). This is because, according to KSW, the
gene itself can always be construed as the interactor in a selection pro-
cess—the entity that directly interacts with its environment such that rep-
lication is differential—once ‘environment’ is construed in terms of the
allelic perspective (Waters 1991, 554, 571; S&K 1988, 339, 341, 348). Thus,
“[hierarchical selectionists] err . . . in claiming that selection processes
must be described in a particular way, and their error involves them in
positing entities, ‘targets of selection’, that do not exist” (S&K 1988, 359).5

Thus, the pluralists’ claim that there is a causally adequate, general
evolutionary theory purely at the genic level—one that does not require
any appeal to higher-level causal interactors. This is not so. By helping
themselves to the necessary higher-level (interactor) information, the plu-
ralists make it appear that the hard-won methods for obtaining and in-
corporating such higher-level causal information (which is represented in
the mathematical structure of the models as a whole) are irrelevant; or
that debates over these methods have been resolved or overcome by ap-
plying the genic approach. They have not. One of the primary claims of
my paper is that, contrary to its proponents’ claims, the genic account
does not give us a theory independent of individuating causal interactions
at various levels of the biological hierarchy, nor does it solve or dissolve
the problem of how to individuate those very interactions.

3. The Basics. In Lloyd 1992, 2001, I analyzed the units of selection
problem into four distinct questions, and argued that much confusion
had arisen because participants in the debates were arguing at cross-
purposes.

The four questions I delineated as distinct ‘units of selection’ questions
were the replicator question, the interactor question, the beneficiary ques-
tion, and the manifestor of adaptation question. The replicator question
concerns which entity passes on its structure directly in replication (usu-

5. This may be a spot where Waters disagrees with S&K, since Waters does think of
selection as a force acting on a target.
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ally, but not only, genes) (Dawkins 1982; Hull 1980; but see Griesemer
2000). I shall expand on the second, interactor question, below, since it
is the focus of this paper. The beneficiary question involves which entity
benefits, in the long term, from the evolution by selection process, while
the question of which entity manifests adaptations plays a central role in
determining which entities have ‘engineering’ adaptations at a given level
of organization (see Lloyd 2001; Williams 1966). Using this framework,
I analyzed many of the major positions in the units of selection contro-
versies, and concluded that numerous players were mixing and matching
the various questions in developing their requirements for what it takes
to be a real unit of selection.

One of the easy cases for my 2001 paper to sort out was the debate
between Dawkins and the group selectionists. Dawkins makes clear that
by a ‘unit of selection’, he means a replicator, not a vehicle (interactor).6

Since he categorizes not only organisms but also groups as vehicles, groups
cannot, by definition, be units of selection (1982, 115). In contrast, the
genic pluralists have developed arguments, driven by new approaches to
interactors,7 which pit genic selectionists directly against group selection-
ists.8 While numerous authors since 1988 have attacked these genetic plu-
ralist views (originating in their present form with Waters 1986), none of
these criticisms has been particularly successful in convincing readers ex-
actly what is wrong with the position.9

I argue that the basic problem lies in the pluralists’ understandings of
the role of interactors in models. Their genic models are explicitly derived
from causal models involving higher-level interactors, as I review in Sec-
tion 5. Any genic causal account is thus derivative from an interactor
causal account, and is not independent at the genic level, since it incor-
porates these higher-level causes. This result undermines their claim to
have established independent causal genic selection models at all. Before
presenting the details of this argument, let me return to the crucial in-
teractor question.

4. Interactors. In its traditional guise, the interactor question asks, What
units are being directly selected in a process of natural selection? An
interactor may be at any level of biological organization, including group,

6. The distinction between vehicles and interactors is clarified in Section 4.

7. But see Williams 1966 and Maynard Smith 1987 as underdeveloped precursors.

8. These are arguments that I did not examine in my 2001 paper, although Lloyd
[1988] 1994, 133–143 concerns them directly.

9. For example, Sober 1990; Sober and Wilson 1994; Shanahan 1997; Sober and Wilson
1998; Glymour 1999; Van der Steen and Van den Berg 1999; Stanford 2001; Glennan
2002; Wilson 2003.
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kin-group, organism, chromosome, gene, or even parts of genes. The in-
terplay between an interactor and its environment is mediated by traits
that affect the interactor’s effects on genic success. Some portion of the
expected fitness of the interactor is directly correlated with the value of
the trait in question. Finally, the expected fitness of the interactor is com-
monly expressed in terms of fitness parameters, that is, in terms of the
fitness of replicators; hence, interactor success is most often reflected in
and counted through, replicator success.10

At what levels of biological organization do interactions occur that
make a difference to replicator success? There are a number of ways to
study this question, including modeling, experimentation, and fieldwork,11

and various methods have been proposed over the years for identifying
interactors.12 These have been used primarily in theoretical and philo-
sophical discussions. At the same time, population biologists (sometimes
in interaction with philosophers) have developed a wide variety of tech-
nical definitions.13 There has been much argumentation over which ap-
proach is best.14 The issue as it stands is undecided, although various
research groups using different (but closely related) approaches, each with
their various strengths, have made advances.

The emphasis in biological discussions of interactors is on getting the
statistical and causal information that will make the model empirically
adequate to the phenomena. For example, Heisler and Damuth’s popular
contextual analysis approach (Multilevel Selection I) to discovering and
isolating interactors has three goals: the measurement of relationships
between characters and fitness; the location of the level of biological or-
ganization at which these relationships occur; and the evaluation of causal

10. The term ‘interactor’ is David Hull’s; it was designed to make up for shortcomings
in Dawkins’ term ‘vehicle’. Specifically, ‘vehicle’ was meant by Dawkins to refer to the
developmental consequences of replicators (not exclusively, but usually, genes). Prob-
lems with the vehicle idea occur however when genes themselves are the entities in-
teracting with the environment directly, as in meiotic drive or segregation distortion.
Using Hull’s terminology, genes would, in these cases, be called ‘interactors’, whereas
there is no place in Dawkins’ hierarchies for them, despite the fact that he emphasizes
these ‘outlaws’ from the organismic perspective (Hull 1988, 28; Kawata 1987).

11. See Lloyd [1988] 1994 and Sober and Wilson 1998 for relevant literature reviews.

12. This includes the approaches of Lewontin (1970); Sober (1984); Brandon (1982,
1990); Wimsatt (1980, 1981); Lloyd ([1988] 1994); Sober and Wilson (1994, 1998); and
Glennan (2002), among others.

13. For example, Price (1972); Lande and Arnold (1982); Arnold and Wade (1984);
Arnold and Fristrup (1982); Wade (1985); Heisler and Damuth (1987); Damuth and
Heisler (1988); Lewontin and Dunn (1960); Lewontin (1962); Mayo and Gilinsky
(1987); Nunney (1985); and Sober and Wilson (1998), among others.

14. For one superior recent critical evaluation, see Okasha 2004.
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models of selection that are proposed on the basis of prior research (Heisler
and Damuth 1987, 594–595). The struggles in the literature involve the
best ways of doing so. Some of the empirical work15 involves demon-
strating the efficacy of various hierarchical models in accurately modeling
an empirical system (Goodnight and Stevens 1997). Thus, constructing
models with information at the higher-level is at the heart of the empirical
and causal explanatory uses of hierarchical models. Dugatkin and Reeve
emphasize explanatory (1994, 123–124) and research (1994, 126–129) suc-
cesses of hierarchical models as against ‘broad individual’ models. Sober
and Wilson, using the trait group approach to modeling hierarchical se-
lection, review many case studies in which higher-level information makes
the difference between building empirically, explanatorily, and causally
adequate and inadequate models (1998). Griesemer and Wade (1988) dis-
cuss nontrait-group hierarchical models.16 Despite the variety of models
and the disagreements regarding the success of particular models, the take-
home lesson here is clear. Empirical adequacy, explanatory sufficiency,
and research promise are all evaluated to determine the appropriateness
of interactor models at distinct levels of the biological hierarchy.

In Hull’s analysis, selection must be understood as two distinct causal
subprocesses: replication and interaction. In the genic selectionism of
KSW (derived, as Waters acknowledges, from Williams 1966),17 the same
processes are involved; it’s just that both take place at the genic level.
The fundamental claim here is that genes are the ultimate interactors.
Whenever other structures can claim to be interactors, genes can claim
to be interactors, too, and the genic claims are more ‘general’ and ‘unified’.

I now examine how the pluralist genic selectionists manage to formulate
genes as interactors.

15. For example, house mouse (Lewontin and Dunn), Tribolium (Wade), insects (Col-
well), ponds (Wilson), social hymenoptera (Dugatkin and Reeve), crop plants (Griff-
ing), hens (Craig and Muir).

16. See discussion of the differences from trait group models in Wade 1978, 1985;
Lloyd [1988] 1994; Goodnight and Stevens 1997.

17. Note that Williams does not adopt either Dawkins’ later ‘expansion’ of his views,
nor Waters’ interpretation of his genic line of thought. Williams is committed to using
the hierarchical notion of interactor: “Natural selection must always act on physical
entities (interactors) that vary in aptitude for reproduction . . . interactors can be
selected at levels from molecules to ecosystems, and there has been helpful recent
progress on this levels-of-selection question” (1992, 38). Although, interestingly, in this
1992 book, wherein Williams spends a good deal of time emphasizing the important
causal roles of interactors in selection processes, he still prefers to call replicators (or
‘codex’), and not interactors, the ‘unit of selection’, because they are the beneficiaries
of the long-term selection process (1992, 16; cf. Lloyd 2001 on the beneficiary question).
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5. Claims of Equal Representation. The fundamental claim of the plu-
ralists is that anything that a hierarchical selection model can do, a genic
selection model can do just as well. Thus, much attention is paid to
showing that the two types of models can represent certain patterns of
selection equally well, especially those that are conventionally considered
hierarchical selection exemplars.

5.1. Specific Claims of Equivalence. Let’s take a closer look at S&K’s
example, the sickle-cell anemia case, in which the heterozygote is superior
to either homozygote in malarial environments. This is usually described
as the heterozygotes having a higher fitness than the other pairs, and thus
that selection is occurring on the level of the genotype.

Now look at the alleles in the heterozygote superiority case from the
genic point of view. “The alleles form parts of one another’s environments.
. . . The property of directing the formation of a particular kind of he-
moglobin, has a unique environment-dependent effect on survival and
reproduction” (S&K 1988, 345) (see Waters 1991, 560). The key lies in
considering the other allele at a locus as a crucial part of the focal allele’s
environment, and calculating allelic fitnesses according to these crucial
environment parts.

S&K work it out this way in the sickle-cell case:
Let P1 be the collection of all those allele copies that occur next to an

S allele, and let P2 consist of all those allele copies that occur next to an
A allele. Then, the property of being the A gene (i.e., property of directing
the production of normal hemoglobin) has a positive effect on the pro-
duction of copies in the next generation in P1, and conversely in P2. “In
this way, we are able to partition the population and to achieve a Daw-
kinsian redescription” (1988, 347). Thus, an allelic-level description is
derived, once the population is divided into the right subenvironments—
ones in which the alleles have noncontext-sensitive fitness effects.

Note that S&K’s redescription requires the values for the positive effects
of being an A gene in population P1, and the negative effects of being
an A gene in population P2. These numbers are commonly known as the
genotype fitnesses. On S&K’s story, the fitness of allele A is W(A) p

. Thus, they need to have fitness information concerningpw(AA) � qw(AS)
what is usually considered the (higher-level) interactor in this system, the
organism or genotype (AS), in order to derive their Dawkinsian rede-
scription. The reason this is important is because they have offered no
principled way of telling when the higher-level causal fitness parameters
will be important to their allelic model.

In a paper that some take to support the S&K genic claims, Peter
Godfrey-Smith and Richard Lewontin (1993) proved that they could cre-
ate regular population genetics models based on either allelic frequencies
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or genotypic frequencies. They formalize some of the results implicit in
S&K’s suggestion for remodeling. The results are quite interesting, because
in Lewontin’s ingenious derivation of an allelic from a genotypic model,
we find, sitting right in the midst of the ‘allelic’ model, a genotypic fitness
parameter. This result (inadvertently) provides further support for the
view that empirically adequate allelic-level models are dependent in their
construction on higher-level information. This is a great deal more serious
than simply obtaining a parameter value from another model, which hap-
pens frequently; rather, S&K have no model at all, without relying on the
entire higher-level structure.

Waters acknowledges this issue. In his discussion of the Sober and
Lewontin model (1982) of heterozygote superiority, he observes that
“changes in gene frequencies are determined by the fitnesses of gene pairs
. . . hence, it appears that the force of selection impinges on gene com-
plexes, not on individual alleles” (1991, 557). Waters notes that the allelic
fitness of gene S with A in its environment may have the same numerical
value as the fitness of diploid genotype AS, “but the interpretations are
not the same. . . . One concerns the propensity of a single gene to make
good in a genetic environment, the other concerns the propensity of a
gene pair in a less inclusive environment” (1991, 560). But what does it
signify? If the parameters are semantically distinct and you must use the
higher-level information, then the pluralists’ models are parasitic, deriv-
ative, and hence, not independent. We still need the information about
heterozygote fitnesses, and we need to get it the same way—by looking
for interactors in a selection process. Thus, the S&K account is not a
genuine alternative to the hierarchical account; it is simply a renaming
of parts of the mathematical structure developed through hierarchical
means, i.e., it is derivative. KSW may object that they are not obliged to
furnish new methods or rules of thumb for determining the fitness of a
gene. But remember, they are claiming to have a new genic-level theory.
They have eschewed the units of selection debates, and presumably, their
methods and procedures, having claimed that they are all ‘muddled met-
aphysics’ and ‘pseudoproblems’. Thus, they cannot just appeal to ordinary
interactor-locating devices or methods that arise squarely out of the very
debates they have trashed.

Let us now turn to one of the classic cases of the efficacy of interdemic,
or group, selection—the case that even Williams acknowledged was hi-
erarchical selection.18 Lewontin and Dunn, in investigating the house
mouse, found first, that there was segregation distortion, in that well over

18. Note that this is not a case of trait group selection, and, as such, is not subject to
any of the mathematical intertranslatability arguments recently highlighted in the phil-
osophical literature.
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80% of the sperm from mice heterozygous for the t-allele also carried the
t-allele, whereas the expected rate would be 50%. They also found that
male homozygotes with two t-alleles were sterile. But there was a further
complication, which is that, even taking into account the level of the t-
allele segregation distortion, plus the fact that there was strong selection
against t-allele homozygotes, t-alleles tended to occur at a lower frequency
in populations of house mouse than was expected. Consequently, given
that they knew the biology of the house mouse tended to favor small
breeding groups over large ones, Lewontin and Dunn investigated the
effects of differential group extinction. They found a substantial effect of
group extinction based on the fact that female mice would often find
themselves in groups in which all the males were homozygous for the t-
allele, and hence sterile, and the group itself would therefore go extinct.
Thus, they developed a hierarchical selection model on which three levels
of interactors were operating simultaneously. This, then, is how a genuine,
empirically robust, hierarchical model was developed (Lewontin and
Dunn 1960; Lewontin 1962).

What the genic pluralists want to note about this case is very narrow,
that is the question “whether there are real examples of processes that
can be modeled as group selection can be asked and answered entirely
within the genic point of view” (KSW 1990, 160; emphasis added). Waters
tells how to “construct” a genic model of the causes responsible for the
frequency of the t-allele (1991, 563).

In order to determine the fitness parameter of a specific allele, let’s call
it A, we would need to know what kind of environment it is in at the
allelic level, e.g., if it is paired with a t-allele. Then we would need in-
formation about a further distinct detailed layer of the environment of
A, such as what the sex is of the ‘environment’ it is in. If it is in a t-allele
arrangement, and it is also in a male environment, the allelic fitness of A
would be changed, as a result of segregation distortion. And so on, with
the demic environments, too. As we can see, various aspects of the allele’s
environment are built up from the gene out, depending on what would
finally make a difference to the gene’s fitness. The overall fitness of the
A allele is calculated by adding up the fitnesses in each set of specialized,
detailed environments and weighting them according to the frequency of
each environment. Question: How does Waters know that interactions at
the group or organismic level will have an effect on genic fitness?

Significantly, each one of these levels of genic environment is an inter-
actor on the ordinary hierarchical view. This is how all the causal infor-
mation from the regular hierarchical model gets transformed and derived
into genic terms. So the end result is that what was represented as a
causally relevant interactor in the hierarchical model ends up being re-
named as a causally relevant allelic subenvironment type in the allelic
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model. Different state space, same overall fitness structures, same causes.
(See Section 6, Premise 2.)

Waters insists that the empirical issues do not disappear under his genic
analysis. For instance, the possibility that female mice could be caught
in populations in which all males are homozygous for the t-allele “is as
much an issue for the genic selectionist as it is for the group selectionist”
(1991, 564). Thus, Waters writes, “I can see no basis for concluding that
[this genic representation] misrepresents the causal process” (1991, 564).
“What appears as a multiple-level selection process (e.g., selection of the
t-allele) to those who draw the conceptual divide [between environments]
at the traditional level, appears to genic selectionists of Williams’s style
as several selection processes being carried out at the same level within
different genetic environments” (1991, 571; emphasis added). Note Waters’
identification of selection processes with the renaming of parts of the
hierarchical mathematical structure (see Section 6).

5.2. How Is It Done? This whole procedure of determining which level
of allelic environment needs to be included looks suspiciously like those
used to determine whether something is functioning as a hierarchical
interactor. Given that the pluralist genic selectionists have eschewed the
interaction question, its presence in the middle of their model is surprising.
But, they need to know if there are aspects (traits) of the environment
functioning at certain levels that make a difference to replicator success.
How is that discovered? What are the heuristics for determining relevant
partitioning of the environments?

The similarity between the hierarchical interactor and genic environ-
mental ways of seeking information necessary for an adequate model is
clinched by the fact that the pluralists want to use the same tools for
delineating genetically relevant environments as others do when they are
looking for interactors. The point here is not that there is something wrong
with the genic selectionists wanting to use efficient tools for dividing up
the allelic environments. Rather, the point is that they claimed to have
overcome the ‘quibbles’ involving just those issues. Waters, however, sug-
gests that a genic analysis could be based on my additivity approach to
identifying interactors. The additivity criterion presupposes some defini-
tion of the environment. Change the way that the environment is defined,
for example to Williams’ way, suggests Waters, and “genic selectionists
could individuate genetic environments” under the additivity approach”
(1991, 563).19 Unfortunately, the sensible notion of borrowing a method

19. My (1986, [1988] 1994) ‘additivity criterion’ for an interactor has been criticized
by Peter Godfrey-Smith (1992) and Sahotra Sarkar (1994). But both Godfrey-Smith
and Sarkar misread the additivity criterion as requiring that we have a level of selection
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for identifying potential higher-level interactors in order to determine the
genic environments, and thus to have more adequate genic-level models,
embroils Waters in the interactor debates that he claimed to avoid using
the genic approach.

In a more oblique move, S&K appeal to a traditional approach for
identifying interactors in order to divide up genic environments for allelic
models in an empirically adequate fashion. Brandon (1982) used the sta-
tistical idea of screening off to identify which levels of entities are causally
effective in the selection process. In other words, it is a method used to
isolate interactors using traditional notions of environments.20 S&K, how-
ever, propose that screening off be used for the genic approach by changing
the notion of environment to the allelic environment (1988, 354). So,
despite the fact that S&K, like Waters, claim to overcome the units of
selection ‘pseudoproblems’, they, like Waters, end up taking sides in the
interactor debate.

For Waters, and more obliquely S&K, levels of interaction important
to the outcome of the selection process (in genic terms) are being discov-
ered in the usual ways—that is, by using hierarchical approaches to iden-
tify various levels of interactors, and that information is then being trans-
lated into talk of the differentiated and layered environments of the genes.

Given this derivative method of model building, the crucial question
for KSW is whether the problem of interactors has really been disposed
of. The genic view requires a hierarchical set of environments in order to
develop a workable genic fitness parameter. Thus, anything that makes
a difference to genic fitness must be partitioned off into a separate en-
vironment of the gene. This is done in their examples in only one way—
by taking the already established causally based higher-level model struc-
tures, and by terminological transformation and mathematical derivation,
‘converting’ them into genic environments (Godfrey-Smith and Lewontin
1993; S&K 1988; Waters 1991).

Note, in particular, that the relevant causes remain at the hierarchical
level, e.g., Waters’ inclusion of demic ‘environments’ as causally relevant.
In other words, it is the demes’ properties interacting with the demes’
environments that are being included here as causally relevant to allelic
success; these are read straight off of the hierarchical structures’ inter-

not only if there is a nonadditive component of fitness at that level, but also if all
parameters in the model, including dominance and even the genic-level fitness param-
eter, all have nonzero additivity. This is not what the definition says, as is clear from
reading the rest of Chapter 5 ([1988] 1994). However, I am not currently defending
any specific approach to the interactor question. For an insightful account of my
additivity criterion, see Griesemer and Wade (1988).

20. Brandon (1990) distinguishes between physical, ecological, and selective envi-
ronments.
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pretations of causes. But, what has happened here besides a derivative
change in state space and the altering of names from ‘interactor’ to ‘en-
vironment part’? Standard hierarchical interactor definitions and tech-
niques are used to isolate, divide, and structure the ‘environments’ causally
relevant to genic success, and renaming these higher-level investigations
and causes does not make them go away. This is especially important to
see in the case of causes; when hierarchical structures’ causes are used to
produce empirically adequate lower-level models, the fact that the higher-
level causes are now ‘hidden’ does not mean they play no role in the new
models. More importantly, because the lower-level models are fully de-
rivative from the hierarchical models, there are no new causes introduced;
there are only causes that are derivative from the hierarchical structures.

The reader may be wondering, at this point, whether the pluralists’
commitment to using interactor methods and models makes any difference
to their broader claims, which are ontological. Their exact relations to
the alternative account, the hierarchical account, then become the center
of attention.

Two models that are mathematically equivalent may be semantically
different, that is, they have different interpretations. Such models can be
independent from one another, or be one derivative from the other. In
the genic selection case, the pluralists appear to be claiming that the genic-
level models are independent from the hierarchical models. The claim is
that although the genic models are mathematically equivalent, they have
different parameters, and a different interpretation, and they are com-
pletely independent from hierarchical models.

But, despite the pluralists’ repeated claims, we can see from their own
calculations and examples that theirs are derivative models, and thus, that
their ‘genic’ level causes are derivative from and dependent on higher-
level causes. Their genic-level models depend for their empirical, causal,
and explanatory adequacy on entire mathematical structures taken from
the hierarchical models and refashioned. This is why their implicit or
explicit use of the hierarchical interactor definitions is so damaging to
their case that genic models are somehow competitors to hierarchical
models.

This point becomes transparent when pluralist genic selectionists use
techniques for locating hierarchical interactors in order to make their genic
selection models work. By taking a stand on which specific technique to
use in determining the levels of causal interaction (or equivalently, allelic
environment) having significant effects on the genic level, the pluralist
genic selectionists have (inadvertently) taken a stand regarding the very
squabbles that they claim to avoid. And, they have taken sides in them
without undertaking the considerable theoretical work involved in justi-
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fying the choices they have made. Thus, they occupy positions that they
are unable to defend, due to their denial that there is a problem at all.

Given the failure of the pluralist selectionists to extricate themselves
from the interactor debates, and their cavalier and undefended adoption
of one or another hierarchical definition of an interactor in order to make
their genic models empirically adequate, the punch line to their paper
seems especially ill-conceived. They argued that the presence of equally
adequate representations of evolutionary processes means that philoso-
phers and biologists can cease ‘quibbling’ about units of selection. Instead,
it seems: After the genic selectionists take an undefended position on the
units of selection ‘quibbles’, we must allow the possibility of many, equally
adequate representations of evolutionary processes, including genic ones.

6. The General Pluralist Argument. So far, I have focused on how the
genic pluralists’ models are derivative from higher-level models, in par-
ticular their dependence upon prior solutions to the units of selection
problem (in this case, the interactor question). This might seem to leave
their general arguments about the existence of alternate models, and the
seemingly arbitrary nature of choice among them, untouched. But, this
is not so. The issues of derivativeness, dependence, and the general plu-
ralist argument are intimately connected. The basic structure of the ar-
gument for pluralism, along with evaluations of its premises, are set out
below.

Premise 1. “There are alternative, maximally adequate, representa-
tions of the causal structure of the selection process” (S&K 1988,
358; emphasis added). (Cf. Waters 1991, 572.)

Analysis. Derivativeness implies that these alternative representations are
not genuine alternatives. Rather, they are semantic reinterpretations de-
pendent on the empirical and explanatory adequacy of higher-level mod-
els. Investigators into higher-level interactors incorporate environmental
factors, trait-bearing entities, and demonstrations of correlations with
fitness components, etc., (as reviewed in Section 4) into their models. This
results in mathematical structures, (however represented) key aspects of
which are required for the empirical adequacy of the structures. Renaming
parts of these structures does not change conclusions drawn about other
parts of these structures, particularly the level(s) at which entities interact
with their environments through their traits (traditionally, the definition
of an interactor or unit of selection). Premise 1, therefore, is undermined
by the derivative nature of the multienvironmental allelic structures, and
especially by the derivative nature of any causal claims. There are no
alternative causes, nor operative levels of selection; there are simply re-
named structures in derived models.
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Subpremise 1. “Specifically, we can always find a way to present a
selection process in terms of the causal efficacy of genes” (S&K 1988,
358; emphasis added).

Analysis. This premise, a special case of Premise 1, is undermined by
Lewontin’s argument, which shows the dynamical insufficiency of pre-
senting selection processes purely in terms of genic causes in genic state
space and reconstructed allelic environments. The premise is already un-
dermined by the derivativeness discussed in the analysis of Premise 1.
Lewontin gives an in-principle argument against the possibility of such
allelic models. (See Section 8.)

Premise 2. (Partly suppressed.) Genic and hierarchical accounts iden-
tify different causal efficacies or agents or causes (S&K 1988, 358;
Waters 1991, 562).

Analysis. This premise appears to result from metaphysical assumptions
involving agents. Specifically, once a model is reformulated in terms of a
particular state-space in which alleles are the state variables, there seems
to be a tendency to identify a distinct causal agent. An example of this
metaphysical move occurs in Waters’ account of sickle-cell anemia,
wherein the ‘agent’ in the model to which we attribute ‘causal power’, as
well as a different ‘level of selection’, is the allele, because it is the state
space of the model (Waters 1991, 564). Waters gives no defense of this
position. Williams defends it by appealing to what I have analyzed as the
‘beneficiary question’: What entity is around in the evolutionary long run
to benefit from an evolution by selection process? In sexually reproducing
species, the answer must be the allele; hence, according to Williams (1966),
the allele is the ‘unit of selection’.

S&K, in contrast, do give arguments for the differences in causal at-
tribution of the hierarchical and genic-level models, but the arguments
they appeal to are Dawkins’, nearly all of which are aimed at organismic
selectionists, which are not under consideration here. (See Lloyd [1988]
1994, 2001 for discussion.) Dawkins’ arguments apply to the replicator
question and not to the interactor debate, and hence are misapplied by
S&K.21 Dawkins’ own argument is also based fundamentally on his in-
terest in the ‘units of selection’ as beneficiaries, following the lines of
Williams, and fares no better against those who are engaged in the in-
teractor debates (Lloyd 2001). The problem with focusing on the ‘units
of selection’ as beneficiaries question in the late 1980s is that all of the

21. Sterelny and Kitcher repeat Dawkins’ arguments that the focus should be on the
‘causal properties’ of alleles, but their argument is undone by their definition of allelic
fitness, which falls to Lewontin’s objection (S&K 1988, 346).
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debate in population genetics, and the vast majority of the debate in
philosophy, focused clearly on either the ‘interactor’ question, or a com-
bination of the ‘interactor’ question with the ‘manifestor of adaptation’
question. Thus, KSW, in addressing the ‘unit of selection quibbles’ relating
to population genetics, can only plausibly be read as addressing the ge-
netics arguments and related philosophical arguments concerning specific
disagreements about how interactors or interactors-and-manifestors-of-
adaptations are defined and identified. Any appeal to the beneficiary ques-
tion would be, at best, off-point—a metaphysical sideshow.

But perhaps we do not have to appeal to metaphysics at all. There is
a precedent in scientific practice for changing causal accounts when the
state space is changed. As Rob Cummins (personal communication, 2005)
has noted:

If you have discriminations that you can make empirically, yet there
doesn’t seem to be room in your current state space to allow them
to do some work, it is a standard practice in the quantitative sciences
to move up to a bigger state space, simultaneously changing your
interpretation of the model’s causal structure. The same thing can
work in the downward direction. Thus, we have a principle—change
state space: change causal structure.

These cases, however, are purely empirically driven.
With the genic pluralists, in contrast, we change the state space, but

not the empirical content of the theory at all, thus undermining the jus-
tification for accompanying a change in state space by a change in causal
structure. The principle stated above holds where there are changes in
empirical content.22 Thus, the pluralists are trying to have it both ways.
An unwary reader, however, may easily be misled by this particular move
made by KSW.

Thus, we are back to the metaphysical claims discussed above. In sum,
much of the genic pluralists’ view rests on implicit, heavily loaded met-
aphysical assumptions in which causal agency is assigned according to
the state space in the model: If you have a model in which the allele is
the entity with a fitness parameter, then assume that the allele is the ‘actor’,
‘agent’, or ‘cause’ of the selection scenario.

Conclusion. Genic pluralism is correct (S&K 1988, 358). “[T]he causes
of one and the same selection process can be correctly described by

22. Based on a discussion with Rob Cummins, January 27, 2005.
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accounts which model selection at different levels” (Waters 1991,
572).23

Corollaries of Conclusion. (a) There is no units of selection problem;
it has been dissolved by the availability of multiple models. (b) There
are no targets of selection.

Analysis. The corollaries of the conclusion have been shown to be incorrect
(see Sections 4 and 5).

Conclusion. Since Premise 1, Subpremise 1, and Premise 2 are un-
dermined, the conclusion is unsupported. In addition, two corollaries
of the conclusion have been shown to be false, which directly indicates
the falsity of the conclusion.

7. Pragmatic Virtues. In presenting their claims for the importance of a
completely genic-level evolutionary theory, S&K contrast ‘two images’ of
evolution by selection. The two images they have in mind are organismic
and genic selectionism. They state that the relative worth of the two images
turns on two theoretical claims in evolutionary biology:

1. Candidate units of selection must have systematic causal conse-
quences. If Xs are selected for, then X must have a systematic effect
on its expected representation in future generations.

2. Dawkins’ genic selectionism offers ‘a more general theory of evo-
lution’, one that can handle organismic selection cases, but also other
cases that are problems for organismic selection. (1988, 340)

Challenges to pluralist genic selectionist accounts typically assert that
pluralism fails to meet Condition 1. Pluralists’ arguments purportedly
showing the equivalence of genic and higher-level models are aimed at
rejecting this critique. As I have shown, this defense comes at a very high
price, namely, an explicit appeal (via adoption of hierarchical methods
and models) to higher-level causal consequences that the genic pluralists
claim to avoid.

Additionally, S&K’s arguments for the superior generality of the genic
approach, aim at the wrong target, organismic selection, since none of

23. This is a legitimate conclusion in the small number of selection cases found that
can be categorized as ‘extended phenotype’ cases. But these cases make up a quite
small minority of selection cases, and thus cannot be used to represent hierarchical
selection as a whole. Dawkins’ mistake, in his 1982 book, was to take only organismic
selection and genic selection as his two alternatives; thus, he ended up concluding that
there was an abundance of extended phenotype cases. Once hierarchical selection is
taken into account, this clearly doesn’t hold.
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the authors they attack actually defend that view, as Sober pointed out
(1990, 152). When S&K do finally confront the real contender, hierarchical
selection theory, they seem to misunderstand it (1988, 359). Their mistakes
here are identical to their mistakes in the arguments for the other putative
virtue of the genic approach, its unity, so we will skip ahead to that virtue,
since at least it’s aimed at an appropriate target.

Genic selectionism’s other ostensible virtue is that it is more unified
than the hierarchical view, according to Dawkins and KSW. With genes
as both replicators and interactors, the entire theory of evolution by nat-
ural selection is unified and all selection phenomena can be taken into
account. Against this they compare the hierarchical account, where “pro-
cesses are diverse in the kinds of representation they demand” (1988, 354).
Thus, it appears that you have need for one type of representation for
group selection, another for kin selection, another for genic selection, and
so on. Hierarchical selection looks like a big mess. But this reveals a deep
misunderstanding of hierarchical theory, which was unified in its initial
form (ironically) by Dawkins, and then in its current form by Hull.

According to Hull, at each level of the biological hierarchy where there
is selection going on, there is an interactor at that level and a replicator
at that level, or more usually at a lower level. The biology of the situation
determines which entities play the functional roles of interactors and rep-
licators in a given case (1980). The hierarchical theory is thus a highly
unified theory, capable of accounting for all cases of selection, including
genic selection.24 The formal models for hierarchical selection illustrate
this unification beautifully.25

8. Conclusion. In sum, the genic view does not have the big advantage
claimed; it does not avoid the unit of selection ‘quibbles’ after all. But,
the causal questions concerning which entities are interacting with their
environments in a way that affects replicator success—including questions
concerning how to know when to take such interactors into account and
how to detect them—are crucial for the genic approach, as the genic
pluralists themselves have shown. The causal equivalence of the models
is better thought of as derivative; higher-level causes are reformulated
down in model translation and imported into the genic models, not chang-
ing one whit the level at which the identified interaction between trait and
environment that makes the difference to genic success (the interactor)

24. Which, by the way, Dawkins couldn’t do with his replicator-and-vehicle theory.
See footnote 10.

25. E.g., Arnold and Fristrup 1982; Heisler and Damuth 1987; Damuth and Heisler
1988; Wade 1985.
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actually appears in the overall mathematical structure from which the
genic model is derived.

This means that the crucial question regarding the levels of interaction
necessary to model a given selection process is still outstanding, whether
it is put in hierarchical terms or genic ones. Worse, the pluralists we
examined attempt to sidestep this question, but cannot; they end up taking
sides inadvertently in the interactor debate, all the while claiming they
have overcome just that debate. Neither philosophers nor biologists can
ignore the debate about interactors in selection; the outcomes make a
difference to the empirical, explanatory, and causal success of the models
produced.

Pluralist genic selectionists also claim that once genic and other alter-
native representations of selection processes are available, there is no
scientific way (except perhaps the reductionist one) to choose among the
various alternative models (S&K 1988, 358).26 In addition to the deriv-
ativeness argument, the additional flaw with this argument is that Le-
wontin has shown the dynamical insufficiency of their approach to genic
models, wherein the allelic frequencies and the layered allelic environments
of the alleles determine fitnesses. Even if they had an independent causal
definition at the genic level (which they do not), the models would not
be the promised “[presentations of] a selection process in terms of the
causal efficacy of genes” (S&K 1988, 358). Thus, there can be no ‘causal
equivalences’ of the sort they claim to have shown.

Let me spell this out in more detail. Perhaps S&K, especially, have
simply chosen badly in illustrating their point, and perhaps the revamping
of Williams that Waters is suggesting could do the trick, without relying
on the derivation from hierarchical models. Not so, says Lewontin. There
is something fatally wrong with any model that attempts to model a
selection process using genic selection parameters and associated allelic
environments. Indeed, there is also something faulty in using purely ge-
notypic state space models to represent selection, since, at every gener-
ation, we need allelic-level information about segregation and usually,
recombination, in order to produce a pool of gametes. Thus, properly
conceived, population genetics models need, at a minimum, information
from both the allelic and the genotypic space.

Since all regular population genetic models require both allelic and
genotypic level models to produce dynamically workable models, Le-
wontin argues the following. Take an allelic-level model in which we are
using allelic-environments to determine allelic-level frequencies (as all the
models suggested by the pluralists require). At each generation, we must

26. Waters (1991) is probably an exception to the reductionist move, here.
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readjust the selection coefficient according to the frequencies of the dif-
ferent alleles. How is this done? The obvious way is to take a weighted
average of the fitnesses in the different allelic ‘environments’, weighted
by how frequent the different ‘environments’ are (as suggested by S&K
1988, 346). But this will only work if the alleles find themselves in the
different environments randomly, i.e., if we are in Hardy Weinberg pro-
portions. So we are required to determine how frequent the combinations
of alleles and ‘environments’ are, i.e., what the frequencies of different
diploid genotypes are. That is, we are required to go up to the higher
level; it can’t all be done at the allelic level, any more than genotypic
calculations can all be done at the genotypic level alone—they are reliant
on the allelic level.

Even if the population is in Hardy Weinberg equilibrium, that must be
confirmed, which also requires going up to the genotype level. So, no
matter what, in order to calculate the next generation of allele frequencies,
we must know the next generation’s genotype frequencies, in order to
calculate the fitnesses of the alleles in the allelic space. The only alternative
is to stay in the allelic space completely, and track empirically the changes
in the genic selection coefficients at each generation, in which case, every
generation would produce a new model, unlinked to the model of the
previous generation. If we were to approach it this way, there would be
no science of population genetics, i.e., no way to produce trajectories of
gene changes over time, or predictions of changes, or explanations of
changes. Consideration of more than one locus for selection (as many
of the models touted by the genic selectionists involve) makes the empirical
tracking approach mathematically intractable, as well as predictively use-
less. Thus, there is no way to actually represent a selection process over
time with an allelic-level model. They are not dynamically adequate without
information from at least the genotypic level, and maybe higher levels,
so even setting aside the issue of the origins of the allelic models from
hierarchical or genotypic models, the allelic models cannot be used at all
without the constant input of genotypic or hierarchical models in order
to represent selection processes. There is no equivalence here, only utter
dependence.27

Obviously, this argument completely destroys Subpremise 1. But even
if Lewontin’s argument were to fail, and through some other form of
modeling, an independent purely genic environmental causal model could
be rendered empirically adequate, KSW have certainly not established
this. Meanwhile, there are no ‘causal equivalences’, and so no independent
genic models. Thus, there are no independent, maximally adequate, caus-

27. Based on personal correspondence with Richard Lewontin, January 15, 2005.
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ally different accounts of any particular selection episode to choose be-
tween: There are no independent genic causal models, and all the other
models offered as ‘alternative views’ are derivative. When combined with
the problems with Premise 2, the genic pluralists are left in trouble.

Not only have the genic pluralists failed to show that the units of
selection question is obsolete, they have failed to show their famous ‘equiv-
alence’ between alternate causal models of selection, particularly the genic
ones: Generally, such supposed ‘alternative causal models of selection’
are (1) mere derivations of hierarchically structured models and not causal
alternatives as advertised, or (2) as Lewontin shows, nonderivative, but
dynamically inadequate.

The only sustainable conclusion of ‘The Return of the Gene’ and ‘Tem-
pered Realism’ turns out to be that accurate, causal, empirically adequate
genetics models are precisely the hierarchical structures that KSW have
relabeled.

Thus, rather than the very weak (and unworkable) equivalence form
of pluralism that KSW find in the units debates (and in the genic reduc-
tionism of S&K), I see four factors pointing toward of one of the stronger
forms of pluralism mentioned in Section 2: the t-allele case; the methods
for isolating and identifying interactors; proven derivativeness; and Le-
wontin’s argument for the unsustainability of an allelic-level model-type.
In particular, descriptions of some or all of the different levels of a system
are required for an adequate scientific account (see Section 2). This hi-
erarchical form of pluralism instantiates locally, for a given phenomenon,
a nonreductive form of unity, because all the different forms of descrip-
tions are brought to bear. Thus, hierarchical selection exemplifies a strong
and important form of pluralism, exactly contrary to the claims made by
KSW; far from being a form of ‘monism’, as charged, it is a strong form
of pluralism, standing in contrast to the weakened (and reductionist, in
the hands of S&K) form of pluralism advocated by the genic pluralists.

Sometimes simpler models are useful as tools, as has long been rec-
ognized by all geneticists. (For recent discussion, see Michod 1999.) But
playing with the genetics in such a way that it doesn’t improve the em-
pirical adequacy of the models or theoretical understanding of evolu-
tionary change is simply a step backwards to 1966.28 Remember, Williams’

28. Kerr and Godfrey-Smith’s (2002) article claims to do more than this; specifically,
they believe viewing an evolutionary process from both individual and trait group
points of view yields insight that might not otherwise be available. Note that their
paper helps itself to the higher-level information from the beginning, clearly begging
an important empirical and methodological question. Nevertheless, it is also heavily
indebted to Eshel’s work from the 1970s—work that lies firmly in the tradition discussed
in the present paper, and so might well be compatible with many of the conclusions
drawn here.
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(1966) allelic parsimony argument was widely interpreted as a reason to
never even take a look at higher-level interactions, interactions that even-
tually led to empirically more adequate models (Lloyd [1988] 1994, 94–
96; Williams 1966, 5, 66, 93–95; Williams 1992). Similarly, the genetic
pluralists seem to want to return us to a pre-1980s state of population
genetics, one in which structured population genetics and hierarchical
selection structures played little or no role, empirically or theoretically.

In the end, confused metaphysics (or twisted scientific practice, take
your pick) are insufficient to fill the gaps in the arguments the genic
pluralists present. Thus, genic pluralism fails on multiple counts; it serves
only to highlight the success of hierarchical approaches to selection
processes.
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