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The epistemic poverty objection is commonly levelled by externalists against deontolog-
ical conceptions of epistemic justification. This is that an “oughts” based account of
epistemic justification together with “ought” implies “can” must lead us to hold to be
justified, epistemic agents who are objectively not truth-conducive cognizers. The epi-
stemic poverty objection has led to a common response from deontologists, namely to
embrace accounts of bounded (perspectival) rationality—subjective, practical or regu-
lative accounts rather than objective, absolute or theoretical accounts. But the bounds
deontological epistemologists and their opponents entertain rarely include cultural lim-
itations. This paper considers neo-Vygotskian (contextualised cognition) arguments
that we must consider such cultural limits in defending deontologism, and thus that
any deontologically motivated perspectivism must be in part a cultural perspectivism.
The dangers of strong relativism are flagged and an attempt is made to steer a middle
path between this and a parochial anti-rationalist objectivism.
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The Epistemic Poverty Objection and its Standard Response

The deontic conception of internalism in epistemology (henceforth and through-
out: just “internalism”) involves the idea of cognitive accessibility, of epistemic

deontology, and of these being connected via an “ought” implies “can” principle.
These three things may be used to create a problem for internalism. Here is Al-
ston, seeking to do just that. Note that his target, “Jdi” stands for deontic, internal-

ist, justification: just the deontic notion of epistemic justification as developed after
Clifford, Descartes, Locke, Chisholm, Foley and many others—not least Alston

himself.1 Its chief characteristic is that the person possessed of such a conception
of justification has done everything they reasonably could do in the circumstances

to be justified, to fulfil their epistemic obligations. Still, he notes:

Jdi does not give us what we expect of epistemic justification. The most serious defect
is that it does not hook up in the right way with an adequate, truth-conducive
ground. I may have done what could reasonably be expected of me in the manage-
ment and cultivation of my doxastic life, and still hold a belief on outrageously inade-
quate grounds. (Alston 1985, 67–8)

Alston then gives examples of such cases—of dutiful but helplessly flawed cogniz-
ers. These are examples of a familiar type, typical of many in the externalist litera-

ture: A tribesman may have been brought up to accept the traditions of his tribe
as authoritative, and have never seen anything to call these traditions (of inquiry
etc.) into question. (We will return to this “tribesman” example below). Or a per-

son may be intellectually honest and diligent, but just rather dim; or not dim espe-
cially, but highly impressionable. A person may lack an education, being

vulnerable to all kinds of unfounded hearsay and superstition as a result. In gen-
eral, one may have discharged one’s epistemic duties as responsibly as one is able,

but still (blamelessly) be holding one’s beliefs on “outrageously inadequate
grounds”. In a nice turn of phrase, Bonjour (2003, 176) refers to these as situa-

tions of “epistemic poverty”.2

The point here is that if epistemic justification is to be construed deontically,

then, a priori, “ought” implies “can”—the deontic terms of approbation and dis-
approbation alike require that I could have done otherwise (and didn’t or did
respectively). But then, if I could not have reasoned any better than I did; by

modus tollens, the internalist may not hold me to be unjustified. Yet epistemic
poverty cases of this kind are meant to indicate that one may be outrageously

unjustified for all that, since one may blamelessly fall foul of Alston’s “most seri-
ous defect” and “not hook up in the right way with an adequate, truth-conducive

ground”.

The Standard Response: Distinguish Objective From Subjective Justification

This stock argument—in both ethics and epistemology—has a stock response. This

is to draw a distinction between objective and subjective duty. One is culpable,
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blameworthy, irresponsible, should one fail to discharge one’s subjective duty; one
is not blameworthy, irresponsible, merely in virtue of failing to discharge one’s

objective duty—which failure may be quite out of one’s hands. Owens (2000)
notes this distinction in Sidgwick (cf. 1907, 413). Plantinga (1993) credits his ver-

sion of this distinction to Aquinas; though a more immediate source might well be
his formative influence, Chisholm, who himself credits Richard Price:

When it is said, then, that people ought to believe what is evident and that they
ought not to believe what is unreasonable, “ought” has its practical use. But when it
is said that they ought to believe what is true and ought not to believe what is false,
“ought” has its absolute use. (Chisholm 1957, 6–8)

As Alston notes:

S has fulfilled his objective obligation iff S has brought about A. S has fulfilled his sub-
jective obligation iff S has done what he believed to be most likely to bring about A.
(Alston 1985, 61–2)3

The deontic understanding of justification, plus the ought-implies-can principle,

leads to the threat of being never able to convict an agent of being unjustified,
even when he is radically awry, should he or she merely be unable to apprehend

the fact that he or she is mistaken. The solution to this problem for the internalist
is to mark a distinction between “absolute” and “practical” justification—between
fulfilment of “objective” and “subjective” duties. To escape the epistemic poverty

objection, deontic, oughts-based justification must be restricted in its application
to the “subjective”, “practical” realm. There is another, “objective”, “absolute”,

sense of being justified for which the discharge of duty, the fulfilment of obliga-
tions, be we ever so diligent, is not guaranteed to satisfy.4 So, consider when Gold-

man says

I shall assume that only right epistemic rules make a difference to genuine justified-
ness. This point should be equally acceptable to both internalism and externalism.
(Goldman 2009, 5–6)

This point will be “equally acceptable to both internalism and externalism” only

should this statement be read by each under a different interpretation of “right
epistemic rule”. For the internalist, this means subjectively right; for the externalist,
objectively right.5 Argument at cross purposes beckons if we do not keep this in

mind.6

Bounded and Grounded

The development of this distinction in the epistemic and ethical literature was par-

alleled by neighbouring ideas in the psychological and economic literature. Follow-
ing Herbert Simon’s work (itself contemporaneous with Chisholm’s) it was widely

acknowledged that rationality had to be bounded. That is, the rational standards
that any agent could be held to needed attenuation in the light of processing
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constraints and other human limitations (computational restrictions, working
memory constraints, informational restrictions, time to reach decision, etc.). An

idealised (“reified”) notion of rationality would be no theory of (human) rational-
ity at all, it would face problems of computational intractability and “combinato-

rial explosion”—it would perhaps pertain to Martian rationality, or the rationality
of Broad’s Mathematical Archangel, but not to that of a human subject in an epi-

stemic quandary. Workers in these literatures differ considerably in how bounded
their theories are—with some being more idealised and others more perspectivally

attenuated. A basic distinction may be drawn (after Elqayam 2011, 2012) between
bounded and grounded perspectival restrictions on epistemic justification. Roughly,
the former pertain to species-wide psychological constraints—on working memory,

processing capacities, computational limitations and time constraints—in educated
humans who may nevertheless be otherwise considered idealisations or abstrac-

tions. The latter factor in individual differences limitations (how dim or bright the
rational agent is, their cultural and educational limitations—Alston’s “tribesman”

point, and the like). The spectre of relativism hovers more obviously over a theory
that acknowledges the latter constraints than the former, but neither is an “objec-

tive” or “absolute” account. It is the same “ought” implies “can” principle that is
used to argue for either kind of constraint, bounded or grounded, thus acknowl-

edging one kind of perspectival attenuation yet not another may be deemed rather
arbitrary.

Deontically internalist theories’ restrictions on only accepting a justificatory

ground that may be accessible to the agent is then best seen not as a definitional
primitive. The access restriction is rather derived from the deontic core of the the-

ory. To be necessarily capable of directing cognitive conduct—of providing “rules
for the direction of the mind”—an epistemology must not go beyond the resources

of the epistemic agent: those resources that are bounded by the agent’s own intel-
lectual abilities and such cultural facilities as they have access to some distance out

from these. That is, it may travel perhaps into their “Zone of Proximal Develop-
ment” (Vygotsky 1978); but it must remain within the compass of their bounded
and grounded resources in at least some, perhaps extended, sense (cf. the Theaete-

tan aviary example (Plato 1992, 197c–d)).
The dialectic to this point should be familiar to most readers. The challenge is

whether the position we have reached is a stable and defensible one. Too few
deontic-internalist epistemologists who are tempted to draw the standard perspec-

tivalist restriction appreciate how severe will then be the pressure on them towards
quite an extreme relativism. Too few externalist epistemologists who are tempted

to repudiate the standard perspectivalist restriction on grounds of a lack of truth-
conducivity appreciate how severe then will be the pressure on them towards quite

an extreme (and arbitrary) parochialism. The attempt in what follows will be to
chart a middle path between these extremes; but before doing this we should
introduce a small part of the empirical evidence that informs these debates.
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Perspectivism and Real Rather than Armchair Tribesmen

Alston’s tribesman case is put forward by him, quite legitimately, only as a philos-
opher’s “toy” example; but as examples of epistemic poverty, toy or not, such cases

should be seen as raising large issues. That such armchair constructions are cases
where agents may straightforwardly be taken to lack knowledge should be con-
ceded far more readily than that they, with the same facility, should be taken to be

irrational. After all, a necessary condition on knowledge is truth, truth is absolute,
and if said tribesman is in possession of a falsehood then he is in this respect,

straightforwardly epistemically impoverished; and further, regarding the epistemol-
ogy of these epistemic attributions, may in principle be seen by us (if we are in

possession of said truth) to be relatively more impoverished than us (though apro-
pos the neo-Bartlettian tradition, here there are some caveats, even as regards

knowledge attributions). But attributions of irrationality, whether between cultures,
or across individuals within a culture who start from the possession of differing
epistemic resources, will be a lot more problematic. Philosophers commonly

underestimate how culturally situated, how educationally laden, and how restric-
tive is their conception of the rationally acceptable variance here. As an example of

between-cultures variance, consider Luria’s famous “white bear” case (Luria 1976
in Mackintosh 2012). In sensitive, culture-fair testing that was unusually sophisti-

cated for its time, Luria/Vygotsky presented illiterate rural Uzbek peasants in the
1930’s with the following:

In the far north, where it snows, the bears are white.

Nova Zemblya is in the far north, and it is always snowy there.

What colour are the bears in Nova Zemblya?

Typical responses were

How should I know? I have never been to the north.

Why are you asking me? You have travelled and I have not.

So-and-so said the bears were white, but he is always lying.7

The peasants refused/failed to “decontextualise”. They didn’t get as far as Cheng
and Holyoake’s (1985) claim that what was lacking in cases of failure in reasoning

using conditional syllogisms (within our own culture) was a context that made
clear to participants that they should apply “pragmatic reasoning schemata” (rules

of permission, obligation or authorisation). The prior contextual failure here was
much more radical. The Uzbeks may not even have got as far as what is known

(in the literature seeking to defend the rationality of western psychology under-
graduates in the face of their difficulties with the conditional syllogism) as an alter-
native task construal—one of L. J. Cohen’s (1981) “performance errors”.8 Luria’s

Uzbek peasants appeared to refuse/fail to accept such problems as legitimate at all.
Are we to maintain that conditions of (acknowledged) epistemic poverty withheld
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from Luria’s Uzbeks the capacity for rationality in regard to extraordinarily basic
logical inferences?

Well, presumably we should accept that some kind of epistemic error/failure/
limit is indeed revealed here. (Though note that in the political context of the

time, to be as terse as the above on being questioned by educated Russian outsid-
ers might have been no error at all9). Question: do we hold this to be a competence

failure—logical incompetence concerning an inference principle as basic as modus
ponens? Or do we rather say that some kind of “front-end” performance difficulty

is present, yet with no clear evidence of logical incompetence—a logical compe-
tence that may still be defended as universal? If we accept this forced-choice, surely
we must say that we don’t know (though with the “rationalist” suspicion that it

may be a more-immoveable-than-usual, culturally determined performance error);
but I would suggest that we should also consider whether such cases stretch the

limits of the performance-competence distinction itself. Problem cases such as
these (and they are common in the cultural psychology and anthropology litera-

ture) are unlikely to be dissolved by a project to make what is already an appar-
ently “culture fair” front-end even more “culture fair”—or indeed, (per

impossibile) “culture free”. Rather, the aspiration to what must always and inevita-
bly be merely a peripheral cultural fairness is here found to be a vain one. Further,

by pursuing the project of fractioning out cultural, perspectival, differences—as
contextualised performance noise against a backdrop of “pure” decontextualised
logical competence—one may throw out precisely what it is one wishes to investi-

gate (cf. Bartlett 1932).10

But should we then judge, à la Alston, that epistemic poverty has made the

Uzbek peasants straightforwardly irrational? Some psychologists (especially the
defenders of two-system theories)11 who, when faced by the rationalist (“Pangloss-

ian”) apologia that participants much closer to home are not illogical/irrational
but are merely construing the reasoning problem differently, counter that there are

rational norms too, concerning the appropriate heuristics and algorithms employed
by participants for task construal (e.g. Stanovich, West, and Toplak 2011). So, such
psychologists offer as response, the options either that participants are irrational

for failing to solve the problem that they have construed correctly, or that they are
saved from this charge of irrationality only to be convicted of prior irrationality at

the level of task construal—say, for failing to decontextualise appropriately (ibid.,
Stanovich and West 2000, Adler 2000). Perhaps that is an acceptable line to take

with one such as Cohen (1981), who tries to defend, with narrow reflective equi-
librium, the rationality of those who fail e.g. Kahneman–Tversky or Wason tasks

yet have been granted access to the full range of our decontextualised cultural and
educational training to adulthood (such psychologists’ undergraduate partici-

pants).12 Do we though, apply such an approach cross-culturally—to participants
such as Luria’s? One hopes not. There has been a huge amount of prior training
for us to have reached the stage at which we can interpret, say, an IQ test as

intended, and there needs to be more for us to interpret a Bayes theorem task or
Wason task or rational decision theory task as intended. Decontextualised contexts
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of this nature are, in a sense, as contextualised as any the Uzbek peasant or the
Kpelle tribesman trades in—they are contexts of decontext—hugely powerful and

extremely acculturated ways of gearing up our cognition. Because we have been so
exhaustively inculcated, literally from birth, into such decontextualised contexts,

we fail to appreciate how extraordinarily immersive and intensive our acquisition
of this context (of decontext) has been (cf. Flynn 201113)—or how recent its arri-

val in human cultural and intellectual history. Though it wouldn’t be as easy as
for Socrates’ exchange with the slave boy, we could, in principle if not in fact, give

Luria’s peasants a wholesale modern schooling, training them to a performance
criterion whereby they decontextualise somewhat as ourselves (or, as Luria/Vygot-
sky emphasised, as their Soviet-educated children)—but what would that prove?

We want to know whether these peasants here are rational beings, not whether a
genetically identical but culturally-cognitively altered counterpart would be. To

know the answer to that, one would need to see the problems which confront
them in their actual lives, understand something of the resources they bring to

bear upon these problems, and decide matters accordingly. That would require a
lot of knowledge about them, a deep engagement with them—an understanding of

their epistemic perspective at least partially from within (an “emic” rather more
than an “etic” approach14). As the tradition from Vygotsky and Luria puts it: it

would require insight into their cultural construction of the world. Absent such
knowledge, I assume, at least in principle, that they may be rational in the ways
that it is open to them to be rational, no less than you or I may be rational in the

ways that it is open to us to be rational.

The Danger of Parochialism

An issue confronting any epistemologist is how much of what he or she has to say

about normative epistemology, and especially about rationality, will generalise
cross-culturally. In common with most epistemologists, I do not have a specialised

training in anthropology or cultural psychology; and a measure of disciplinary
humility is appropriate. But the approach to epistemic justification I endorse—

namely, a thin deontology, bounded by the acceptance of an “ought” implies
“can” principle together with a recognition of human cognitive and (here) cultural

limitations, an approach which thereby emphasises the regulative rather than the
theoretical desideratum of epistemic adequacy—is clearly vulnerable to counterat-

tack until or unless my more theoretical opponents are made aware of how vexed
these issues actually are, and how fraught is the “objective”, “absolute” position on
rationality that they are committed to defending. All accounts of rationality are

and must be must be bounded accounts—to at least some degree. The stance
Oaksford and Chater adopt (here, of Bayesian reasoning) applies not just to Baye-

sianism, but to other areas in which a conception of “rationality as objective opti-
misation” is operative:
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Spontaneous, real-world risky decisions, even of moderate complexity, are not made
using Bayesian inference, because they could not be. Since the mind/brain is a limited
information processor, the processes of risky decision-making cannot be based upon
optimal, algorithmic procedures. This means that the only rationality to which we
can aspire, as individual decision-makers, is one bounded by our limited computa-
tional resources. In consequence, the observation that we do not behave in accor-
dance with Bayes’s theorem could not impugn our rationality. Our rationality could
be questioned only if we were capable of using the optimal strategy but failed to do
so. Thinking otherwise is akin to condemning us because we do not fly even though
we do not possess wings. (Oaksford and Chater, 1992, 226–7)

The issue is not then, one of bounded versus unbounded rationality, but of how

bounded, and which bounds. I believe there can be no principled grounds for
including species-wide biological constraints (working memory, processing speed,
etc.) yet not cultural constraints (which will also be mediated and expressed bio-

logically). But this position—endorsing an emic somewhat more than an etic
approach to rationality—must then be defended in turn against charges of (a) all-

out relativism (whether cultural or subjectivist) and (b) that by offering a ready-
made exculpation for so many putative errors of rationality it undermines the pro-

ject of normative rationality tout court. It also has to be stated (c) where it stands
on the notion of a project for “objective” rationality at all.

As regards (c) there are a range of legitimate projects for investigating more
objective concepts of rationality, projects distinct from both the objective investiga-
tion of knowledge and the kind of highly perspectivist approach to rationality that

I advocate. Although this paper is not concerned with such projects, they are legit-
imate areas of inquiry—especially the more psychological projects, and especially

in their more recent (less irrationalist) versions. The psychological literature on
judgement, reasoning and choice is clearly of importance, both positively and neg-

atively—say, in taxonomising the syndromes through which objectively sub-opti-
mal reasoning often manifests itself across a range of highly decontextualised tasks

in our culture (what formerly was called the heuristics and biases literature).
There are likewise legitimate non-psychological projects to derive theorems in

logic, statistics, rational decision theory, etc., and apply them intelligently to real-
world problems. Someone who is in a context whereby he has access to such algo-
rithms yet doesn’t apply them, will objectively be likely to do poorly, and more-

over will be at least likely (subjectively, perspectivally) to be irrational for not
applying them. There is no suggestion that permitting a Dutch book to be made

against oneself, or applying a non-Bayesian algorithm to a clearly Bayesian task, or
playing non-expected-value poker against a poker-bot is anything but objectively

sub-optimal in terms of desired outcome. We are, however, all of us, unavoidably,
deploying objectively sub-optimal algorithms in much of what we do—because we

are all limited in our epistemic resources. Even a very idealised, objectified,
rational agent is still, qua rational agent, very strictly bounded—and grounded. A
“reified” rational agent, idealised beyond all bounds, is no rational agent at all

(Kant 1933, B8, the “light dove”).
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Seeing things in terms of individual differences expands on this point. Clearly
those with higher general intelligence will often (Stanovich and West 2000) though

not always (Stanovich, West, and Toplak 2011) do better across a range of prob-
lem situations than those who are less intelligent; as often (depending on the task)

will those who are better educated; or have greater “need for cognition”
(Kahneman 2003)—at least for the tasks with which this literature is concerned.

But rationality is very substantially a metacognitive concept. It pertains not simply,
or chiefly, to a characterisation of the power and efficiency of the first-order, dedi-

cated cognitive resources that we bring to the task (Stanovich and West’s “algo-
rithmic-level efficiency”) but rather how we use what we have got—the interplay
between the algorithmic-level and the level of their “reflective mind”: to say noth-

ing of the interplay between the latter and that mind’s extended grounding in cul-
ture. In this sense, a less intelligent or less educated or more culturally

impoverished agent, may yet be more rational than a more intelligent or more
educated or more culturally privileged agent—should the former use what she has

got to work with better than the latter does relative to that with which she works.
We use what we have got, they use what they have got, and they, and we, are

rational (in this, subjective, regulative, sense) if we use what we have got well, dili-
gently, and to the limits of our ability. There will be limits to how objectively irra-

tional a subject can be before he or she is too damaged to be considered a part of
the community of rational agents at all; but these limits can’t, surely, be so restric-
tive as to require the community of rational agents to include all and only those

with a modern university education, or written language, or grasp of statistics, or
basic arithmetic, or any level of formal, abstract, education at all. Most humans

who have ever lived have been rational animals. There is a decent, principled anti-
relativism; and then there is a narrow, self-regarding parochialism.

The Spectre of Relativism

This leads to issue b) the question as to whether such a perspectival conception of
epistemic justification must lead to the eclipse of the normative project tout court.

I think that clearly it does not. One basic point has been stated above: someone
who has access to an objectively good algorithm, and that it is an objectively good

algorithm, yet who doesn’t apply it, will objectively be likely to do poorly, and is
at least highly likely (subjectively, perspectivally) to be irrational for not applying

it. People are, after all, quite often irrational. The fact that there may be perspec-
tival, exculpatory, factors available to them to absolve them from the charge of
irrationality doesn’t mean there routinely are such factors—hence, that there is

such exculpation—it doesn’t mean epistemic agents have a “get out of jail free”
card: it just means that in any given case we must look at the details. Concerning

a) I have argued against relativism as applied to truth elsewhere and at length
(Lockie 2003a, 2003b, 2006). As regards the commitments of this kind of deontol-

ogism, a series of points can be made in summary here.
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Firstly, as noted, there is no suggestion that, in the unlovely parlance of our
times, the result of the contextualised reasoning/refusal to reason of the peasant/

tribesman may be compared with the normatively correct decontextualised
response and be deemed “equally valid”. Objectively, where such inferences are

wrong they are invalid in both the strict logical sense and any jejune metaphysical
sense that lies beyond that. No less objectively incorrect would be a failure to draw

an inference when enough information exists to do so,15 as (salve the political
interpretation) Luria’s peasants did. In Bruner’s famous phrase, it was possible to

have gone beyond the information given—to work out that the bears in Nova Zem-
blya were white. Luria’s peasants couldn’t have done this, hence subjectively they
weren’t irrational; but “one could”: objectively, that potentiality was there, in the

data. Similarly, in, say, the equivalent decision-theoretic cases: where such reason-
ing is incorrect, nothing can make this anything other than objectively sub-optimal

in terms of the desired outcome—and likewise for Bayesian cases and others in
which this literature trades. Truth is absolute, without qualification, and where

such cases involve one agent making an inference that is not truth-preserving/not
truth-conducive and another agent making an inference that is, there is no sugges-

tion that, objectively, the two sets of reasoning are on a par. But it is regulative
epistemology we are doing here, not theoretical. Simply: absolutism is acknowl-

edged at the level of the latter, and not at the level of the former. The regulative
question is whether the agent has done all she can with the resources at her dis-
posal, not whether, with resources she does not command, some quite other agent

might have done better. (Note however, that whether she has done all she can,
bounded and grounded by the perspective she is in, is itself an absolute, trans-

perspectival matter of fact—not something of which she is the arbiter).
Secondly knowledge, the other great normative-epistemic concept, is externalist

and not to be understood in this fashion (see Lockie 2004, 2008). The two desider-
ata carve up our enterprise between them: this, regulative, project of articulating a

deeply perspectival account of rationality should not be considered in isolation
from this other, theoretical, project.

Thirdly, Theaetetan peritrope limits on relativism are fully acknowledged: no

system, even one as perspectivist as this, is without any absolute constraints and
commitments. I am not here articulating any specific rational commitments (any

“fixed bridgehead”) but one obvious Theaetetan point is that any system which
argues for a perspectivally bounded, deontological, account of justification on the

basis of “ought” implies “can” cannot allow that this latter principle be intra-per-
spectival in turn; and this is a very substantial commitment. There will doubtless

be other “absolutist” commitments, though I suspect these will largely resist arm-
chair elucidation. Perhaps there is a “fixed bridgehead” of canonical rational prin-

ciples (non-contradiction, say, though from the above, possibly not modus ponens);
or perhaps there is only a neo-Lucretian variable bridgehead (though I suspect the
latter need not be anything like as weak a position on rationality as some philoso-

phers have supposed). I am here taking a stance on the broad-brush conceptual
issues. I don’t have to take a stance on the details here, and I suspect that when it
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comes to such details, even where there are philosophical contributions to be
made, they will require the philosopher to work quite close to the data. So, the

reader is invited to read Cummins (1996) for an impressive argument to the claim
that deontic reasoning is innate. Cummins marshals evidence from cognitive psy-

chology, anthropology, primatology, developmental psychology and neuroscience
to triangulate to the conclusion that we have an innate deontic reasoning “mod-

ule”. In only the first of these disciplines do I have something approaching an insi-
der’s grasp of the literature; but I find her arguments for innateness per se fairly

plausible. I am likely committed to a claim as to the universal nature of deontic
reasoning at some level—with innateness then being a candidate constructive
explanation why. I am less tempted by the “modularity” aspect of her innateness

hypothesis. My own arguments are not empirical however, and I remain a specta-
tor in several areas of the scientific debates.

Fourthly, a reminder: the normative epistemology of these matters is what con-
cerns us, not the cognitive (or other) psychology. Seeing rationality in deontic terms

involves rationality as a metacognitive notion. We are asking whether the agent has
reasoned as she ought. The reasoning we are appraising for rationality may perhaps

employ Cummins’ “deontic modules”, just as it may employ Goldman’s “J rules” or
Cheng and Holyoak’s “pragmatic reasoning schemata”, or any of several explanatory

posits for why, as the cognitive psychological literature indicates, deontic contents/
contexts so enhance performance on, e.g. the Wason task, or other tasks. So, the
first-order reasoning may be deontic in its nature (and there is good quality empiri-

cal evidence that some of it is); but it may not—and need not, to nevertheless be
deontically appraisable at the higher-order (metacognitive) level. The first-order rea-

soning we are appraising for rationality may be any kind of reasoning that the agent
owns, that belongs to her, that she is responsible for. This deontological approach

does not then require that the agent’s first order cognition be deontological, it
requires that at the higher order level, important aspects of the agent’s cognitive

conduct be deontically appraisable: that the agent be deontologically appraisable.
Even highly contextualised humans—tribesmen, peasants, etc.—own their cognition
and are responsible for crucial aspects of it (including some of it that is non-deontic

in any first-order sense). They own it and are responsible for it because (in certain,
significant, respects) they have control over it. That is something I suggest that all

humans have in common—at least, all that that may be seen as rational or irratio-
nal, namely: Responsibility-relevant access and control over our cognition.

It seems likely that this higher-order deontic appraisability, even though it can
apply to non-deontic reasoning at the first-order level, nevertheless could not exist

were there not the concrete cognitive capacities to implement deontic reasoning at
some (e.g. metacognitive) level. But that wouldn’t require first-order deontic facul-

ties (Cummins’ “innate deontic modules” say) to be reflexively applied at the
meta-level—though it would be compatible with this as one possibility. An
account of rationality answering to the regulative desideratum and phrased in

terms of metacognitive deontic appraisability, might, at the executive, agential,
level, not be best understood in terms of a faculty psychology at all. It (this execu-
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tive metacognitive capacity, the presence of which is here envisaged as being
required for us to be held epistemically responsible) might be emergent out of the

holistic capabilities of the mind. Or, it might instead be a dedicated, ontologised,
central, executive, processor—rather, that is, than a first-order module that is now

(here) working on extrinsic tasks and now (here) turned in on itself. From the
armchair, I do not have to take a stance here.

Fifthly, and lastly, a counterattack: we have to ask as to who the relativist is
here. Is he the epistemic deontologist, acknowledging he is answering entirely to

the regulative desideratum, and thereby embracing perspectivism; or is he the psy-
chologist/philosopher/cognitive scientist who (qua theory of rationality) represents
the objective, absolutist, opposition view? Picture a caricature (not entirely a cari-

cature) “first-wave” (“irrationalist”) version of the latter, castigating psychology
undergraduates or blue-collar workers (we have not gone as far as peasants or

tribesmen) for not decontextualising as ruthlessly as only a tiny (recent, culturally
situated) cohort in the history of the world ever have been equipped to decontex-

tualise. I suggest we should see rationality (and irrationality) as a species-specific
human capability, potentially attainable by all—or nearly all. I hold that rationality

is not situated in one arbitrarily specific way-station located between a humanly
unbounded God’s-eye reification and the perspective of our ancestors living in

caves: a specific way-station to be found currently only in a micro-thin stratum of
the statistically/logically educated élite—presumably then to be replaced by a new
élite within one or a few scientific generations.

Highly contextualised humans (Alston’s generic “tribesman”, illiterate agrarian
peasants, hunter-gatherers) faced and face enormously complex, open-ended chal-

lenges across a great range of startlingly different situations: challenges involving
frequent life-and-death decisions in the harshest of environments. The idea that

after surviving such challenges to adulthood they were and are not, as a popula-
tion, rational; or at least not as rational as us in contemplating our supermarket

and smart-phone decisions, is, on the face of it, not an attractive position to have
to defend. Such agents may not be able to decontextualise a Bayes-theorem taxi-
cab problem or a Wason task or a “culture-fair” version of Linda the feminist

bank-teller as well as only a small percentage of us can after two decades of nar-
row, specific training utterly dedicated from the crib onwards to a very specific

context of decontextualisation. But all humans who genuinely are epistemic agents
own their cognition, exert control over their cognition, and so are capable of rea-

soning as best they can (and that means, with amazing ingenuity) to address the
problems which confront them; thus, I contend, they possess our species’ capacity

for rationality and irrationality alike.

Notes

[1] See Plantinga (1993, Ch. 1) for a masterly review. Of course the deontic conception of in-
ternalism is not the only conception of internalism, but it is the conception that is opera-
tive in this paper.
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[2] Bonjour (2003) was so taken by the power of the epistemic poverty objection that it led
him to retrench from his earlier (1985) deontological conception of internalism—some-
thing I consider regrettable. The alternative (stock response) option which this section is
about to articulate, is by far the preferable option here.

[3] This talk of “objective”, “absolute” obligations, duties and the like is highly infelicitous.
Since we cannot be held responsible for acting or failing to act on these “obligations”—
cannot be obliged to act on them, etc.— they are then not obligations, duties, oughts, in
anything like the ordinary sense: We see an example of apparently deontic terms being
stretched far beyond what the interconnected deontic conceptual framework actually per-
mits. The objective, absolute, contrast to Chisholm’s subjective, practical, terms of
requirement, would then be better not put in terms of “duties”, “obligations”, “oughts”
and the like at all.

[4] This stock objection has to be taken seriously: major confusion beckons if it is not. Thus,
Owens (2000) recognises the existence of this epistemic poverty argument against internal-
ism, and acknowledges the presence of the stock internalist response: “Some adherents of
the juridical [deontic] theory of responsibility … [might hold that] if our agency is the
only thing we control then our responsibility cannot extend beyond our actions and the
(foreseeable) consequences of our actions: we are responsible for our beliefs only in so far
as we could, and should, influence them by means of our agency” (2000, 83). However,
Owens then responds: “But … we cannot shrug off our epistemic responsibilities simply
by highlighting the difficulties of controlling our beliefs by means of our actions”. Talk of
“shrugging off” here suggests a view of the internalist response as some kind of entirely
optional (and reprehensible) evasion of responsibility, rather than a move forced on us by
the power of the epistemic poverty objection. Owens demonstrates the origin of this dis-
missal of the problem of our epistemic responsibilities when he follows: “We believers are
held to epistemic norms even when there is no action which we should perform with a
view to implementing them. Irrational belief is not excused just because there is nothing
the agent can do about it” (2000, 83).

[5] Goldman subsequently considers the application of his interpretation of this principle to a
specimen “rightness criterion” from the internalist camp—and he chooses as his specimen
Richard Foley. He objects that the subjectivism of a “Foley Rationality” approach “makes
Foley’s approach ill suited to the objectivist, nonrelativistic spirit of our entire framework”
(Goldman 2009, 28). But this section has argued that such a subjectivism (such an “inter-
nalist perspectivism”) is and must be a feature of any clear-headed internalist account.
What then becomes of Goldman’s claim that “this point should be equally acceptable to
both internalism and externalism”? Against an internalist of Foley’s stamp, I’d suggest that
this comes worryingly close to begging the question.

[6] Externalists also have to draw this distinction—or something like—because of a standard
objection to their position (that it doesn’t offer us guidance, a “doxastic decision proce-
dure”). Cf. Lockie (2014), Bales (1971), Brink (1986), Smith (1988).

[7] Note that this case is similar to many others, including some that are almost equally
famous in the cultural psychology and anthropology literature; and although this type of
example is emphasised by one particular “contextualist” (neo-Vygotskian) tradition, nev-
ertheless, these data per se are not in dispute by other traditions in the literature.

[8] Be aware: some (a few) in the detailed psychological reasoning literature have started to
use the Chomskyan competence/performance distinction in a far more restrictive sense
than Cohen—operationalising “performance error” quite strictly in terms of momentary
and random errors of attention, working memory, distraction etc. (notably Stanovich and
West 2000). I’d rather they had not started to do this, since it removes from us a useful
umbrella term (“the Uzbeks aren’t logically incompetent, they’ve an intact logical compe-
tence but performance errors stop them from realising this in our decontextualised,
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school-task tests”). Still, I flag for the reader the fact that I am using the competence-per-
formance distinction in this earlier and broader way. Others still use it thus too.

[9] Such a political interpretation will surely not explain these data in their entirety; but this is
not meant as a throwaway aside—methodologically, excluding plausible alternative explana-
tions like this is a problem that has bedevilled work of this kind—even before one gets to the
fraught issues of accepting the data and disputing the possible different theoretical interpre-
tations of such cases. For example, in probably the next most famous case to Luria’s in this
literature (Cole’s “Black Deer/Spider” example) Cole’s Kpelle participants had a tradition of
riddles that closely resembled the syllogisms they were being tested on—riddles that never-
theless would tend to lead them to a very different interpretation of the demand characteris-
tics of the problem being set. Such issues expand into large and still disputed themes
running through the history of anthropology and [cross-]cultural psychology. A point worth
emphasising is that explanations of the responses of highly contextualised humans is precisely
likely to permit of more nuanced, difficult to interpret, variability by context than are the
responses of standardly educated decontextualised humans.

[10] “Because normative models are tools of rationality and because these tools undergo cul-
tural change and revision, there is no idealised human ‘rational competence’ that has
remained fixed throughout history” (Stanovich 2011, 269—of Cohen’s competence-per-
formance distinction). This constitutes one reason among others why epistemic rationality
should be seen as a species-specific capacity. Rationality is intrinsically “culture-laden”
and only humans have culture—at least, to any meaningful extent.

[11] There are important, and evolving differences between theories positing two Systems/Pro-
cesses/Types/Minds, a discussion of which would take us beyond the scope of this paper.
Psychologists are increasingly moving towards theoretically less committed, ontologically
lighter characterisations of this distinction. What used to be called two process theory,
later two system theory, is often now characterised more neutrally—say, after Evans
(2009) as “Type 1” and “Type 2” processing (I shall follow this usage, which is becoming
common). In this paper I remain agnostic on whether we should conceive of there being
two Systems/Processes/Types/Minds in any sense (referring the reader to Evans (2010)
and Evans and Stanovich (2013) for a discussion of the differences between these). In
light of the concerns of this paper, it is worth noting that the latter state that “it is no
longer the case that Type 2 thinking is regarded as abstract and context-free”; and
“although the evidence supports the view that engagement of Type 2 reasoning is often
necessary for the kind of abstract and elaborated forms of reasoning needed to solve typi-
cal laboratory tasks, such a conclusion does not make decontextualization a defining char-
acteristic of Type 2 processing” (Evans and Stanovich 2013, 228, 229). Evans (e.g. Evans
2014, Evans and Stanovich 2013) identifies Type 2 cognition with cognition that engages
working memory. In this he diverges from his recent collaborator Stanovich, who empha-
sises the human capacity for cognitive decoupling—though they claim that their core cri-
teria are “fully compatible” (ibid: 226). From this, as an aside, two separate points are
worthy of note. First, that Stanovich’s position will thereby commit him to distinguish
quite strongly “decoupled” from “decontextualised”. Second, in light of remarks about de-
contextualisation and the Flynn effect below, that Evans’ criterion for Type Two process-
ing, “working memory” is, in the literature strongly bound up with fluid general
intelligence g(F) (Conway et al. 2011)—with, for example, each of these quite commonly
operationalised by Ravens matrices. Setting these two points aside for now, were one to
embrace some version of a dual process distinction it would be likely that some of the
differences between contextualised and decontextualised thought would occur with both
of these operative at the level of Type Two thinking (cf. Evans and Stanovich ibid). How-
ever, some of these differences might be due to decontextualised thinkers applying Type
Two thinking (or overriding their Type One thinking—cf. Evans, passim) while contextua-
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lised thinkers applied only Type One thinking (something closer to the conception of
matters found in the older heuristics and biases literature). The devil here will be in the
detail, but to repeat: I remain agnostic on the issue of two Systems/Processes/Types/Minds
anyway: neither embracing nor eschewing any version of this intriguing family of
theories.

[12] In the case of such (e.g. undergraduate) participants, Stanovich and West’s (2000)
“understanding-acceptance principle” may be invoked to come to the rescue of the objec-
tivist: “that more reflective and engaged reasoners are likely to affirm the appropriate
model for a particular situation” (Stanovich and West 2000, 651—after Slovic and Tve-
sky). Make of that principle what you will; but in any event such agents will clearly be
those who have the normatively appropriate response at least within their zone of proxi-
mal development.

[13] Cohort effects (the famous “Flynn effect”) in the IQ literature permit of many explana-
tions, and may well derive from several quite different sources of variance. However, pres-
ently the nutritional hypothesis and the cognitive stimulation hypothesis are widely seen
as the leading contenders for an explanation (Neisser 1998: more first class protein and
video games leading to IQ gains). I think that cultural/educational changes bringing about
increasing decontextualisation and thereby leading to more rapid task construal is a far
more plausible hypothesis for much of this variance (given how powerful the effect size
is, and how short the time-scales involved); though the cognitive stimulation hypothesis
may interpenetrate this, as an explanation. Early attempts by strongly nativist g theorists
to dismiss the Flynn effect as an artefact predicted that it would be more marked in crys-
tallised than in fluid intelligence (since the former is more obviously culturally loaded,
and this tradition did not like to think of g as culturally situated at all). Counterintuitive-
ly, exactly the reverse was discovered (Flynn 1987, 1994). I think this is actually quite
strong supporting evidence for the decontextualisation hypothesis—since fluid IQ (e.g. as
operationalised by Ravens matrices) is precisely the most decontextualised IQ. “Decontex-
tualised” does not mean “unacculturated”—see remarks about context of decontext, above.
Our cultures of decontextualised thought over, say, the last two and a half millennia, are
cultural-cognitive achievements of staggering depth, richness, power and scope. Their pre-
sumed potentiality in our genome does not alter the fact that they are expressed, at the
most fundamental level, through and by profoundly immersive acculturation programs of
great intensity and duration—such programs represent the difference between you and
the Kpelle tribesman vis a vis modus ponens and the Ravens Matrices alike.

[14] The terms “emic” and “etic” originated in linguistics, spread to anthropology, and are
now used across a number of disciplines. Roughly, emic accounts aim to uncover and
then deploy in explanation the concepts that are meaningful to the members of a given
society (here: their concepts of the rational norms). That is, accounts employing intra-
perspectival concepts, descriptions and analyses: the subjective or insider’s view. Note, the
insider’s view is not necessarily something that insiders are seen as being the privileged
arbiters of (an outside, objective, observer—say, the anthropologist—may be needed to
uncover the nature of these notions). A commitment to emic approaches then, should
not in itself be seen as committing the researcher to relativism: though some strongly and
—per imposibile—exclusively emic approaches (“cultural psychology”) are relativistic,
many are not. Etic accounts deploy extrinsic concepts and categories—explanatory con-
cepts that have meaning for scientific observers without concern as to these notions track-
ing categories or mapping on to terms that are meaningful for, or found within, the
conceptual scheme of the participants being observed (“cross-cultural psychology”). That
is, etic accounts offer us extra-perspectival explanatory resources: objective, absolute
explanans’. Most researchers acknowledge a need to employ both emic and etic explan-
ans’, with these to be used in an explanatory dialectic (something I would endorse). For
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an example of a clearly non-relativistic yet explicitly emic account of cultural issues in the
neighbouring area of intelligence research consider Sternberg (2004). Sternberg is also an
example of two other things: an account that exemplifies the dialectic mentioned between
emic and etic accounts, and the influence of Vygotsky.

[15] A word of caution: actually, in doing such research, partitioning out performance errors
(and other issues that would not impugn agents’ rational competence) yields a range of
genuinely vexed, in fact genuinely philosophical problems, the solutions to which go way
beyond mere skill in experimental design. That is, there are problems of avoiding incor-
rect task construal (e.g. Gricean issues of conversational implicature—and much else).
There is the problem that many of the tasks these literatures trade in may have more than
one normative solution. That is, many previously seen-as-incorrect responses may never-
theless be defensible in terms of “ecological rationality” (Gigerenzer and colleagues, Cos-
mides and Tooby, passim) or may otherwise involve psychologists wrongly imposing as
the “correct” (normative) solution to a problem an answer which involved argument
claims is not correct (e.g. neo-Bayesian/information-theory arguments that previously-
considered-erroneous responses to the Wason task are in fact normatively appropriate—
cf. Oaksford and Chater, passim). There are also issues of ecological validity more generally
(the latter in Orne’s (1962) sense rather than Gigerenzer’s—cf. Hertwig, passim). “Ration-
alist” psychologists, for all that they are occasionally mocked as “Panglossians” have much
to say in opposition to their “irrationalist” opponents here. These are deep and detailed
issues, and I don’t have to take a stand in these debates, though my rationalist sympathies
should be fairly obvious to the reader.
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