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Chapter 1

INTRODUCTION: PRIORITY,
PLATONISM AND
ABSTRACTION



1.1 What NeoFregeanism is about

NeoFregeanism is an highly original and much discussed view on the
relation between language and reality.' It is widely believed that a
certain portion of our language, that constituted by assertions, namely
sentences that intuitively can be true or false, stands in a certain
relation with reality. It is often said that assertions are about reality
and reality makes some assertions true and some other false. These
two claims, though extremely appealing, are quite generic. What does
it mean for a sentence to be about reality? What kind of relation is in
play here? Moreover: what does it mean for a portion of reality to
make a sentence true or false? Reality seems to be so discouragingly
complex and many-sided that it’s not easy to imagine how a certain
portion of it can be assigned as a truthmaker for a sentence, while that
same portion can be thought as making true another, very different,
sentence or the negation of a sentence. These questions have given
rise to a variegated and fruitful research program and they are still
matter of curiosity and puzzlement.

An interesting side of this problem is constituted by existential
statements, namely those sentences in which an existential quantifier
features, like, for example ‘there is a key in my pocket’, ‘there are
infinitely many prime numbers’, ‘there are no dragons in the world’.
The sentences whose general form is 3x;,Xs,...,.X,d(X,Xp,...,X,) are

supposed to be made true by the fact that, among the things that

" A general introduction to NeoFregeanism can be found in MacBride (2003), Zalta &
Linsky (2006), Hale & Wright (2001). Wright (1983) and Dummett (1956) can still be
considered fundamental introductory readings.
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furnish the world, there are the objects a,a,,...,a, capable of satisfying
the conditions imposed by ¢. It is widely accepted that the truth of a
statement of that form depends on the occurrence of facts of the kind
just outlined. The consequences of this general thesis are very
important. Consider the subfield of our natural language constituted
by arithmetical statements. Within this domain of discourse,
existential statements are quite common and many of them are
demonstrably true. ‘There are infinitely many prime numbers’ is a
good example of this kind of statements. It is certainly an existentially
quantified statement and it is known to be true, at least since Euclid’s
time. The general thesis about the relation between existential
statements and reality that we have just outlined entails that the
statement at issue cannot be true without there being infinitely many
prime numbers among the objects of the world. It is the fact infinitely
many prime numbers are part of reality that makes that well known
theorem true.

This last point may appear puzzling, at least for two reasons. On
the one hand the fact that infinitely many prime numbers furnish the
world doesn’t seems to be the reason why we believe that the theorem
above is true. No serious mathematician would accept such an answer
to the question ‘why is it true that there are infinitely many prime
numbers?’ The answer that such a question requires is a mathematical
proof, namely an argument in behalf of that theorem that respects the
epistemic standards holding in mathematical discourse. One may
object ‘you are confusing the issue! There are two different questions:
one is the question of what makes a statement true and the other is
why we believe that such a statement is true. The former is about
truthmaking, the second is about epistemic justification’. This might

seem to be a good point, but is it really convincing? I could easily
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reply that the question worth asking is ‘why don’t we make the same
distinction in all the other cases?’ If the sentence at issue were ‘there
are finitely many stars in the universe’ we would never consider what
makes it true and why we (common speakers) believe that this is true
as two different things. The fact that there are finitely many stars in
the universe is what makes that sentence true and it’s the reason why
we assert that the sentence ‘there are finitely many stars in the
universe’ is true. No speaker, unless she is a professional astronomer,
knows exactly how to prove that there are finitely many stars in the
universe. Anyway a scientific argument in favour of the truth of this
sentence is not part of its meaning, unless we embrace a strong
verificationist view (and nobody is keen to do so). There’s no serious
reason to introduce the distinction in question when only the meaning
of a sentence is in play; what makes it true and what makes us assert
that it’s true are the same. Getting back to our arithmetical example,
we are compelled to notice that the existence of infinitely many prime
numbers doesn’t seem to be generally taken as the truthmaker of the
theorem in question or, equivalently, as the reason why we assert that
such a theorem is true. Indeed some philosophers believe that there are
no numbers at all; nevertheless they believe that statements like the
theorem of prime numbers are true. It seems that, at least within the
subfield of arithmetic language, the truth of existential statements may
not depend upon a portion of reality being such and such.

The second reason to be puzzled about the thesis that, in
general, existential statements are made true by the fact that certain
objects furnish the world, is about the enormous ontological inflation
that it seems to elicit. We have already cited the case of arithmetical
discourse. The thesis at issue poses us in a predicament: either we

accept the existence of numbers and so we save the truth of arithmetic
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(existential) statements or we favour a sober ontology giving up with
the claim that arithmetical (existential) statements are true. It’s worth
noticing that, in arithmetic, existential statement are not the only ones
to be problematic. Every atomic sentence in which number terms
occur is subject to this dilemma. For example, ‘5 is bigger than 3’
requires us to choose between its truth and our predilection for a
parsimonious ontology. Analogous problems arise in many other
domains of discourse outside arithmetic.

NeoFregianism constitutes an alternative view of the relation
between language and reality. As we have already said, the traditional
view holds that the truth of existential and atomic statements depend
on the existence of some objects. NeoFregeanism reverses this order
of explanation, maintaining that the existence of some objects depends
on the truth of some existential or atomic statements. Let’s try to give

a loose formulation of this thesis:
PRIORITY: the following two facts:

a) the singular term ‘a’ in the atomic sentence ‘Fa’ refers to an

existing object

b) the existence of objects satisfying the condition ¢ that features in

the sentence ‘IxP(x)’

are grounded respectively in the following two facts:
a’) ‘Fa’ is a true sentence

b’) ‘IxP(x)’ is a true sentence

I purposely use the term general ‘ground’ to indicate the relation that
links the existence of certain objects with the truth of certain

sentences. The term, at least according to the most authoritative
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authors,” indicates a relation of metaphysical explanation. It’s not
merely a matter of modal dependence. For sure if ¢ grounds v, then if
it happens to be the case that ¢, it is necessarily the case that .
Nevertheless this is not a sufficient condition for a grounding relation.
Grounding is a relation of metaphysical explanation: if ¢ grounds y
then, in some sense the definition/essence of ¢ determine the
definition/essence of . In the case of Priority, what we mean is that,
for example, in reality there are objects that satisfy condition ¢ if the
sentence ‘Ixd(x)’ is true, because of the very nature of truth and
reality. So defined, Priority is a very general thesis; as we are going to
see there are various ways to articulate and defend it.

I believe that one of the essential -characteristic of
NeoFregeanism, intended as a thesis about the relation between
language and reality, is the endorsement of Priority. Certainly there
are some philosophers, inspired by Fregean philosophy of
mathematics, who try to revive the Logicist Program in philosophy of
mathematics. Although some of them would apply the Iabel
‘NeoFregean’ to their own views, | prefer to reserve this term for the
philosophical attempts to justify and develop Priority and some other
related theses. For the broadly Frege-inspired theories that defend the
idea of an epistemic access to mathematical truths by means of sole
logic, I would prefer to reserve the term NeoLogicism.

The present doctoral dissertation is exclusively about what I call
NeoFregeanism. Its first aim is to examine Priority showing the
different ways in which it can be justified. Its second aim requires the
introduction of a second key-player in the theoretical landscape that

we have just outlined.

? See, for example Fine (2012), Audi (2012) or Schaffer (2009).
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There’s a natural, though not necessary, link between Priority
and an ontological view known as Platonism. When it comes to
entities, whose existence is controversial because of their being
“immaterial” or “abstract”, e.g. numbers, propositions, geometrical
shapes, universals, Platonists are those who claim that these entities
really exist and their existence is independent from the existence of
other things.” Usually a philosopher is not Platonist without further
specification, but rather Platonist about certain entities. Indeed the
endorsement of Platonism about, say, numbers doesn’t involve to be
Platonist about everything else. A Platonist not only believes that
there really are the objects she is committed to; she also believes that
these objects don’t depend upon other objects (like, for example,
properties depends on their bearers). As a matter of fact, supporters of
NeoFregeanism are Platonist about abstract entities. In particular they
believe that Priority offers a robust ground for such a position. In the
course of this introduction we are going to see in greater details why
they believe so; for the moment it’s sufficient to observe that Priority,
plus the claim that arithmetical existential theorems are true, entails
the existence of natural numbers. Applications of analogous
arguments to sentences talking about other abstract entities would lead
to analogous results. Hence we can certainly say that Priority is

closely related to the following thesis:
PLATONISM : there are self-subsistent abstract objects

Frege was certainly a Platonist about numbers and about other abstract
entities. Some passages of his Grundlagen der Arithmetik suggest that

he believed that the existence of abstract entities is not as demanding

3 There are various notions of independence. Here we adopt a rather generic one; when
we speak of ‘independence of abstract objects’ we mean that their existence is not
grounded in our thought and practices. For an introduction to Platonism in Philosophy of
Mathematics see Linnebo (2013).
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as it could appear. In particular he seems to claim that the existence of
some abstract entities amounts to the fact that some absolutely not
controversial concrete entities stand in a certain reciprocal relation.
Abstraction principles are exactly about this. They are statements of

the following form:
A(a) = A(b) &> Req(a,b)

The symbol ‘A’ stands for a function assigning abstract objects to the
entities designed by the terms ‘a’ and ‘b’, ‘R, is an equivalence
relation.* An abstraction principle in general asserts that two objects
stands in an equivalence relation if and only if they are associated to
the same abstract item. Abstraction principles are the other key-
players 1 was referring to. As we are going to see they play an
important theoretical role in the theoretical framework that
NeoFregeanism consist in. The first, very intuitive, example of
abstraction principle is provided by Frege’s Grundlagen and it is the

following one:
DIRECTION ABSTRACTION: D(r) = D(s) <> P(t,s)

In words: the direction of the straight line r is identical with the
direction of the straight line s if and only if r and s are parallel. This is
an example of objectual abstraction principle, since the domain on
which the equivalence relation holds includes only objects. There are
also conceptual abstraction principles; they differ from the objectual
ones for the fact that the equivalence relation applies to a domain
whose members are (also) concepts. An example provided by Frege is

the following one:

* A relation R is an equivalence relation if and only if i) it’s reflexive, i.e. for every a,
R(a,a); ii) it’s symmetric, i.e. for every a,b, if R(a,b) then R(b,a); iii) it’s transitive, i.e. for
every a,b,c, if R(a,b) and R(b,c), then R(a,c). Examples of equivalence relations are:
identity, parallelism among straight lines, 1-1 correspondence among sets, simultaneity,
and many others.
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HUME PRINCIPLE: N(F)=N(G) <> F=G

In words: the numbers of Fs is identical with the number of Gs if and
only if the Fs and the Gs stand in 1-1 relation. Conceptual abstraction
principles are notoriously more powerful than objectual ones and
potentially unstable.” Some of them play a significant role in some
theories of foundation of arithmetic and set theory.’

From a purely ontological point of view, abstraction principles
are interesting because of the equivalence that they establish between
two different states of affairs. The logical symbol employed to signify
this equivalence is a normal biconditional. I will use it, because it’s
quite common in the subject’s literature to write abstraction principles
in such a way. Nevertheless we clearly attach to the symbol ‘<>’ a
stronger meaning. Consider, for example, Direction Abstraction. The
reason why such a statement is considered so interesting (and
philosophically controversial) lies in the fact that, in Frege’s intention,
its two sides are internally related in a stronger sense than mere
identity of truth values signified by the biconditional. They have, in
some sense to be made precise, the same meaning. In Hale’s words,
‘anyone who understands both of them can tell, without determining
their truth values individually, that they have the same truth value’
(Hale 2001b, p. 13). Certainly this view enjoys an intuitive support,
since, presumably, anyone who is ready to accept that two lines are

parallel is also ready to accept that they have the same direction and

> Some principles like, for example, the infamous Basic Law V of Frege’s Grundgesetze
der Arithmetik, require the existence of more objects than the domain they apply to
contains. They are defined unstable (see Hale & Wright 2001) essentially because,
whatever the cardinality of the domain is, they require a larger domain.

% Frege’s Theorem asserts that a second order theory enriched with impredicative Hume
Principle is equi-interpretable with full second-order Peano Arithmetic. This stunning
mathematical result was correctly proven by Frege in its Grundgesetze, as shown by Heck
(1993). Conceptual abstraction principles has proven to be powerful axioms also for set
theory (see, for example, Shapiro 2003).
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vice versa (granted that she masters the concepts of <line> and
<direction>). Nevertheless it’s easy to see that the ontological
commitments associated with the two sides of Direction Abstraction
differ heavily: the right hand side requires the existence of lines, while
the left hand side cannot be true without being the case that there are
directions. How can two sentences with so different ontological carry-
on have the same meaning or, alternatively, describe the same state of
affair?

As we are going to see in the course of this dissertation, there’s
no easy answer to this question. Robust theorizing is needed in order
to face this challenge. What we can say without doubts is that, if a
theorist want to employ abstraction principles for her theoretical
purposes, she need to find some compelling arguments in behalf of the

following thesis:

ABSTRACTION EFFECTIVENESS: some abstraction principles
are effective stipulations, i.e. they are such that their two sides share

the same content.

Another distinctive feature of abstraction principles is a particular
kind of asymmetry between its two sides. The entities mentioned in its
right hand side are less problematic than those mentioned in its left
hand side. Loosely speaking, the right hand side is the place of
concrete entities, while the left hand side is the place of the
(relatively) abstract ones. This asymmetry 1is explanatorily
meaningful: for example, the fact that two lines are parallel explains
why their direction is the same, while the converse does not hold. The
“concreteness” of the right hand side, as we are going to see soon,
plays an important role in the theoretical framework we are outlining.
Now, we will leave this problem aside for a moment and focus

exclusively on the link between Priority and Abstraction Principles.
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As we have already said, Priority is a thesis that reverses what appears
to be the natural order of explanation between the truth of certain
sentences and the existence of (reference to) certain objects: instead of
going from existence of (reference to) certain object to the truth of
certain sentences, Priority claims that the truth of certain sentences
grounds the existence of certain objects and the fact that certain
singular terms really refer. Now, it is widely assumed among the
supporters of NeoFregeanism (and not only among them) that each
domain of discourse has its own acceptability criteria for sentences.’
For example the community of professional mathematicians 1is
inclined to accept a statement only if there is a proof of it that meets
certain standards. Mathematical conditions of acceptability are
certainly different from the acceptability conditions that rule our
discourses about so-called middle size dry goods. In this domain of
discourse we are inclined to accept statements that exhibit some kind
of correspondence with a fact. A statement is true when it satisfies the
ordinary acceptability conditions that hold within the domain of
discourse it belongs to. If we couple this widely accepted claim with
Priority, we get a thesis according to which, for example, if an
existential statement like Ixd(x) meets the acceptability standards
ruling the domain of discourse it belongs to, then there really are
objects satisfying condition ¢.

Suppose that a certain abstraction principle, say Direction
Abstraction, is effective in the sense specified above and one of its
possible instances is such that its right hand side is a true statement.
The effectiveness of such a principle assures us that the left hand side

(that involved with the existence of directions) is a true statement too.

" Wright (1992) and Lynch (2009) offer sustained arguments in favour of a moderate
pluralism about the nature of truth.
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Indeed, how can they differ in their truth value if they share the same
content? Now, if we endorse Priority we are compelled to admit that
there really are directions, since the left hand side of the principle at
issue is an atomic sentence in which direction-terms occur. Directions
are abstract entities, or, at least, they are abstract with respect to lines.
The upshot is that we have just vindicated Platonism, since we have
given an example of abstract self-subsistent entities. This line of
argument, if correct, provides us with a cheap way to be Platonist
about abstract entities.

We can say that Priority, as various authors have noticed,” sets
the bar of existence very low. In the example above, the existence of
abstract entities, like directions, is justified on the basis of two facts: 1)
a statement about certain unproblematic entities (lines) is acceptable
according to the acceptability standards of the domain of discourse it
belongs to; ii) Direction Abstraction is effective. We could say that
Priority entails a form of Metaontological Minimalism, according to
which, there are object whose existence doesn’t impose very
demanding requirements to reality. Philosophers committed with
Metaontological Minimalism cannot but allow for luxurious
ontologies, since, presumably, the argument that we have just outlined
can be adapted to many other cases.

In the example that we have just given an essential role is
played by an abstraction principle. The couple Priority + Abstraction
Effectiveness seems to open an interesting road to Platonism. A
further thesis that can be proposed is about the essentiality of
abstraction principles for the theoretical framework that we have
outlined in these pages. The example given above is such that

Direction Abstraction plays an important role in the argument for the

¥ See, for example, Linnebo (2012b) or Eklund (2006).
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existence of directions. Since many abstract entities are susceptible to
be defined by means of abstraction principles, one might suppose that
our justification for the introduction of abstract object into our
ontology necessarily relies on the availability of effective abstraction
principles. Nevertheless there seems to be no sufficient reason to be
sure of this. Priority seems to be strong enough to support the
existence of abstract entities even in absence of sentences presenting
all the peculiar feature of abstraction principles. Certainly the atomic
sentence ‘the direction of r is F’, if true according to certain
acknowledged standards, entails, in virtue of Priority, the existence of
a referent for the singular term ‘the direction of r’. One may object
that, in absence of an abstraction principle, we lack an important norm
of correctness for the use of an expression like ‘the direction of r’.
But, is this shortage so dangerous? After all, abstraction principles are
not the only way to rule the use of a term referring to an abstract
entity. Philosophers who believe that abstraction principles play an
essential role in the best arguments aiming at justifying Platonism

about abstract entities are committed to this principle.

ABSTRACTION ESSENTIALITY: the best arguments in favour of
Platonism about a certain kind of abstract entities require effective

abstraction principles.

Many supporters of NeoFregeanism endorse Abstraction Essentiality.
Moreover this thesis seems to be a barrier against a possible
trivialization of NeoFregeanism. Indeed Abstraction Essentiality
seems to restrict the potentially unmanageable power of Priority; only
if we provide precise norm of application for abstract terms we are

entitled to consider them as really referring.
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1.2 What NeoFregeanism is
I take NeoFregeanism to be characterized by the four general theses |

already presented and that I restate here to ease the reader:

1) PRIORITY: the following two facts:
a) the singular term ‘a’ in the atomic sentence ‘Fa’ refers to an
existing object
b) there are objects satisfying the condition ¢ that features in the
sentence ‘IxP(x)’
are grounded respectively in the following two facts:
a’) ‘Fa’ is a true sentence

b’) ‘IxP(x)’ is a true sentence
2) PLATONISM : there are self-subsistent abstract objects

3) ABSTRACTION EFFECTIVENESS: some abstraction
principles are effective stipulations, i.e. they are such that their two

sides share the same content.

4) ABSTRACTION ESSENTIALITY: an argument in behalf of
Platonism about a certain kind of abstract entities require effective

abstraction principles.

This is not supposed to amount to a definition. It’s very likely that a
supporter of NeoFregeanism 1s committed at least with some of these
theses, and almost surely with Priority and Platonism. Nevertheless,
the purpose of this characterization is not to give an image of
NeoFregeanism such that every NeoFregean philosopher would
acknowledge it as the core of her theory. I have simply isolated four
theses that are widely maintained among NeoFregean theorist and,
more importantly, that are related in such a way that they can

constitute the frame for an argument whose conclusion is Platonism.
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In the preceding section I have outlined an argument for the existence
of directions that, using Priority and Abstraction Effectiveness, proves
Platonism about directions. That argument was such that the principle
that we have called Abstraction Direction plays an essential role.
Therefore such an argument verifies Abstraction Essentiality. Are
there different (and shorter) paths to Platonism? Is there a way to
prove it such that one is not compelled to commit with Priority? Or
with Abstraction Effectiveness?

As we have previously stated, the first aim of this dissertation is
to examine Priority and see how it can be justified. Its second aim is to
understand how it is related with abstraction principles and, in
particular, to try to answer questions like these: is Priority sufficient to
prove Platonism or something like Abstraction Effectiveness is
necessarily required? Can Abstraction Effectiveness alone prove
Platonism? Is there a sound and convincing argument in favour of
Platonism relying on all the other three theses ?

I’ll try to carry out this complex task by means of a detailed
analysis of three alternative theoretical approaches to NeoFregeanism.
Each one will be be examined in a dedicated chapter. I’ll show that
each of these approaches performs a successful defence of Platonism,
but with significant differences. These differences will be explained in
virtue of which of the four theses each approach is able to maintain
and adequately justify. The final achievement is going to be,

hopefully, a deeper understanding of NeoFregean view.

1.3 Three different approaches
In this section I’'m going to show how the three approaches to
NeoFregeanism, which are the subject matter of this dissertation, have

originated. Contrary to reasonable expectations, this is not going to be
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an accurate historical excursus on the progressive development of that
variegated collection of 1ideas that constitute contemporary
NeoFregeanism. It is going to be rather a systematic analysis of the
problems that these three approaches are aimed at solving. I’'m going
to present two theories that have failed to be a satisfactory defence of
a Frege-inspired Platonism and I’ll show that one of them can
overcome its difficulties in two ways, while the other can do the same
only with a radical change of perspective. In this section these three
new ways of interpreting NeoFregeanism will be placed into the

theoretical context that has made them necessary.

1.3.1 Priority, syntax and ontology

The first philosopher to attribute to Frege a view very close to what
we have called “Priority” was Michael Dummett. In his Dummett
(1956) he states that the root of the idea of a priority of truth over
reference lies in a famous Fregean statement, known as Context
Principle. This statement says “Nur im Zusammenhange eines Satzes
bedeutet ein Wort etwas,”, i.e. ‘only in the context of a sentence does
a world have meaning’. This claim occurs in Frege's Grundlagen der
Arithmetik (§§ 60, 62 and Introduction, p. x) and in no other of his
writings. Its true meaning is still matter of a complex discussion that
we are not going to touch now. What can be said with absolute
certainty is that, from Context Principle, Frege deduces that one must
“never ask for the meaning of a word in isolation” (Grundlagen,
Introduction). In Dummett’s view, asking for the meaning of a word
in isolation is the mistake made by those who take a statement, split it
into its components and, focusing on the singular terms that have been
extracted, ask themselves whether these terms really refer to

something or not. Dummett casts doubt on the legitimacy of this
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operation: why do they ask whether a term ‘really’ refer? Is there a
meaningful distinction between ‘real’ reference and ‘apparent’ or even
‘spurious’ reference? If a term acts as a singular term in the context of
a sentence, then it must be regarded as a referring term. The
distinction between ‘really referring’ and ‘apparently referring’ calls
for a philosophical sense of existence that plays no role in our

common linguistic practice.

One of the consequences of A [= the Context Principle] is the repudiation of
this philosophical existence. If a word functions as a proper name, then it is
a proper name. If we have fixed the sense of sentences in which it occurs,
then we have done all that there is to be done toward fixing the sense of the
word. If its syntactical function is that of a proper name, then we have fixed
the sense, and with it the reference, of a proper name. If we can find a true
statement of identity in which the identity sign stands between the name and
a phrase of the form "the x such that Fx," then we can determine whether the
name has a reference by finding out, in the ordinary way, the truth value of
the corresponding sentence of the form "There is one and only one x such
that Fx." There is no further philosophical question whether the name - i.e.,
every name of that kind - really stands for something or not. (Dummett

1956, p. 494)
This point is elegantly restated by Wright (1983):

To suppose that such a question [= does a certain term really refer?] does
arise is exactly to suppose that it is legitimate to inquire whether such an
expression genuinely denote anything in isolation from considerations from
the part that it standardly plays in whole propositions. If we think that
question arises, then we are asking, in effect, to have it answered by some
sort of further independent investigation into the nature of the facts which
makes the relevant proposition true: we are asking to show the Bedeutung of
the expression in isolation. A major point of the Context Principle is to rule
out the idea that there is any such further intelligible inquiry to be made.
(Wright 1983, pp.14-15)
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In Wright’s view, Context Principle offers solid grounds for a thesis
on the priority of truth over reference, that, following MacBride

(2003), we split into three different theses, for clarity reasons:

Syntactic  Decisiveness: if an expression exhibits the
characteristic syntactic features of a singular term, then such an
expression has the semantic function of a singular term (it’s a

term that “aims at referring”)

Referential Minimalism: the mere fact that a referring expression
figures in a true atomic sentence determines that there is an item
in the world to respond to the referential probing of that

expression.

Linguistic Priority: an item belongs to the ontological category of

objects if it 1s possible that a singular term refer to it.

The first of these three theses is the less controversial one. Being a
singular term is nothing but acting as singular term and ‘acting as a
singular terms’ is something susceptible of a precise characterization.
Indeed Dummett (1973) and, afterwards, Hale (2001a) have presented
some effective criteria for the individuation of which sub-sentential
expressions act like singular terms. These are merely syntactic criteria;
one of them, to give an example, states that, in a sentence of the form
Fa, ‘a’ is a singular term only if Fa supports its existential
generalization dxFx. In other words a necessary condition that ‘a’
must respect in order to be a referential expression is that, from the
truth of Fa, the truth of 3xFx must follow. This simple requirement
excludes that an expression like ‘nobody’ can play the role of singular
term (indeed from ‘nobody is playing tennis’ doesn’t follow the
existential generalization ‘for some X, x is playing tennis’). The sole

fact that an expression is the argument of a functional expression, like
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a predicate, doesn’t make it a singular term. The criteria presented by
Dummett and Hale are able to discriminate between real referring
expression and expression that simply occupy the same place of a
referring expression.

The difficult job is the justification of Referential Minimalism
and Linguistic Priority. As we have already seen, Wright argues in
behalf of these thesis on the basis of his interpretation of Fregean
Context Principle. His defence, if successful would support a kind of
metaontological minimalism, particularly apt to justify a form of
Platonism about abstract entities. Nevertheless a problem arises: even
if we suppose that Wright’s justification of the three theses above is
satisfactory, the resulting view is still dubious, because of its wild
ontological liberality. The first philosopher who raised this concern
was Hartry Field. In his Field (1984) he argues that Context Principle
can certainly support what we have called Syntactic Decisiveness, but
cannot support Referential Minimalism.

For instance, I cannot see (to paraphrase part of the third paragraph of the
passage quoted) how it can be 'a preconception inbuilt into the syntax of our
arithmetical language' that '4' is not only a singular term but one which in
fact denotes. Is it a syntactic presupposition of our historical language that
'Homer' denotes, or of our religious language that 'God' denotes? Are doubts
about the existence of Homer and of God vacuous for that reason? (Field
1984, p. 646)
A justification of Referential Minimalism can come only by means of

a stronger thesis.

Strong Priority: if an expression exhibit the characteristic syntactic
features of a singular term, then such an expression has the
semantic function of a singular term and what is true according to

ordinary criteria is really true (any doubt that this is so is vacuous).
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Strong Priority is simply the conjunction of Syntactic Decisiveness
with the claim that the acceptability conditions that holds good within
a certain domain of discourse count as plain truth conditions for every
sentence belonging to it. But, again, “did the 'ordinary criteria' for
truth in Ancient Greece make 'Zeus is throwing thunderbolts' true
whenever there was lightning?” (Field 1984, p. 646). The enormous
ontological inflation involved with Priority, as interpreted by Wright,
seems to be inescapable. Indeed, some authors’ have pointed out that
there are true sentences about fictional characters that satisfy the
acceptability conditions constraining fictional discourse. For example
‘Sherlock Holmes lives in London’ is acceptable in the domain of
discourse constituted by Conan Doyle’s fiction. Does Priority compel
us to introduce Sherlock Holmes into our ontology? Wright (1994) has
argued that fictional sentences are not properly content bearing, but
this answer cannot be completely satisfactory, since a sentence like
‘Sherlock Holmes is a fictional character’ doesn’t belong to the
domain of discourse of Conan Doyle’s fiction. It belongs to a domain
of discourse about fiction and, within this domain, it is certainly
acceptable.

There are two possible ways to face this predicament. One is
simply to accept the wild ontological inflation imposed by whatever
meaningful formulation of Priority and try to show that this doesn’t
produce any bad consequence; the other is to weaken Priority with the
imposition of further constraints, in order to avoid unpleasant
ontological consequences. The former is the solution proposed (not
without a hint of scepticism) by Matti Eklund and it will be analyzed
in Chapter 3. The latter is proposed by Oystein Linnebo and Chapter
4 is dedicated to it.

? See Williamson (1994b) and Divers & Miller (1995).
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1.3.2 Recarving of content

In his works Frege doesn’t propose a unique argument in favour of
Platonism about abstract entities (and numbers in particular), but a
rather variegated set of suggestions, each of them susceptible to broad
developments. One of these suggestions has to do with abstraction
principles and seems to be, at least at first sight, different and
independent from the way of Priority. In Grundlagen §64 Frege
famously claims that the judgement that line a is parallel to line b can
be taken as an identity. This stipulation is made possible by the
concept of direction: the parallelism between the two lines “amounts
to” an identity of directions. We are in presence of a unique content
“carved up” in two different ways. What is essential, in order to give
good reasons to accept this claim, is to clarify the meaning of the
generic expression ‘amounts to’. Hale, in his Hale (1987) and
especially (2001b), tried to address two different, but intimately
related, challenges: 1) on the one hand, we need to understand in what
terms need to be translated the metaphorical Fregean expression
‘recarving of content’; i1) on the other hand we need to assess whether
Frege’s theoretical proposal really achieves what it is aimed at.

The crucial question is, obviously, how ‘content’ should be
understood. As is well know, at the time of Grundlagen’s composition
(i.e. 1884), the distinction between sense and reference was yet to
come. From a certain moment on, Frege decided to split what he
previously has called, perhaps naively, ‘content’ in these two
components. It is therefore natural to ask which of these components
can be conceived as the matter of the operation of “recarving”.
Consider a statement like ‘line a is parallel to line 5’: is the statement
‘the direction of a is identical with the direction of 5’ a recarving of its

sense or of its reference?
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Consider first the reference-option. Frege notoriously takes
truth values as the reference of sentences. Nevertheless truth values
doesn’t appear to be things that can be recarved in any meaningful
sense. Moreover, in Frege’s approach, there are only two truth values
(true and false); they really appear to be far too few to cover the
intuitively enormous variety of contents that sentences of a given
language can express. If we consider the object true as the reference
of every true sentence then, as Hale points out, ‘the direction of line a
is identical with the direction of line b’ would bear no closer relation
to ‘lines a and b are parallel’ than it bears to, say, ‘Tuesday precedes
Wednesday’. An alternative reading of the notion of content, in light
of the reference-option, is to consider states of affairs as the referents
of meaningful sentences. Although such a reading finds no textual
support in Frege’s work, it appear more attractive than the previous
one, at least because states of affairs posses enough internal structure
to allow sentences, whose meaning are intuitively different, to refer to
different things. Moreover the idea that two sentences can constitute
different conceptualization of one and the same state of affairs seems
to be a seductive way to recast Frege’s claim on recarving of content.

Nevertheless, in Hale’s opinion, also this solution is
unsatisfactory, since it is under the threat of a powerful argument, the
so-called “Slingshot Argument”. The first statement of such an
argument can be found in Davidson (1969). It proceeds as follows: let

A and B be two true sentences, then consider these two identities:
1) the x such that x is Socrates and A = the x such that x is Socrates
i1) the x such that x 1s Socrates and B = the x such that x is Socrates
Now, if we assume that the interchange of co-referential singular

terms in a sentence cannot change the state of affairs it depicts, it
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follows that sentences 1) and ii) depict the same state of affairs.
Moreover if we assume a classical notion of logical equivalence it
turns out that 1) is logically equivalent to A and ii) is logically
equivalent to B. Indeed, since the identity between the x such that x is
Socrates and the x such that x is Socrates is satisfied in every model, it
follows that the set of models in which 1) is satisfied is the same set in
which A is satisfied and the set of models in which 1ii) is satisfied is
the same set in which B is satisfied. But now we are compelled to
conclude that A and B depict the same state of affair. Since we have
put very little restriction on the choice of sentences A and B (the only
request is that they are both true) it turns out that a true sentence refers
to the same state of affairs every other true sentence refers to. This is
an obviously unacceptable conclusion, therefore the thesis that
sentences refers to states of affairs is flawed.

Hale doesn’t regard this argument as a tombstone for the
reference option, since some of the assumptions it is based on are
contentious. In particular one can object that interchange of co-
referential singular terms in a sentence do change the state of affairs it
depicts, at least in some cases. Indeed, if we adopt a broadly
Russellian conception of definite descriptions as devices of
quantification, 1) can be thought as saying that there is one and only
one individual identical with Socrates and such that A and that
individual is identical with Socrates. On the contrary ii) says that there
is one and only one individual identical with Socrates and such that B
and that individual is identical with Socrates. There is little temptation
to see the two sentences as describing the same state of affairs.
Despite the limited power of the Slingshot Argument, Hale believes
that the reference option is a non-starter in virtue of a more

fundamental reason. States of affairs are normally taken to be
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constituted at least in part by objects; if two states of affairs are such
that the objects featuring in them are not the same, then the two states
of affairs cannot be identical. Unfortunately, all the interesting cases
of content recarving mentioned by Frege require an identity of content
between sentences whose singular terms refer to different objects.

This consideration compels Hale to endorse the sense-option,
namely to identify Fregean contents with senses. The notion of sense
that is in play cannot be too strong. Indeed if one assumes that senses
are strongly compositional, then she faces again the problem of the
identity between things composed by different parts. There are weak
notions of sense that could be apt to justify a claim of identity of
content between the two sides of Direction Abstraction. One of them
could be the following: two sentences share the same sense if and only
if they coincide in truth values at all possible worlds. The two sides of
Direction Abstraction clearly coincide in truth value at all possible
world. But this is too weak a notion, since two necessary truths
whatsoever coincide in truth values at all possible worlds. Hale’s need
is to find a notion of sense of intermediate force between a strongly
compositional one and a purely modal one.

He believed to find it in the notion of compact entailment
introduced in Hale & Wright (2001) for different purposes. We say
that an entailment is compact if and only if it is liable to disruption by
uniform replacement of any non-logical constituent in its premises. A

more precise statement:

COMPACT ENTAILMENT: A, A,, ..., A, compactly entails B if
and only if i) A;, Ay, ..., A, entails'’ B and ii) for any non logical

' Here the notion of entailment appear without further specification. In cases like this, we
generically mean that between two sentences A and B there’s a relation such that if A is
true B cannot but be true. The notion is hence taken in its full generality, not in its
common model-theoretic sense.
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constituent 1 of Aj, A,, ..., A, there 1s some substitution n’/n which
applied uniformly through A;, A,, ..., A, yields A;’, Ay, ..., AY

which do not entail B.

Hale’s initial idea was to identify sameness of content with reciprocal
compact entailment: A and B can be said to share the same sense, and
therefore to be different carvings of the same content, if and only if A
compactly entails B and B compactly entails A. It can be easily seen
that this kind of entailment rules out all the cases in which some of the
premises are irrelevant for the conclusion, therefore also all the cases
of couples of necessary truths don’t constitute a threat for Hale’s
theory.

Now let’s have a closer look at the properties of compact
entailment. One may wonder whether it is reflexive or not. If A is not
a necessary truth then clearly A compactly entails A, since there is
surely a uniform substitution of some non logical component of A
such that the resulting sentence, A’, doesn’t entail A. What if A is
necessary? In this case compact entailment clearly fails to be
reflexive, since A is entailed by every sentence whatsoever. This is an
undesirable feature, since it’s a platitude that every sentence (whether
necessary or not) has the same content of itself. An easy remedy is to
refine the definition of compact entailment in this way: an entailment
is compact if and only if it’s a substitution-instance of an entailment
that i1s compact according to the definition above. To avoid confusion
let’s rename this new definition of compact entailment ‘improved

compact entailment’.

IMPROVED COMPACT ENTAILMENT: Ay, A,, ..., A, stands in
a relation of improved compact entailment with B if and only if, for

some A;’, A;’, ..., Ay’ and some B’, A;’, Ay, ..., A, compactly
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entails B’ and A;’, A,’, ..., A, and B’ are uniform substitution

instances of respectively Ay, A,, ..., A, and B.

Improved compact entailment is reflexive since in the expression ‘A
compactly entails A’, in which A is a necessary truth, I can uniformly
replace A with a non-necessary sentence and obtain an expression that
compactly entail itself.

Unfortunately, as Michael Potter has remarked, improved
compact entailment is not transitive.'' This is bad news for Hale’s
proposal since sameness of content is supposed to be an equivalence
relation, therefore the transitivity of improved compact entailment is a
necessary pre-requisite. Hale made another attempt to improve on the
situation, by further refinements of the notion of compact entailment,
but the cost is a further complication of the notion of entailment
involved. His theoretical effort shows that also the sense-option is not
easy to pursue.

In such a situation one could be tempted by a radical move:
giving up with both reference option and sense option and consider
the possibility that sameness of content depends on the theoretical
framework we are working with. In a certain theoretical framework
two sentences can share the same content even if they do not stand in
some complex relation of reciprocal entailment or they do not
correspond, at least intuitively, to the same fact. For example, in the
theoretical framework of general relativity the sentence ‘object a has
mass A’ has the same content of ‘object a produces a spatio-temporal
camber of size pu’ (with A and p suitably chosen). There’s no analysis
of the sense of the two sentences or of the states of affairs that we

intuitively associate with them that can straightforward justify their

" For a comprehensive explanation see Hale (2001b).
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equivalence. Such an equivalence is assumed for general theoretical
purposes: the assimilation of the two situations described allows us to
explain elegantly many physical phenomena. Agustin Rayo has tried
to defend the legitimacy of a view of this kind. Chapter 2 of the

dissertation is dedicated to an analysis of his view.
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Chapter 2

COMPOSITIONALISM AND
ABSTRACT ENTITIES
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In this chapter I’'m going to examine Agustin Rayo’s proposal. His
fundamental idea is that abstraction principles should be included into
a wider class of propositions called ‘just is’-statements. I’ll try to
explain what these statements are, why we should believe that at least
some of them are true and why they are so relevant for the
metaontology of abstract objects. After a presentation of Rayo’s
notion of ‘just is’-statement (sections 1-5), I’'ll outline my proposal
(sections 6-8). My claim is essentially that the introduction, via some
suitable ‘just is’-statement, of abstract entities-talk into a language L
is fully compatible with the application of a correspondentist notion of
truth on L’s statements. In order to prove this, I'll explain how a
“corrispondentist semantic” for a language that includes ‘just is’-
statement should be conceived. In the Appendix that closes the
chapter, I’ll show that the notion of logical consequence that results

from this semantics is coherent, complete and compact.

2.1 ‘Just is’-statements
A very recent view about principles of abstraction and their
ontological consequences is Agustin Rayo’s Compositionalism. Such

a view allows its supporters to embrace what Rayo calls Subtle
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Platonism, in opposition to Traditional Platonism. The difference

between these two positions is sketched with the similitude of a

creation myth:
On the first day God created light; by the sixth day, she had created a large
and complex world, including black holes, planets and sea-slugs. But there
was something left to be done. So on the seventh day she created
mathematical objects. Only then did she rest. On this view, it is easy to
make sense of a world with no mathematical objects: it is just like the world
we are considering, except that God rested on the seventh day.

The crucial feature of this creation myth is that God needed to do
something extra in order to bring about the existence of mathematical
objects: something that wasn’t already in place when she created black
holes, planets and sea-slugs. According to subtle Platonists, this is a
mistake. A subtle Platonist believes that for the number of planets to be
eight just is for there to be eight planets. So when God created eight planets
she thereby made it the case that the number of the planets was eight. (Rayo,
manuscript)

While the traditional Platonist believe that a world without numbers is
possible, a subtle Platonist believe that such a world is an impossible
one, since for there to be no numbers just is for there to be zero
numbers, but zero 1s a number so numbers exist after all.

Clearly the acceptance of statements of the form ‘a just is 8’
(where o and B are sentences) is essential to Subtle Platonism. This
kind of statement can be tentatively defined as no difference-
statements, since what they tell is substantially that there is no
difference for the world to be such that a is true and to be such that 3
is true. Some of them are absolutely unproblematic. Consider for

example:

WATER: for this glass to be full of water just is for this glass to be
full of H,0.
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Here the lack of any difference in meaning between the two atomic
statements that flanks the ‘just is’-operator is warranted by the facts
that: 1) ‘water’ and ‘H2O’ are synonyms; 2) ‘water’ and ‘H2O’ are the
only symbols that could have made a difference in meaning, since the
remaining parts of the two sentences are identical (we obviously
suppose that ‘this’ has the same reference in its two occurrences).
Other ‘just is’-statements are a little more problematic but still

acceptable for the majority of people:

PHYSICALISM: for such-and-such a mental state to be instantiated
just is for thus-and-such brain states and environmental conditions

to obtain.

Here the lack of any difference in meaning is assured by widely
accepted scientific theories and (more or less) universally accepted
metaphysical assumptions.

There are finally some ‘just is’-statements that are surely

controversial:

PROPERTIES: for Susan to instantiate the property of running just

1s for Susan to run.

Here we are in presence of a highly controversial metaphysical claim,
since many philosophers believe that the left hand side member of this
statement commits us to the existence of properties, while the right
hand side statement doesn’t. So, how can the two sides say the same?
The relevance of the problem of the acceptability of ‘just is’-
statements for the purposes of our inquiry is absolutely clear:
abstraction principles could also be conceived as ‘just is’-statements.
Every reason to legitimate at least some ‘just is’-statement is a reason
to legitimate abstraction principles (at least some of them). Consider,

for example, the ‘just is’-version of Hume Principle:
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HP: for the numbers of Fs to be identical with the number of Gs just

is for the Fs and the Gs to stand in one-one correspondence.

Here what is said is that what the two sides of this principle require of
the world is exactly the same thing. There’s no need to justify the
additional ontological commitment that the left hand side of HP seems
to bring with it, since there is no real additional ontological
commitment. Indeed the right hand side of HP is already committed to
the existence of numbers; the two sides doesn’t differ with regard to
meaning but only with regard to “appearance”. Rayo thinks that this is
probably the more faithful interpretation of Frege’s considerations
about “recarving of content” (See Frege 1884, § 64).

In Rayo’s opinion this, and other metaphysically contentious
statements, should be accepted. The reason why they should be
accepted is rooted in a general view about meaning and reference that
he calls Compositionalism and that we are going to examine below.
Before exploring this issue let’s make the notion of ‘just is’-statement

a bit clearer.

2. 2 Flucidation of the notion

The best way to elucidate the notion of ‘just is’-statement is to explore
its relation with other semantic, metaphysical and epistemic notions.
According to Rayo, a downright definition is impossible because it
would require that the concepts employed to define the definiendum
were definable independently from the definiendum itself. But, when
it comes to the fundamental concepts that we need, in order to define
‘just 1s’-statements, circularity is unavoidable to a certain extent.
Hence the best we can do is to proceed to the elucidation of the mutual

relations between the concepts at issue.
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2.2.1 Inconsistency

If a just is B then we cannot consistently claim o and not-B. Here
‘inconsistency’ is not to be understood syntactically. Two sentences
can be inconsistent in virtue of their sole logical forms, like in the case
of “there’s water in my glass” and “there’s no water in my glass”. But
they can be inconsistent also in another sense, namely as a
representation of the world as being inconsistent. Consider, for
example, “there’s water in my glass” and “there’s no H,O in my
glass”. Here there’s no syntactical inconsistency, but only a
representation of an impossible state of affairs. Therefore if a just is
then claiming that o and not-fp amounts to a description of an
impossible states of affair. The main difference between a ‘just is’-
statement and what we generally call a “factual statement” (a
statement like ‘Snow is white’) is that the latter rules out a consistent
way for the world to be, while the former rules out only an
inconsistent way for the world to be. The set of all ‘just is’-statements
that we are inclined to consider true draws the limits of consistency.
Since some ‘just is’-statements are clearly a posteriori, like in the case
of “for this glass to be full of water just is for it to be full of H,O’, to
succeed in delineating the limits of consistency is far from being a

trivial cognitive accomplishment.

2.2.2 Truth Conditions

If a just is B then the truth conditions of a are identical with the truth
conditions of PB. A ‘just is’-statement asserts that the two sub-
statements that compose it make the same request of the world. What
is required of the world, in order for the left hand side statement to be
true, is exactly the same that is required for the right hand side to be

true.
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2.2.3 Metaphysical Possibility

A given scenario is metaphysically possible if and only if it is
logically consistent with the set of the true ‘just is’-statements. When
we talk about possibility, the adjective ‘metaphysical’ is intended in
various ways: it can be an indicator of a particular level of strictness
(metaphysical possibility is stricter than conceptual possibility) or,
alternatively, it can be an indicator of a kind of possibility. In this
latter sense ‘metaphysical’ is meant to indicate a possibility de mundo,
namely a way the world can be, not a possibility de representatione, a
way the world can be represented. ‘Just is’-statements draw the limits
of de mundo possibilities, namely the ways that world can be,

regardless of how it happens to be represented.

2.2.4 Why Closure

If o just is B then a question like “we know that o, but what reasons
do we have to believe that B?”” becomes meaningless. A true ‘just is’-
statement fills a explanatory gap between the two scenarios
represented by its left hand side and its right hand side; what explains
one of them explains the other too. We say that a sentence ¢ is why-
closed if and only if one is unable to make sense of the question “Why
is it the case that ¢?”. If someone says something like ‘I can see that
things composed of water are composed of H,O, but I wish to
understand why the world is such as to satisfy this condition’, either
we find a charitable interpretation of her request (capable of making
the answer not trivial), or we completely reject it and just say ‘this
question makes no sense, since to be composed of water 1s nothing but
to be composed of H,O’. In order to highlight the connection between

the notion of why-closure and that of ‘just is’-statement, we can say
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that a sentence o is why-closed if and only if o is either a true ‘just is’-

statement or a logical consequence of some ‘just is’-statement.

These are the main features of ‘just is’-statements. These features
somehow define the role that ‘just is’-statements play in a domain of
discourse: they add no information, they simply establish the limit of
what can coherently be said. In Rayo’s view ‘just is’-statements play a
role analogous to that played by meaning postulates in Carnap’s
philosophy of language. Meaning postulates draw the line separating
propositions that are true in virtue of their meaning from factual ones;
‘Just 1s’-statements separate metaphysically necessary truths from
contingent ones. In both cases the problem is to distinguish two
fundamentally different class of statements: the considerable
advantage of Rayo’s approach is that it doesn’t rely upon the
problematic distinction between analytic and synthetic statements.
Indeed, as we are going to see in the next section, the choice of the set
of true ‘just is’-statements is based on considerations that are not

undermined by any Quine-style objection.

2.3 Which ‘just is’-statements are true?

Until now we have made reference to true ‘just is’-statements or to the
set of true ‘just is’-statements without explaining which conditions
such statements must respect in order to count as true. Rayo claims
that there are essentially two reasons to accept statements of this kind.
If the statement in question is ‘a just is B°, where a and B differ only
for an individual constant, then it’s true if and only if the two
individual constants that make the difference have the same reference.
Consider the sentence ‘for a spaceship to reach Hesperus just is for it

to reach Phosphorus’; clearly the truth of this ‘just is’-statement is
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grounded in the sameness of reference of the names ‘Hesperus’ and
‘Phosphorus’, which both refers to the planet Venus. Since, in some
cases, sameness of reference is discovered by means of empirical
investigations, ‘just is’-statements like that of our example are a
posteriori necessary truths.'> However, if the ‘just is’-statement in
question cannot be regarded as true in virtue of coincidence of
reference of two constants, things are a bit harder.

Consider the statement that we have previously called
PROPERTIES, namely ‘for Susan to instantiate the property of
running just is for Susan to run’. Here no empirical investigation can
be of help; the task of determining its truth value must be carried out
relying on entirely different considerations. The criterion that Rayo
suggest to adopt is based on considerations of framework
organisation. As we have just seen, ‘just is’-statements close a
theoretical gap and, consequently, they make certain questions
meaningless. This singular “power” can be extremely helpful in some
cases; indeed there are metaphysical problems whose solution requires
worthless theoretical effort. For example, if we believe in the
existence of properties or simply we need, for our theoretical
purposes, the introduction of entities like properties into our ontology,
a typical objection that, fatally, we are supposed to answer is
something along these lines: ‘I can see that there are good reasons to
think that Susan is running, but I cannot see why we have to think that
Susan is instantiating the property of running’. Naturally, there are
arguments that can be employed to convince our opponent, but none
of them is conclusive. This sole fact could be a good reason to think
that there’s no point in trying to present a serious answer to the

objection.

12 At least if we endorse a classical Kripkean view on reference and necessary truths.
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A different (and radical) move should be preferred: claiming
that the request of the opponent cannot be satisfied, since there is no
difference between the fact that Susan is running and the fact that she
is instantiating the property of running. This move should not be seen
as ontologically inflationary. We are not adding anything to the
“furniture” of the world: the existence of the property of running
amounts to the same request that we make of the world when we
assert that someone is running. To summarize up: ‘just is’-statement
can be introduced on the basis of a cost-benefits evaluation. If the
introduction of a ‘just is’-statement o in a theory involves a significant
benefit in terms of elegance of the theory itself and a significant
reduction of the effort required in order to justify what is claimed,

then the truth of ¢ is vindicated.

2.4 The resulting picture

Now we can easily see what’s the advantage of Rayo’s approach in
the case of Hume Principle. The introduction of a ‘just is’-version of
HP relieves us of the burden of explaining why, if (and only if) there
are pluralities of things, there are also numbers corresponding to those
pluralities. Usually, Platonism about numbers (or about other abstract
entities) requires justifications that very often turns out to be
complicated metaphysical tour de force. If we are not equipped with a
good theory of, for example, ontological dependence of numbers on
pluralities of things, we might consider the possibility of endorsing
Rayo’s picture of metaontology and a ‘just is’-version of HP (call it
HP=). Thus we obtain a ‘“cheap” Platonism about numbers: their
existence is nothing but the same fact that there are pluralities of

things, so, when we talk about them, we are not committing ourselves
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to the existence of something extra. Therefore number-talk would
stand with no need of further justification.

The resulting picture is very close to the conclusions that
Rudolf Carnap, in his Carnap (1950), comes to. There is no sense in
which things absolutely exist; each theoretical framework requires the
existence of different sets of things. Hence, questions on what there
really is are to be answered saying something like “according to
theoretical framework I" there are Xs into the world”. Translated into
Rayo’s words: there is no sense in which things absolutely exist; it
depends on the set of ‘just is’-statements that we adopt. This set of
statements (plus the set of statement that constitute a theory)
establishes which things a theory is committed to. We are going to see
below how exactly the ontological commitment is determined.

In this view ‘just is’-statements can play at least two other roles.
First: they can be seen as “bridge principles” that translate certain
statements of a certain language into statements of a different
language. For example HP= can be seen as a bridge between a second
order language with no numerical vocabulary and a second order
language provided with numerical vocabulary. HP= translates certain
statements of the former into statements of the latter and vice-versa.
Second: ‘just is’-statements can help in extending a basic theory into
an extended theory which employs a richer vocabulary. As is well
known, the introduction of (impredicative) HP, plus some very natural
definitions, into a second order theory amounts to the creation of a
theory that is equivalent to full second order Peano Arithmentics.
Nothing prevents HP= from playing the same role, since its inferential

power is certainly not lower than that of HP.
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2.5 Metaphysicalism and Compositionalism
Some philosophers are definitely hostile towards the kind of broadly
Carnapian metaontology that we have outlined in the previous section.
Their perplexity is related with a problem of legitimacy of ‘just is’-
statements as such. As we have said at the beginning of this chapter,
some of them are unproblematic, because the sameness of meaning of
their two sides is guaranteed by the sameness of reference of two
singular terms and by the fact that nothing else differs. Nevertheless
some other, like, for example, PROPERTIES, are not accepted by
many philosophers, because it seems that their two sides make very
different demands of the world. When it comes to a statement like
PROPERTIES, how can the truth conditions of ‘Susan runs’ and ‘the
property of running is instantiated by Susan’ be the same? While the
first statement is about Susan and what Susan does, the second one
seems to be about the relation between Susan and a certain property.
The simplest answer seems to be this: at least one of the two
statements is deceptively formulated. More specifically: while the
surface grammar of the sentences suggests a certain content, their real
content is different and it is somehow disguised by the grammatical
appearance. If we translate one (or both) of them into an
“ontologically appropriate” language, their real content will clearly
appear to be the same. Now, this kind of solution is exactly what Rayo
rejects in advance. Indeed, he assumes that the logical form of a
sentence can be read more or less straightforwardly from the sentence
surface grammar structure. This assumption is justified by the
consensus of most linguists, who think that mismatches between
“surface” structure and “deep” operative semantic structure are a very
limited phenomenon (see, for example, Heim and Kratzer 1998);

certainly not the kind of phenomenon that would allow us to us to
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claim that sentences like ‘Susan runs’ and ‘the property of running is
instantiated by Susan’ have the same logical form. Therefore the
perplexity of many philosophers towards statements like
PROPERTIES has to be dispelled in a different way.

The first and most important question is: what’s the
fundamental reason of this perplexity? The answer to this question is
individuated by Rayo in a bunch of philosophical claims that he calls
Metaphysicalism.  Although it’s not explicitly presupposed,
Metaphysicalism has a wide influence on the debate about ontological
issues. It’s constituted by two thesis: one about metaphysics and one
about reference.
=  Metaphysics: there is a fundamental way of carving up reality into

its constituent parts. An analogy might help: each composite
natural number can be decomposed into prime numbers and, for
each composite number there is one and only one factorization.
Something like that holds for facts: complex facts have a structure,
they are composed of simpler parts, which stands in a certain
mutual relation, and there 1s one and only one list of these parts and
their mutual relations.
= Reference: for an atomic sentence o to be true there must be a
certain kind of correspondence between the logical form of o and
the metaphysical structure of the portion of reality that o aims at
describing.
Supporters of Metaphysicalism are immediately barred from accepting
statements like PROPERTIES. Indeed, its two sides have a different
logical form, hence they represent facts having a different structure,
therefore it’s impossible for them to have the same truth conditions.
What is remarkable is that Metaphysicalism rejects statements like
PROPERTIES merely on the basis of syntactic considerations, namely
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without taking into account their content. To summarize up, we can
say that Metaphysicalism is the source of the perplexity of some
philosophers towards ‘just is’-statement. To be precise, not
Metaphysicalism as a whole. Indeed the principled opposition to ‘just
is’-statements comes from the thesis about reference. It should be
noticed that such a claim is not entailed by the metaphysical thesis;
one can certainly suppose that there is one and only one correct way
of carving up a fact A into its constituent parts, without claiming that a
sentence that aims at being a correct description of A must have a
logical structure that mirrors the structure of A. The metaphysical
thesis is clearly independent of the thesis about reference and can be
accepted also by those who claim that ‘just is’-statements are not
acceptable for merely syntactic reasons. Thus, only the endorsement
of the thesis about reference results in a principled rejection of ‘just
is’-statements. But according to Rayo there is no reason to endorse
such a thesis, therefore there is no room for a principled rejection of
‘Just is’-statements.

Rayo claims that the Metaphysicalist thesis about reference
should be rejected essentially because it’s an example of bad
philosophy of language. His line of argument is essentially as follows:
for the purposes of stating a fact, object-talk is optional. Indeed, we
can describe one and the same state of affair using a language
provided with singular terms and quantification over object-variables,
as well as a language containing only predicates. For example, the
content of “there is a table” can be as well expressed by the sentence
“it tableize” of an hypothetic languages containing only predicates.
The only reason why we generally prefer a language provided with
singular terms and quantification over objects is that it enables us to

recursively specify the truth conditions of a class of sentences, while a
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language containing only predicates doesn’t. Therefore languages
provided with singular terms and quantification over objects are not
preferred because of their purported metaphysical adequacy. No
serious argument can show that such a language can describe reality
more precisely than any other kind of language. Therefore true
sentences are not true in virtue of their mirroring the metaphysical
structure of the facts they talk about. Nothing excludes that the
property of being true is to be identified with a sort of correspondence
with reality. Rayo’s point is only that an isomorphism between the
logical form of a sentence and the metaphysical structure of the fact
described is not a necessary condition.

The view about reference, that Rayo proposes, is what he calls
Compositionalism. Compositionalism is constituted by two thesis, the
former about what counts as a genuine singular term, the second about
reference of genuine singular terms:

1. The following three conditions are jointly sufficient for an
expression t to count as a genuine singular term: a) t behaves
syntactically as a singular term; b) every sentence that one wishes
to use and that contains t is provided with truth conditions; c) the
assignment of truth conditions is coherent with the logical relations
among sentences.

2. If t is a genuine singular terms and the world is such as to satisfy
the truth conditions that have been associated with the sentence
Ix(t=x), or with any sentence inferentially equivalent with it, then t
refers to something.

Compositionalism is far more “generous” a view than

Metaphysicalism, when it comes to their ontological consequences. To

see this, we just have to apply its principles to the controversial case

of PROPERTIES. Suppose that the statement ‘for Susan to instantiate
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the property of running just is for Susan to run’ is formulated in a
language in which ‘the property of running’ behaves syntactically as a
singular term and such that truth conditions are assigned to every
sentence in which this expression occurs (so that conditions 1.a and
1.b are met). Moreover the truth conditions associated with the
sentences in which the term occurs are such that if sentence a entails
sentence 3 then what is demanded of the world for a to be true strictly
includes what is demanded for B to be true (condition 1.c is met).
Now, suppose that we have strong reasons to endorse PROPERTIES
(obviously, reasons of framework organization, as illustrated in
section 3); it turns out that the truth conditions associated with ‘Susan
runs’ are the same that are associated with ‘the property of running is
instantiated by Susan’. Hence, if ‘Susan runs’ happens to be true, then
also ‘the property of running is instantiated by Susan’ is true. There’s
no need for its logical form to mirror the structure of the same portion
of reality which ‘Susan runs’ aims at describing. Metaphysicalism
would require this kind of correspondence while, in Rayo’s view, the
fulfilling of such a burdening requirement is not necessary. The
sentence ‘the property of running is instantiated by Susan’ is
inferentially equivalent to ‘for some x, X is instantiated by Susan and x
is the property of running’ that entails ‘for some x, x is the property of
running’. Thus also condition 2 1is met. According to
Compositionalism, we are entitled to claim that the singular term ‘the
property of running’ really refers to something. We can conclude that
there are such things like the ‘property of running’, although we don’t
have any “robust” metaphysical justification for their existence.
Certainly, in Rayo’s view, what is required for a singular term
to refer to something is not so much. But the fact that the requirements
for referentiality are not particularly demanding doesn’t mean that the

50



object to which some singular terms refer are to be considered “thin”
in some sense. Dummett’s considerations on this issue are widely
known and there’s no need to recap them here; it’s enough to recall
that he thinks that we can introduce into our language some abstract
terms and the assignation of suitable truth conditions to sentences
containing them is sufficient to guarantee that these terms really refer.
Nevertheless such a reference is not to be interpreted in a “realist
fashion” (see Dummett 1991). Abstract objects, in this sense, are a
special kind of things that have been called ‘thin objects’. Although
Rayo’s requirement for referentiality are light, I don’t think that, in his
view, there are such things as “thin” or “lightweight” objects.
Consider again PROPERTIES: the left hand side statement and the
right hand side statement are treated as fully symmetric. None of them
contains singular terms that refer in weaker sense than the singular
terms of the other. Both are a fully accurate description of a state of
affairs and the truth of ‘Susan runs’ entails not only the existence of
Susan, but also the existence of the property of running since this
latter thing 1s what a singular term of the left hand side of
PROPERTIES refers to. A number of passages from Rayo (2013)

seem to confirm this." I think that, in Rayo’s view, nothing prevents

" Consider, for example, what he says at page 5: “One could suggest, for example, that a
‘just is’-statement should only be counted as true if the right hand side “explains the left
hand side, or if it is in some sense “more fundamental”. This is not the reading that will
be relevant for present purposes”. And again at page 24: “The anty-metaphysicalist is
certainly committed to the view that a single feature of reality can be fully and accurately
described in different ways. But this doesn’t entail that there is no fact of the matter about
how the world is. On the contrary: it is strictly and literally true that the number of
dinosaurs is Zero, and therefore that there are numbers. And this is so independently of
which sentences are used to describe the world — or, indeed, of whether there is anyone
around to describe it. The point is simply that the relevant features of the world could be
also fully and accurately described in another way: by asserting ‘there are no dinosaurs’”.
This latter quote is directed against a possible misunderstanding of his view (namely the
misunderstanding of those who think that the truth of ‘just is’-statements involve a
51



abstract singular terms, that figure in a true ‘just is’-statement, from
referring in a “realist fashion”.

For this reason, one could be tempted to think that he
presupposes a correspondentist conception of truth and that such a
conception is what grounds the Compositionalist thesis about
reference. If an atomic sentence 1is true, then it’s an accurate
description of a portion of reality and therefore every singular term
that occurs in it has a reference (even if the logical form of the
sentence doesn’t mirror the structure of the portion of reality it aims at
describing). If an atomic sentence is such that one of its singular terms
doesn’t refer, then it cannot count as a fully accurate description of a
fact. I’'m not completely sure that Rayo would support this latter
claim, but it doesn’t matter. The point that I would like to make is not
exegetic, but a rather substantial one: Rayo’s anti-metaphysicalist
view is fully compatible with a correspondentist conception of truth.
Such a way of conceiving truth is exactly what he needs in order to
claim that the two sides of a ‘just is’-statement are descriptions of the
same fact. As we already said, a supporter of anti-metaphysicalism
doesn’t think that ‘a just is B’ is such that only one of its two sides,
say [, has to be taken literally, while the other (o) is, at best,
assertable on the basis of the fact that B is true. Instead she would

claim that both a and B are a fully accurate description of a fact (the
same). In other words she thinks their truth is to be intended as
correspondence. [ think that there’s a way of assigning truth
conditions to sentences such that two sentences with a different logical
form can have the same truth conditions and such that the truth of a

sentence consist in its correspondence to a fact. As we are going to

conception of the world as a structureless blob), but is pretty clear that the point that it
makes is extremely relevant also for my purposes.
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see in the next section, this thesis requires a revision of the classical
rules that we follow when we assign truth conditions to sentences,
since these rules are a formalization of the principle according to
which the truth of a sentence requires a sort of mirroring between
logical form and structure of a fact. Such an alternative way of
assigning truth conditions is the topic of the rest of this chapter; I will
try to show that ‘just is’-statements can be true in a correspondentist
sense of ‘true’ even if we drop the assumption that the

‘correspondence’ involves ‘mirroring’.

2.6 Truth conditions

What I would like to prove is that the following five claims are fully

compatible:

= UNIVOCITY: the translation of a sentence of a natural language
into a sentence of a formal language is (at least in the vast majority
of cases) straightforward and univocal.

= CORRESPONDENCE: a sentence is true if and only if it
corresponds to a fact.

= ANTI-MIRROR: for a sentence to be true there’s no need for its
logical structure to mirror the structure of a fact.

* MONOTONICY: if ¢ can be derived, in virtue of its sole logical
form, from w, then the truth conditions associated with y are at

least as strong a requirement as those associated with ¢.
= ACCEPTABILITY: two sentences with a different logical form
can have the same truth conditions.
In other words, we need a view of meaning such that some ‘just is’-
statements are acceptable (ACCEPTABILITY), because their left
hand side and their right hand side correspond to the same fact

(CORRESPONDENCE). Obviously this correspondence cannot be
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conceived as mirroring (ANTI-MIRROR) since these two sides really,
and not only apparently, have different logical forms (UNIVOCITY).
Such a view of meaning must respect the same logical requisites that
model-theoretic semantics respect (MONOTONICY).

The main problem is with the compatibility of
ACCEPTABILITY and CORRESPONDENCE. Indeed the fact that
two different atomic sentences can have the same truth conditions is
certainly puzzling: if we follow the classical rules for the
determination of truth conditions (those which are usually considered
as the paradigm of a realist interpretation of sentences) we cannot but
assign them different truth conditions. Take, for example, the two
atomic statements that flanks the ‘just is’-operator in PROPERTIES:
‘Susan runs’ and ‘the property of running is instantiated by Susan’.
Their formal translations are, respectively, ‘Rs’ and °‘I(Rs)’. The
classical rule that we adopt, when it comes to assign truth conditions

to atomic sentences, can be stated as follows:

RULE: given a model M constituted by a domain D and a function
J, a sentence of the form Rc,c,cs...c,, where R is a n-ary predicate
symbol and ¢y, ¢,, C;... ¢, are individual constants, is true if and only
if the individuals denoted by c,, ¢, c3... ¢, stands in the relation
denoted by R, namely if and only if J(c,), J(c,), J(c3), ..., J(c,) are
members of J(R).

Therefore the truth conditions of our two sentences according to
RULE are: 1) for ‘Rs’: ‘Rs’ is true if and only if the individual
designated by ‘s’ belongs to the set of things that are R; 2) for ‘I(Rs)’:

‘I(Rs)’ is true if and only if the individuals designated by ‘R’ and ‘s*"*

*1 employ to different sorts of symbols for individuals and properties: capital letters for
properties and lowercase letters for individuals. As we are going to see a basic first order
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stand in the relation I. Now, whatever model we adopt, there is no
possibility for these two atomic statement of having the same truth
conditions. The mismatch between their logical form is sufficient to
exclude this eventuality. This sole example is enough to show us that
the classical rules for the assignment of truth conditions are
incompatible with the truth of ‘just is’-statements like PROPERTIES.
No way out based on a distinction between the apparent logical form
of a statement and its authentic or “deep” logical form is available.
One of the desiderata of our theory is that the translation of a sentence
into a first order formal language can be simply derived from the
surface syntax of the sentence at issue (UNIVOCITY). Since many
‘just is’-statements are such that the logical forms of their left and side
and right hand side are different, we face a dilemma: -either
renouncing most ‘just is’-statements or renouncing to the classical
clauses for truth conditions (at least for atomic sentences). If we want
to assume that a statement like PROPERTIES can be true, we need to
drop out of the classical clauses for the assignment of truth conditions
and replace them with something more suitable.

I think, and I would like to show, that the best way to do so is
the adoption of a semantics where the truth of a sentence depends on
its relation to a fact. This could seem hardly a progress, since also
classical semantics assumes that a certain sentence is true if and only
if there is a fact that is shaped in such and such a way. But this latter
determination 1s the source of our problem: classical semantics
doesn’t limit itself to assigning truth to a sentence a if and only if
there 1s a fact A that (somehow) corresponds to a. It descend to a

deeper level, “unpacking” the fact in question and establishing how it

language satisfying our theoretical purposes can be easily enriched with a new sort of
variables, becoming able to express contents like ‘the property X is instantiated by x’.
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must be shaped in order to be what corresponds to a. One of the
desiderata that our theory should satisfy is what we have called
ANTI-MIRROR, a principle that states that the logical form of a true
sentence doesn’t need to mirror the metaphysical structure of the fact
it correspond to. The classical rule that we follow when we assign
truth conditions to an atomic sentence is not consistent with the
conjunction of ANTI-MIRROR, UNIVOCITY and
ACCEPTABILITY. What we need is to replace RULE with
something less “invasive”. If we succeed in assigning a fact to a
sentence without decomposing the fact itself into finer grained
components and conserving the respect of the requisite that we have
called MONOTONICY, then the problem is solved.

In the semantics that I’'m going to present, and that I will call
anti-matephysicalist semantics, the role of assigning truth conditions
to sentences is played by two distinct functions: a function assigning
to a sentence a a fact that weakly satisfies o and a function assigning
to a sentence [ a fact that strongly satisfies . We are going to employ
the symbol @ to designate the former and the symbol ¥ to designate
the latter. Both ® and ¥ have sentences as arguments and facts as
values. These two kind of semantic relations are to be conceived as
fundamental and not analyzable. For the purpose of clarification, we
can say that a fact A weakly satisfies a sentence a if and only if the
existence of A is sufficient to make o true, and a fact B strongly
satisfies P if and only if B is described by 3. Two examples can be of
help: 1) the fact that whales breastfeed their babies weakly satisfies
the sentence ‘whales are not fishes’, because it 1s sufficient to make
the sentence true; 2) the fact that 23 has no positive divisor other that
1 and 23 strongly satisfies the sentence ‘23 is prime’, because that

sentence is a full and accurate description of the fact in question.
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Anyway, it’s very important to bear in mind that the notions of weak
satisfaction and strong satisfaction are elementary and not apt to be
analyzed. The previous clarifications are not to be taken as definitions.

A sentence a 1s true if and only if either @ or ¥ are defined for
the argument a, otherwise is false. Intuitively, if there is no fact that
makes o true or that a represents, then o doesn’t correspond to any
fragment of reality, therefore a is false. One could object: what about
logical truths? Do your functions assigns some fact to them? If so,
then you are assuming the existence of strange entities like logical
facts or (even worse) you are assuming that some contingent facts
make valid sentences true. If not, then you are assuming that valid
sentences are false. I think that no solution can be completely
satisfactory. Since, as we will see, the semantics I’'m going to propose
is formulated in terms of collections of facts, I assume that @ assigns
valid sentences to a sort of empty collection, a collection containing
no facts. This is not to be interpreted as the introduction of a suspect
entity like the null fact. I simply mean that ® is defined for valid
sentences (thus valid sentences are true), but there is no particular fact
whose existence is needed for them to be true.

The introduction of two distinct functions which aims at
assigning semantic values to sentences needs some explanation. Every
first order theory includes or, at least, entails some negative statement.
In our semantics, a sentence, also a negative one, cannot be true
without corresponding to a fact. If the only possible semantic relation
between sentences and facts were that of strong satisfaction, encoded
by function W, then it would be necessary the postulation of special
facts which are fully and accurately described by negative sentences.
There’s no need to say that negative facts are metaphysically

unappealing; the sole fact that a semantic theory requires their
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existence can constitute a good reason for its rejection. To avoid this
dead-end we introduce another kind of semantic relation, that of weak
satisfaction, which allows us to assign semantic values to negative
sentences, avoiding any undesirable ontological commitment. This
different kind of semantic relation is encoded by function ®. How can
this function make true a negative sentence like, for example, —o.?
The answer is very simple: by assigning it to a certain “positive” fact
A. If O&(—-a) = A, then A is the fact whose sole existence is
incompatible with what is expressed by sentence o.. Nothing rules out
the possibility, for a positive sentence 3, of being such that () = A.
In this case we say that the fact A makes true both —a and 3 by being
incompatible with what is expressed by o and by being what makes
true what is expressed by 3. This situation can be illustrated by many
examples taken from our everyday linguistic practice. Consider the
sentences ‘Bacteria are not eukaryotes’ and ‘Bacteria are prokaryotes’;
it’s quite intuitive that they are made true by the same fact, namely
that Bacteria are single-celled organisms that lack a membrane-bound
nucleus. This single fact is incompatible with their being eukaryote
(hence it makes the first sentence true) and is what makes the second
sentence true.

Now, what about ‘just is’-statements? We know that the two
sides that compose them are in a relation of identity of truth
conditions, but now the question becomes more precise: what kind of
truth conditions are at issue here? Those assigned by function @ or
those assigned by W? If we think that the identity of truth conditions
between the two sides of a ‘just is’-statement consist in an identity of
facts that weakly satisfy those two sides, we leave open the possibility
of ‘just is’-statements that are not necessarily true. Consider the

previous example: ‘Bacteria are not eukaryote’ and ‘Bacteria are
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prokaryote’. They are made true by the same fact, but we are not
allowed to put them in a ‘just is’-statement, since the result would be a
statement that is only contingently true. Indeed it’s only contingently
true that a living being can be only prokaryote or eukaryote; a third
realm, although not actually instantiated by any living being, is
possible, at least logically possible. Thus, for something to be
eukaryote is not just being not-prokaryote. We are allowed to
formulate a ‘just is’-statement only when, given two statements o and
B, Y(a) = WY(B), namely when o and B are strongly satisfied by the
same fact. The relation of strong satisfaction is to be conceived as
strictly more demanding than that of weak satisfaction; if a fact A
strongly satisfies a then A weakly satisfies a, but the converse does
not hold.

The two notions that we have just introduced allow us to replace
RULE with something far less demanding, something that doesn’t
exclude that two different atomic sentences with a different logical

form can correspond to the same fact.

RULE*: an atomic sentence « is true if and only if function @ is
defined for the argument o, namely if and only if there is a fact that,

even if it doesn’t strongly satisfy a, at least weakly satisfies a.

What we need finally is a set of constraint on functions ® and ¥
capable of saving MONOTONICY. This is going to be the main

purpose of the next section.

2.7 A General Anti-Metaphysicalist Semantics
Suppose we have a uninterpreted first order countable language with
identity L, enriched with the just is operator ‘=". The logical operators

of L are —, A, v, 3, V, = and =. A deductive system is fixed by the
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classical introduction and elimination rules for the for the symbols —,
A, Vv, 3, V, =. An introduction and an elimination rule for = will be
presented soon. Since L is countable, the set L whose members are all
the sentences of L is countable too. For simplicity reasons we assume
that L contains only closed sentences, no open formula is allowed."
Let the set C={a, b, c, ...} contain all the constants of L' Let F= {A,
B, C, ...} be a set of atomic facts. Here the world ‘atomic’ should be
understood as ‘undecomposable’. It must not be intended as
‘something that is portrayed by an atomic sentence’, since we have no
reason to rule out the possibility of an atomic sentence strongly
satisfied by a complex fact or weakly satisfied by a complex fact. The
introduction of a set of atomic facts doesn’t necessarily amount to an
ontological commitment to facts as fundamental constituent of reality;
nothing prevent us from decomposing them in more fundamental
entities (like, for example, individuals and properties). The
introduction of a set of atomic facts is ontologically neutral; the only
metaphysical assumption is that facts, whatever they are, can be
decomposed until we reach a basic level, at which a further
decomposition would not result in a plurality of simpler facts.
Pluralities of facts can be taken as a whole. For this purpose we
introduce the operation U of union among facts. We are going to
write AUB to indicate the fact constituted by A and B taken as a
whole; in some occasions we are going to write LI(A, B, C, ...) if we
are considering the union of many facts. Analogously we can also

define an operation of overlap (in symbols, M). Two unions of atomic

' Rayo (2013) p. 67 declares that there can be ‘just is’-statements with free variables, so
the constraint that we impose is needed only to simplify our formalization.

' If someone wishes to make this language capable of expressing second order sentences,
she can add a further set of constants, turning £ into a two-sorted language. For simplicity
reasons I restrict myself to the presentation of a first order language.
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facts overlap if and only if there is at least one atomic fact that is a
proper part of both unions. Unions of atomic facts are complex facts.
We introduce now a sort of analogous of the power set: if F, as we
have said previously, is the set of all facts, g(F) is the set of all the
possible unions among the members of F. Let ® be a partial function
L—g(F) assigning to each sentence that is included into its domain a
minimal fact that weakly satisfy it. ‘Minimal’ because it’s the
minimum union of atomic facts that weakly satisfy a. Suppose that a
is weakly satisfied by the fact ALIB; then it is of course made true by
LU(A, B, C) and also by LU(A, B, C, D). Moreover we can simply say
that, for each sentence a such that @ is defined for a, ®(at) = F. To
avoid this trivialization we establish that, for every a, such that @ is
defined for a, ®(a) is the overlap of all the members of g(F) that
weakly satisfy a. The assumption that we make is obviously that this
overlap exists and is sufficient to weakly satisfy a; in other words we
assume that a sentence o cannot be made true by two (complex) facts
U(A, B, C, ...) and U(A’, B’, C’, ...) such that their overlap doesn’t
exost or is unable to weakly satisfy a.

The function ® doesn’t need to be injective, since it can be the
case that two different sentences are weakly satisfied by the same fact.
Moreover it doesn’t need to be surjective, since there’s no reason to
assume that the domain of @ is a set of sentences that correspond to
every fact of the world (we don’t rule out the possibility of facts that
doesn’t satisfy any sentence of £).

Function @ must respect these constraints in order to fulfil

MONOTONICY:
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1. If a sentence a is a=b and ® is defined for the argument o then, for
every sentence o(a) € L such that @ is defined for o(a), @ is
defined for o(b) and vice versa.

2. If a sentence o is identical with — and ® is defined for the
argument o, then @ is not defined for the argument B and vice
versa.

3. If a is identical with BAy and @ is defined for the argument ., then
® is defined for both the arguments  and y and ®(a) = LU(D(P),
O(v))-

4. If @ is defined for the arguments a and [ then it’s defined also for
the argument aAf and O(aAf) = LU(D(a), D(B)).

5. If a is identical with Bvy and @ is defined for the argument a ,
then if @ is not defined for y then @ is defined for 3.

6. If @ is defined for a then it is defined also for avf.

7. If a is identical with 3xf3 and @ is defined for the argument a,
then: 1) if B contains no variable, then ® is defined for § and ®(a)
= O(B); 2) if B <> o(x), then, for some ceC, @ is defined for the
argument [o(Xx)](x/c).

8. If, for some ceC, @ is defined for [o(x)](x/c), then: 1) @ is
defined for Ax[co(x)](x/c); 2) @ is defined for Ixo(x).

9. If a is identical with Vxf3 and @ is defined for the argument o,
then: 1) if B contains no variable, then ® is defined for the
argument 3 and ®(a) = ®(B); 2) if B <> 6(x), then, for every ceC,
® is defined for the argument [o(x)](x/c) and ®(a) is identical
with the union of the facts that weakly satisfy these sentences.

10. If, for every ceC, @ is defined for [6(x)](x/c) then: 1) ® is defined

for Vx[o(x)](x/c) for every ceC and O(Vx[o(X)](x/c)) =
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d([o(x)](x/c)); 2) @ is defined for Vxo(x) and ®(Vxo(x)) is the
union of the facts that weakly satisfy all the sentences [o(Xx)](x/c)

11. If a 1s identical with =y and ® is defined for the argument a, then
if @ is defined for the argument 3 so is for y and vice versa, and
O(B) = D).

Clauses 5, 6 about disjunction and clauses 7, 8 about existential

quantification deserve some comments. I take a disjunction like avf3

to be made true by a fact that can be identified neither with what
makes true o, nor with what makes true B (and not even with the
union of these two verifiers). Indeed if it were the case that ®(avp) =

L(D(a),®(P)) then the truth of a would not entail the truth of avf,

since avf} asks @ to be defined also for [3, not only for a. Clauses 5

and 6 constraint function ® in such a way that if ® is defined for a,

then it’s defined also for avf and if @ is defined for avf3, but not for

o, then it’s surely defined for . This says nothing on the nature of

facts making true a, P and avp. Analogous considerations apply to

clauses 7 and 8. This move avoids problems with the notion of logical
consequence that we are going to introduce later.

Let ¥ be a partial function L—g(F) that associates each
sentence that belongs to its domain to the fact that strongly satisfies it.
Also in this case the function at issue is not injective nor surjective.

Here we have the requirements that the function ¥ must satisfy
in order to fulfil MONOTONICY:

12. If sentence o is identical with a=b and ¥ is defined for the
argument o then, for every sentence o(a) € L such that V¥ is
defined for o(a), ¥ is defined for 6(b) and vice versa.

13. If a is identical with —f3 and ¥ is defined for the argument a,

then: 1) ¥ is not defined for the argument [3; 2) if a is not logically
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equivalent with a positive sentence (= a sentence that doesn’t start
with a negation operator), then there is a yeLL such that y is positive
and Y(a) = Y(y).

14. If a is identical with BAy and W is defined for the argument a,
then W is defined for both the arguments  and y and ¥(a) =
LCE(B), ¥().

15. If ¥ is defined for both the arguments a and [, then it’s defined
also for the argument anf.

16.1If a <> VxP and ¥ is defined for the argument a, then: 1) if B
contains no variable, then ¥ is defined for the argument B and
Y(a) =Y(B); 2) if B <> o(x), then, for every ceC, V¥ is defined for
the argument [o(x)](x/c) and W¥(a) is identical with the union of
facts that strongly satisfy these sentences.

17. If, for every ceC, ¥ is defined for [o(x)](x/c) then: 1) W is defined
for Vx[o(x)](x/c) for every ceC and Y(Vx[o(X)](x/c)) =
Y([o(x)](x/c)); 2) V¥ is defined for Vxo(x) and W(Vxo(x)) is the
union of facts that strongly satisfy all the sentences [o(X)](x/c).

18.If oo <> PB=y and ¥ is defined for the argument a, then if ¥ is
defined for the argument 3 so is for y and vice versa, and ¥(B) =
F(y).

19. If a and B are such that W(a) = W(P), then V¥ is defined for a=p.

Moreover there is a further constraint that ® and ¥ have to respect:

20.If ¥ is defined for the argument o then also @ is defined for o and
Y (o) = D(a).

If a couple (@, V) satisfies all these 20 constraints then it constitute an

acceptable interpretation of L. If an acceptable couple (®, V) is such

that, for every sentence aeL, @ is either defined for a or for —a we

say that (®, ') is a complete interpretation of L.
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Finally we can define the notion of logical consequence:

LOGICAL CONSEQUENCE: Let J be the set of all couple of
functions that constitute a complete interpretation of a language L.
We say that a is a logical consequence of a set of sentences I' (in
symbols I'ea) if and only if there is no (®, W) € J such that ® is

defined for every sentence Bl and not defined for a.

In the Appendix below I’ll prove the theorems of consistency,

completeness and compactness for this notion of logical consequence.

2.8 Some conclusive remarks
The anti-metaphysicalist semantics that we have just introduced has
the remarkable virtue of satisfying all the five desiderata that we set at
the beginning of section 6. It allows us to regard as true all and only
the sentence that correspond to a fact (CORRESPONDENCE), since
the functions ® and ¥ represent the two different ways in which a
sentence can correspond to a fact. It’s possible, for two statements
with a different logical form, to correspond to the same fact
(ACCEPTABILITY). The requisite of MONOTONICY is respected
by every couple (®,V) that satisfies the 20 constraints indicated in
section 2.7. Finally, truth conditions are assigned independently of any
kind of isomorphism between logical form of sentences and structure
of corresponding facts (NO-MIRROR); thus the reading of the logical
form of a sentence from its surface semantics is allowed and totally
harmless (UNIVOCITY).

Three final remarks deserve to be made:

Remark 1: Anti-metaphysicalist semantics adopt substitutional
quantification. This cannot be avoided, since we don’t employ any

domain of object over which one can quantify.
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Remark 2: The two semantic notions that we employ are left
without a definition. I assume that they are primitive concepts. In most
cases, when we grasp what a sentence a says, we are able to identify
the fact it correspond to and to establish whether it weakly satisfies o

true or strongly satisfies a. The criteria that we adopt in doing such a
cognitive task are complex and maybe not easily definable. For our
purposes this is not a problem, since here we deal only with semantic
notions. Indeed our question is ‘how can o mean something?’ and not
‘how do we know what o means?’

Remark 3: The classical assignment of truth conditions to
atomic sentences somehow contributes to explain how we manage to
understand (and employ appropriately) sentences that we have never
heard before. The well known Generality Constraint claims that “if a
subject can be credited with the thought that @ is F, then he must have
the conceptual resources for entertaining the thought that a is G, for
every property of being G of which he has a conception” (Evans 1982,
p. 104). The classical (model theoretic) assignment of truth conditions
fits perfectly with the Generality Constraints, since it clearly shows
how the semantic value of an atomic sentence depends on the
semantic values of its components. Thus it contributes to explain how
a subject that can understand ‘a is F’ is able to understand also ‘a is
G’: the meaning of the first sentence depends on its components and
once someone gets the meaning of these components is also able to
understand a statements where one of these components is replaced by
another one. A supporter of anti-metaphysicalist semantics must be
inclined to accept that his semantic apparatus cannot do that. Since, in
this view, the smaller meaningful part of the discourse is individuated
in a complete sentence, there’s no way in which the meaning

attributed to a sentence like ‘a 1s F’ can be of help in explaining why
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people who understand ‘a is F’ are also able to understand ‘a is G’. A
supporter of anti-metaphysicalism can say that the task of semantics is
not to ease the explanation of the mental processes of language
understanding. Semantics is exclusively about meaning, not about
“what we get when we understand a sentence”. We could even say
that there are two different notion of meaning of a sentence a: 1) how

the world must be in order for a to be true and 2) what we get when

we understand a. The supporter of anti-metaphysicalism deals only
with the first interpretation of the notion of meaning and is not
concerned with the second. This might be considered a remarkable

cost, depending on how we are inclined to define meaning.
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Appendix

1. Consistency

We adopt the usual inference rules for the logical connectives —, A, v,
3, V, =. The proof of their consistency is completely straightforward
and largely overlapping with the classical proof of consistency. The
only rule that doesn’t appear in classical consistency proofs and that
we need to justify explicitly is that associated with the operator =.
Such a rule establishes that o, a=f3 + f.

Proof: whatever function W, that is member of an acceptable
pair (@, W)eJ, and that is defined for a and for a=p cannot but be
defined for B, because whatever acceptable pair (O, V) has to respect
constraint 18, which says that if ¥ is defined for o and for a=p3, then'V
is defined for f.

2. Completeness

We want to prove that, for every theory I' — L, and every o € L, if
['Ea then '-a.

Theorem 1

These two statements are equivalent:

a) if 'ea then I'a.

b) if I' is consistent then there is a pair (@, W) € 7 that satisfies' T
Proof

* Proof of a)—>b): suppose (for reductio) that if I'=a then I'+a, that

I is consistent and that there is no pair (®, V) € J that satisfies I'.

"7 Here the notion of satisfaction is not that of weak satisfaction, nor strong satisfaction
that hold only for single sentences, but a different notion: a theory I" is satisfied by a
couple (®, ¥) € J if and only if (O, V) is such that @ is defined for every sentence
belonging to I'.
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If there is no pair (@, ¥) € J capable of satisfying I', then there
must be a sentence 3 such that '3 and I'e—f. Therefore, since
we are assuming that if I'=a then I'o,, we have '3 and I'—f3.
But this contradicts our previous assumption that I" is consistent.
Hence, if we assume that if I'ea then I'a and that T' is
consistent, it turns out that there is a pair (®, V) € J that satisfies
I'. From this follows that a)—b).

* Proof of b)—a): suppose (for reductio) that if I' is consistent then
there is a pair (®, W) e 7 that satisfies I', that 'E=a and that '
If I'#a then 'U{—a} is consistent. Therefore, since we assume
that if I is consistent then there is a pair (®, V) € 7 that satisfies I,
there must be a pair (®, W) € J that satisfies ['U{—o}. But this
contradicts our previous assumption that I'=o.. Thus, if we assume
that if " is consistent then there is a pair (®, V) € J that satisfies I'
and that I'k=q,, it turns out that ['o.. From this follows that b)—a).

Thus we can prove that, for every theory I' ¢ L, and every a € L, if

['Ea then I'a, simply by proving that if I" is consistent, then there is

a pair (@, W) e J that satisfies I'.

Definition 1

A theory I is complete relative to L if and only if, for every a € L,

eithera e or —a € T,

Theorem 2

Every consistent theory I' € L can be extended to a theory I

consistent and complete.

Proof: consider a consistent theory I'; we can extend it by
adding a sentence ae L which doesn’t belong to I" and such that —a
doesn’t belong to I'. The result of the implementation of this

procedure is a set of sentences I" that is consistent (since, in each step
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of our procedure the raising of a contradiction is blocked) and
complete (since the process doesn’t stop until every sentence that
doesn’t make I inconsistent is included).
Definition 2
We define I' as saturated relative to L if and only if T" satisfies these
conditions:
. —a elentailsa €T,

.onpelentailsaelandPB T,

. —(anPB) € T entails —a € I'or —f € T,

.ovpelentalsaelorPel,

2

3

4

5. =(avp) € " entails —a € I"'and -3 € T,

6. Vxa € I entails a(x/c) € I" for every ¢ € C,

7. =Vxa € I entails —ou(x/c) € I" for some ¢ € C,

8. Ixa € I entails au(x/c) € T" for some ¢ € C,

9. —Ixael entails —a(x/c) € T for every c € C,

10. for every sentence a, I' doesn’t contain both o and —a,

11. for every formula af(a, b, ¢, ...) € I', if a=a’, b=b’, c=c’, ..., then
a(@’,b’,c’,..)erl,

12.0=B e 'and o € 'entail B € T.

Theorem 3
If T is consistent and complete then I is saturated.
Proof:
1. If T is complete, then either a or —a belongs I'. But ——ael and,
since I' is coherent o belongs to I'. Indeed if —a belonged to I'
(instead of o) then I would include both —a and ——a losing, thus,

1ts coherence.
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. If anP € T" and I" is complete, then one between o and —a and one
between 3 and —f3 belong to I'. But neither —a nor —3 belongs to
I', since I is coherent. Therefore I" includes a and 3.

. If =(anP) € I" and I" 1s complete, then one between a and —o and
one between 3 and —f3 belong to I'. But if both o and B belonged to
I', then I" would not be coherent. Therefore at least one between
—o. and —3 belongs to T'.

. If avp € I" and I is complete, then one between o and —a and one
between 3 and —f3 belong to I'. But if both —a and —f3 belonged to
I', then I" would not be coherent. Therefore at least one between o
and 3 belongs to I'.

. If =(avB) € T and I" is complete, then one between a and —o and
one between 3 and —f3 belong to I'. But if at least one between o
and B belonged to I', then I" would not be coherent. Therefore both
o and 3 belong I'.

. If Vxa € T" and T" is complete then, for every ¢ € C, either a(x/c)
or —a(x/c) belongs to I'. But if there were a constant k € C such
that —a(x/k) belongs to I', then I" would not be coherent. Therefore
a(x/c) € I forevery ¢ € C.

. If =Vxa € I" and I" is complete then, for every ¢ € C, either a(x/c)
or —a(x/c) belongs to I'. But if, for every ¢ € C, a(x/c) belonged
to I', then I' would be incoherent. Therefore, at least for one
constant k € C, —ou(x/k) belongs to T".

. If 3xa € T" and T" is complete then, for every ¢ € C, either a(x/c)
or —a(x/c) belongs to I'. But if there were no constant k € C such
that au(x/k) belonged to I', then I" would not be coherent. Therefore

o(x/c) € I for some ¢ € C.
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9. If —3xael’ and I' is complete then, for every ¢ € C, either a(x/c)
or —au(x/c) belongs to I'. But if, for some ¢ € C, a(x/c) belonged to
I', then I" would be incoherent. Therefore, for all constant k € C,
—a(x/k) belongs to T'.

10. If ael’ and I" is coherent and complete, then I" cannot include —a.

11.If a(a, b, c, ...) € I and I' is complete, then, if a=a’, b=b’, c=c¢’
either a(a’, b’, ¢’, ...) e’ or —a(a’, b’, ¢’, ...) eI'. But if —a(a’, b’,
c’, ...) belonged to I', then I would be inconsistent. Therefore a(a’,
b’ ¢’ ..)el.

12.If a=f € I"' and o € " and T" is complete, then either B or —f3
belongs to I'. But if —p belonged to I' then I' would be
inconsistent. Therefore el

Theorem 4

If a theory I' is saturated then there is a couple (®, ¥) € J that

satisfies I

Proof: suppose I' is saturated, but there is no couple (@, ¥) € J

that satisfies I'. Then there must be at least one sentence y such that no

member of J can assign a fact to y. But if no member of J can do so,

then the assignation of a fact to y would violate at least one of the 20

constraints that functions ® and ¥ must respect. But the violation of

one of these constraints would necessarily lead a complete theory (like

I') to inconsistency. But if " were inconsistent, then I" would not be

saturated. This would contradict our hypothesis. Therefore if I' is

saturated then there is a couple (O, V) € J that satisfies I'.

Theorem 5

If there is a couple (O, W) € 7 that satisfies a theory I'" then such a

couple satisfies every A such that AcT.
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Proof: if there were a set of sentences AcCI such that a couple
(@, W) e 7 that satisfies I doesn’t satisfy A, then there would be at
least a sentence y belonging to A such that y doesn’t fall into the
domain of one between ® or V. But, if AcI’, then yeI". Since (®, V)
satisfies I', then it cannot but satisfy y. Therefore if (®, V) satisfies I'
then (@, V) satisfies every A such that AcI".
Theorem 6 (Completeness)
If T is consistent then there is a couple (@, W) € 7 that satisfies I'.
Proof: if I' 1s coherent, then it can be extended until it becomes
complete (Theorem 2); if such extension is complete, then it’s
saturated (Theorem 3); if it’s saturated then there is a couple (@, V) €
J that satisfies it (Theorem 4) and such a couple satisfies also the

original theory I" (Theorem 5).

3. Compactness
A couple (@, V) € 7 s