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THE CROSSROADS OF COGNITIVE SCIENCE

The monograph Cognition, Meaning and Action. Lodz-Lund Studies in Cogni-
tive Science collects papers written by the members of two Cognitive Science De-
partments: of Lund and of Lodz. It presents a range of issues currently examined 
in both centers. Some texts are written in collaboration as the result of collective 
research.

The opening article “Cognitive science: From computers to ant hills as mod-
els of human thought” (Peter Gärdenfors) offers an introduction to the history 
of ideas in cognitive science as it has been developing throughout last decades. 
Much of the contemporary mind theories derive from Descartes’ res cogitans 
and res extensa distinction, and to some extent they may be seen as a continu-
ation of rationalist-empiricist debate. The dawn of computer science is kept in 
quite rationalist fashion. The fundamental concept of computer science is the 
theoretical construct of Turing’s machine. Inspired by Turing’s concept, John 
von Neumann proposes a general architecture for modern computer based on 
logic circuits. The transfer of these findings to a theory of how the mind works 
was only a matter of time. Soon after von Neumann’s proposal, McCulloch and 
Pitts interpreted neurons as a logic circuits combining information from other 
neurons according to some logical operations. This leads directly to one conclu-
sion: the entire brain is a huge computer – and so the foundational metaphor for 
cognitive science was born.

Cognitive science can be said to emerge in 1956, the year in which Noam 
Chomsky, in response to the behaviourist concept of language, presented his 
proposition of transformational grammar. His central argument is based on the 
claim that processing the grammar of natural language requires a sort of algorithm 
as used in Turing machine. Also in 1956 Newell and Simon demonstrated the 
first computer program constructing logical proofs from a given set of premises 
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and, finally, the concept of Artificial Intelligence was used for the first time. The 
philosophical assumption of the AI approach to cognitive processes is that the 
representation of mental content and processing is essentially symbol manipu-
lation: only logical relations connect different symbolic expressions in a mental 
state of a person. The meaning of symbols is not part of the process of thinking, 
since they are manipulated exclusively on the basis of their form.

This quite rationalist manner of representing the cognitive process gave rise 
to several forms of criticism. One of them – derived from empiricism – was a new 
model of cognition called connectionism. Connectionist systems, also called arti-
ficial neuron networks, consist of large number of simple but highly interconnect-
ed units (“neurons”). According to the connectionists’ point of view, thinking is 
not manipulation of meaningless symbols run and controlled by a central pro-
cessor computer-like program, but it rather occurs in parallel neuronal processes 
distributed all over the brain, which is seen as a self-organizing system.

However, as it is claimed in the first paper, there are aspects of cognitive phe-
nomena for which neither symbolic representation nor connectionism seems 
to offer appropriate “modelling tools”. Those aspects include: mechanisms of 
concept acquisition, concept learning, and the notion of similarity. They turned 
out to be problematic for the symbolic and associationist approaches. To deal 
with them, a third form of representing information was proposed based not on 
symbols or connections between neurons, but rather on geometrical or topolog-
ical structures. These structures generate mental spaces that represent various 
domains, and allow for modelling similarity in a very natural way as, for example, 
with the function of distance in such a space.

The topics of all other papers oscillate around the eponymous subject from 
the point of view of communication and its efficiency. The philosophical per-
spective of thinking, typical for the research on cognition, meaning, and action, 
is here replaced by psychological as well as neurophysiological benchmarks. The 
concept of the meaning of natural language expressions presented in “Two pro-
cedures expanding a  linguistic competence” (Piotr Łukowski) is the result of 
two approaches, of the logical and of the one known in the cognitive psychology 
as exemplary theory of meaning. It employs model example, function of sufficient 
similarity, accidental and essential similarities and zone of proximal development. 
From such a perspective, the meaning inevitably appears to be a social, dynamic, 
and temporal phenomenon. Furthermore, since cognitive psychology is firmly 
founded on neuroscientific research, the properties of the presented understand-
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ing of notions can be partially linked to their neurophysiological correlates, as 
outlined in the following chapter: “Neurobiological basis for emergence of no-
tions” (Konrad Rudnicki).

Comparative studies of feature lists, (dynamic) frames, and conceptual spac-
es as models for the representation of scientific conceptual knowledge is the 
aim of “Similarity as distance: Three models for scientific conceptual knowl-
edge” (Frank Zenker). It is shown that the concepts arising from and giving 
rise to the exact measurement –  mainly scientific ones –  are properly repre-
sented in conceptual spaces. Also in the paper “The Approximate Numbers 
System and the treatment of vagueness in conceptual spaces” (Aleksander Ge-
mel, Paula Quinon) the advantages of this model are successfully confirmed 
for the representation of concepts whose character is far from being scientific, 
i.e. vague concept of number.

Interpersonal communication defines the context of analyses for the next 
two papers: “To tell and to show: the interplay of language and visualizations in 
communication” (Jana Holsanova, Roger Johansson, Kenneth Holmqvist) and 
“Communication, cognition, and technology” (Peter Gärdenfors, Jana Holsano-
va). The main topic of both texts concerns various kinds of visualization with 
particular focus on how they influence communicational effectiveness. Structur-
alist semiotics and naturalistic, computational concepts of language are traditionally 
considered as being in conflict. Yet, closer analysis reveals their complementarity. 
In the paper “Semiotics, signaling games and meaning” (Aleksander Gemel, Bar-
tosz Żukowski) some reconciliation of these two paradigms is proposed, which 
results in a coherent model preserving the advantages of the both concepts. The 
hybrid model requires, however, a formal tool to organize the semantic structure 
of the cultural system. To this aim content implication is introduced.

Starting from the following paper, rational action is the leading problem for 
all texts. The first of them, “Out of the box thinking” (Dorota Rybarkiewicz) ex-
plains in terms of the theory of metaphor how to break natural, standard borders 
– our typical canyons of thought –  in order to find a better solution of a given 
problem. Procedures of decision making are analyzed in two papers closing the 
volume: “The everyday of decision-making” (Annika Wallin) and “Short- and 
long-term social interactions from the game theoretical perspective: A cognitive 
approach” (Magdalena Grothe, Bartosz Żukowski). In the former, the study 
of human everyday practice becomes the source of truths (information) about 
what a  real and rational decision process looks like and of ideas about how to 
improve this process. In the latter, the rationality of decision making is steeped in 



the game theory. The well-known results established for the models of prisoner’s 
dilemma and those with an indefinite time framework are related to the social 
interactions which are consistent with the cooperative equilibrium over a longer 
time.

Peter Gärdenfors (Department of Cognitive Science, Lund)
Piotr Łukowski (Department of Cognitive Science, Łódź)

Łódź, March 2015
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Peter Gärdenfors

COGNITIVE SCIENCE: FROM COMPUTERS TO ANT HILLS  
AS MODELS OF HUMAN THOUGHT

1. Before cognitive science

In this introductory chapter some of the main themes of the development 
of cognitive science will be presented. The roots of cognitive science go as far 
back as those of philosophy. One way of defining cognitive science is to say that 
it is just naturalized philosophy. Much of contemporary thinking about the mind 
derives from René Descartes’ distinction between the body and the soul. They 
were constituted of two different substances and it was only humans that had 
a soul and were capable of thinking. According to him, other animals were mere 
automata.

Descartes was a rationalist: our minds could gain knowledge about the world 
by rational thinking. This epistemological position was challenged by the empir-
icists, notably John Locke and David Hume. They claimed that the only reliable 
source of knowledge is sensory experience. Such experiences result in ideas, and 
thinking consists of connecting ideas in various ways.

Immanuel Kant strove to synthesize the  rationalist and the empiricist po-
sitions. Our minds always deal with our inner experiences and not with the ex-
ternal world. He introduced a distinction between the thing in itself (das Ding 
an sich) and the thing perceived by us (das Ding an uns). Kant then formulated 
a set of categories of thought, without which we cannot organize our phenomenal 
world. For example, we must interpret what happens in the  world in terms of 
cause and effect.

The favourite method among philosophers of gaining insights into the na-
ture of the mind was introspection. This method was also used by psychologists 
at the  end of the  19th and the  beginning of the  20th century. In particular, 
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this was the methodology used by Wilhelm Wundt and other German psychol-
ogists. By  looking inward and reporting inner experiences it was hoped that 
the structure of the conscious mind would be unveiled.

However, the  inherent subjectivity of introspection led to severe method-
ological problems. These problems set the  stage for a  scientific revolution in 
psychology. In 1913, John Watson published an article with the title “Psycholo-
gy as the behaviourist views it” which has been seen as a behaviourist manifesto. 
The central methodological tenet of behaviourism is that only objectively verifi-
able observations should be allowed as data. As a consequence, scientists should 
prudently eschew all topics related to mental processes, mental events, and states 
of mind. Observable behaviour consists of stimuli and responses. The brain was 
treated as a black box. According to Watson, the goal of psychology was to for-
mulate lawful connections between such stimuli and responses.

Behaviourism had a  dramatic effect on psychology, particularly in 
the United States. As a consequence, animal psychology became a fashion-
able topic. Laboratories were filled with rats running in mazes and pigeons 
pecking at coloured chips. An enormous amount of data concerning condi-
tioning of behaviour was collected. There was also a behaviourist influence in 
linguistics: the connection between a word and the objects it referred to was 
seen as a special case of conditioning.

Analytical philosophy, as it was developed in the  early 20th century, con-
tained ideas that reinforced the behaviourist movement within psychology. In 
the  1920s, the  so-called Vienna circle formulated a  philosophical programme 
which had as its primary aim to eliminate as much as possible of metaphysical 
speculations. Scientific reasoning should be founded on an observational basis. 
The observational data were obtained from experiments. From these data knowl-
edge could only be expanded by using logically valid inferences. Under the head-
ings of logical empiricism or logical positivism, this methodological programme has 
had an enormous influence on most sciences.

The ideal of thinking for the logical empiricists was logic and mathemat-
ics, preferably in the  form of axiomatic systems. In the  hands of people like 
Giuseppe Peano, Gottlob Frege, and Bertrand Russell, arithmetic and logic 
had been turned into strictly formalized theories at the beginning of the 20th 
century. The  axiomatic ideal was transferred to other sciences with less suc-
cess. A background assumption was that all scientific knowledge could be for-
mulated in some form of language.
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2. The dawn of computers

As a part of the axiomatic endeavour, logicians and mathematicians inves-
tigated the  limits of what can be computed on the basis of axioms. In particu-
lar, the focus was put on what is called recursive functions. The logician Alonzo 
Church is famous for his thesis from 1936 that everything that can be computed 
can be computed with the aid of recursive functions.

At the same time, Alan Turing proposed an abstract machine, later called 
the Turing machine. The machine has two main parts: an infinite tape divided 
into cells, the contents of which can be read and then overwritten; and a movable 
head that reads what is in a cell on the tape. The head acts according to a finite 
set of instructions, which, depending on what is read and the  current state of 
the head, determines what to write on the cell (if anything) and then whether 
to move one step left or right on the tape. It is Turing’s astonishing achievement 
that he proved that such a simple machine can calculate all recursive functions. If 
Church’s thesis is correct, this means that a Turing machine is able to compute 
everything that can be computed.

The Turing machine is an abstract machine – there are no infinite tapes in 
the  world. Nevertheless, the  very fact that all mathematical computation and 
logical reasoning had now been shown to be mechanically processable inspired 
researchers to construct real machines that could perform such tasks. One im-
portant technological invention was the so-called logical circuits that were con-
structed by  systems of electric tubes. The  Turing machine inspired John von 
Neumann to propose a general architecture for a real computer based on logic 
circuits. The machine had a central processor which read information from ex-
ternal memory devices, transformed the input according to the  instructions of 
the  program of the  machine, and then stored it again in the  external memory 
or presented it on some output device as the result of the calculation. The basic 
structure was thus similar to that of the Turing machine.

In contrast to earlier mechanical calculators, the  computer stored its own 
instructions in the memory coded as binary digits. These instructions could be 
modified by the programmer, but also by the program itself while it was operat-
ing. The first machines developed according to von Neumann’s general architec-
ture appeared in the early 1940s.

Suddenly there was a machine that seemed to be able to think. A natural ques-
tion was then to what extent computers think like humans. In 1943, McCulloch 
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and Pitts published an article that became very influential. They interpreted 
the firings of the neurons in the brain as sequences of zeros and ones, by analogy 
with the binary digits of the computers. The neuron was seen as a logic circuit 
that combined information from other neurons according to some logical opera-
tor and then transmitted the results of the calculation to other neurons.

The upshot was that the entire brain was seen as a huge computer. In this way, 
the metaphor that became the  foundation for cognitive science was born. Since 
the von Neumann architecture for computers was at the time the only one avail-
able, it was assumed that the brain too had essentially the same general structure.

The  development of the  first computers occurred at the  same time as 
the concept of information as an abstract quantity was developed. With the ad-
vent of various technical devices for the transmission of signals, such as telegraphs 
and telephones, questions of efficiency and reliability in signal transmission were 
addressed. A breakthrough came with the mathematical theory of information 
presented by Claude Shannon. He found a way of measuring the amount of in-
formation that was transferred through a channel, independently of which code 
was used for the transmission. In essence, Shannon’s theory says that the more 
improbable a  message is statistically, the  greater is its informational content 
(Shannon, Weaver, 1948). This theory had immediate applications in the world 
of zeros and ones that constituted the  processes within computers. It is from 
Shannon’s theory that we have the notions of bits, bytes, and baud that are stan-
dard measures for present-day information technology products.

Turing saw the potentials of computers very early. In a classical paper from 1950, 
he foresaw a lot of the developments of computer programs that were to come later. 
In that paper, he also proposes the test that nowadays is called the Turing test. To test 
whether a computer program succeeds in a cognitive task, such as playing chess or 
conversing in ordinary language, let an external observer communicate with the pro-
gram via a terminal. If the observer cannot distinguish the performance of the pro-
gram from that of a human being, the program is said to have passed the Turing test.

3. 1956: Cognitive science is born

There are good reasons for saying that cognitive science was born in 1956. 
That year a  number of events in various disciplines marked the  beginning of 
a new era. A conference where the concept of Artificial Intelligence (AI) was used 
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for the first time was held at Dartmouth College. At that conference, Alan Newell 
and Herbert Simon demonstrated the  first computer program that could con-
struct logical proofs from a given set of premises. This event has been interpreted 
as the first example of a machine that performed a cognitive task.

Then in linguistics, later the same year, Noam Chomsky presented his new 
view of transformational grammar that was to be published in his book Syntactic 
Structures in 1957. This book caused a revolution in linguistics and Chomsky’s 
views on language are still dominant in large parts of the academic world. A cen-
tral argument is that any natural language would require a Turing machine to 
process its grammar. Again we see a correspondence between a human cogni-
tive capacity, this time judgements of grammaticality, and the power of Turing 
machines. No wonder that Turing machines were seen as what was needed to 
understand thinking.

Also in 1956, the psychologist George Miller published an article with the ti-
tle “The magical number seven, plus or minus two: Some limits on our capacity 
for processing information” that has become a classic within cognitive science. 
Miller argued that there are clear limits to our cognitive capacities: we can ac-
tively process only about seven units of information. This article directly applies 
Shannon’s information theory to human thinking. It also explicitly talks about 
cognitive processes, something which had been considered to be very bad man-
ners in the wards of the behaviourists that were sterile of anything but stimuli 
and responses. However, with the advent of computers and information theory, 
Miller now had a mechanism that could be put in the black box of the brain: com-
puters have a limited processing memory and so do humans.

Another key event in psychology in 1956 was the publication of the book 
A Study of Thinking, written by Jerome Bruner, Jacqueline Goodnow, and George 
Austin, who had studied how people group examples into categories. They re-
ported a series of experiments where the subjects’ task was to determine which 
of a set of cards with different geometrical forms belong to a particular category. 
The category was set by the experimenter, for example the category of cards with 
two circles on them. The subjects were presented one card at a time and asked 
whether the card belonged to the category. The subject was then told whether 
the answer was correct or not. Bruner and his colleagues found that when the con-
cepts were formed as conjunctions of elementary concepts like “cards with red 
circles”, the subjects learned the category quite efficiently; while if the category 
was generated by a disjunctive concept like “cards with circles or a red object” or 
negated concepts like “cards that do not have two circles,” the subjects had severe 
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problems in identifying the correct category. Note that Bruner, Goodnow, and 
Austin focused on logical combinations of primitive concepts, again following 
the underlying tradition that human thinking is based on logical rules.

4. The rise and fall of artificial intelligence

Newell and Simon’s program was soon to be followed by a wealth of more 
sophisticated logical theorem-proving programs. There was great faith in these 
programs: in line with the methodology of the logical positivists, it was believed 
that once we have found the  fundamental axioms for a  particular domain of 
knowledge we could then use computers instead of human brains to calculate all 
the consequences of the axioms.

But thinking is not logic alone. Newell and Simon soon started on a more 
ambitious project called the General Problem Solver that, in principle, should be 
able to solve any well-formulated problem. The General Problem Solver worked 
by means-end analysis: a problem is described by specifying an initial state and 
a desired goal state and the program attempts to reduce the gap between the start 
and the goal states. However, work on the program was soon abandoned since 
the methods devised by Newell and Simon turned out not to be as general as they 
had originally envisaged.

The first robot programs, like for example STRIPS developed at Stanford Re-
search Institute, also followed the symbolic tradition by representing all the knowl-
edge of the  robot by  formulas in a  language that was similar to predicate logic. 
The axioms and rules of the program described the results of various actions to-
gether with the preconditions for the actions. Typical tasks for the robots were to 
pick up blocks in different rooms and stack them in a chosen room. However, in 
order to plan for such a task, the program needed to know all the consequences of 
the actions taken by the robot. For instance, if the robot went through the door of 
a room, the robot must be able to conclude that the blocks that were in the room 
did not move or ceased to exist as a result of the robot entering the room. It turned 
out that giving a complete description of the robot’s world and the consequences of 
its actions resulted in a combinatorial explosion of the number of axioms required. 
This has been called the frame problem in robotics.

The optimism of AI researchers and their high-flying promises concerning 
the capabilities of computer programs were met with several forms of criticism. 
Already in 1960, Yehoshua Bar-Hillel wrote a report on the fundamental prob-
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lems of using computers to perform automatic translations from one language 
to another. And in 1967, Joseph Weizenbaum constructed a seductive program 
called ELIZA that could converse in natural language with its user. ELIZA was 
built to simulate a Rogerian psychotherapist. The program scans the sentences 
written by the user for words like “I”, “mother”, “love” and when such a word is 
found, the program has a limited number of preset responses (where the values 
of certain variables are given by the input of the user). The program does very 
little calculation and understands absolutely nothing of its input. Nevertheless, 
it is successful enough to delude an unsuspecting user for some time until its re-
sponses become too stereotyped.

Weizenbaum’s main purpose in writing ELIZA was to show how easy it was 
to fool a user that a program has an understanding of a dialogue. We are just too 
willing to ascribe intelligence to something that responds appropriately in a few 
cases – our human-centred thinking extends easily to computers. Weizenbaum 
was horrified because some professional psychiatrists suggested ELIZA as a po-
tential therapeutic tool that might be used in practice by people with problems.

In spite of the critics, AI lived on in, more or less, its classical shape during 
the 1970s. Among the more dominant later research themes were the so-called 
expert systems that have been developed in various areas. Such systems consist of 
a large number of symbolic rules (that have normally been extracted from human 
experts) together with a computerized inference engine that applies the rules re-
cursively to input data and ends up with some form of solution to a given problem.

The most well-known expert system is perhaps MYCIN, which offers advice 
on infectious diseases (it even suggests a  prescription of appropriate antibiot-
ics). MYCIN was exposed to the Turing test in the sense that human doctors 
were asked to suggest diagnoses on the basis of the same input data, from labo-
ratory tests, that was given to the program. Independent evaluators then decided 
whether the doctors or MYCIN had done the best job. Under these conditions, 
MYCIN passed the  Turing test, but it can be objected that if the  doctors had 
been given the opportunity to see and examine the patients, they would (hope-
fully) have outperformed the expert system.

However, expert systems never reached the adroitness of human experts and 
they were almost never given the opportunity to have the decisive word in real 
cases. A fundamental problem is that such systems may incorporate an extensive 
amount of knowledge, but they hardly have any knowledge about the validity of 
their knowledge. Without such meta-knowledge, a  system cannot make valid 
judgements that form the basis of sound decisions.
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5. Mind: the gap

A unique aspect of our cognitive processes is that we experience at least part 
of them as being conscious. The problem of what consciousness is has occupied 
philosophers for centuries, and there is a plethora of theories of the mind.

Cartesian dualism, which treats the body and the mind as separate substanc-
es, has lost much of its influence during the 20th century. Most current theories 
of the mind are materialistic in the sense that only physical substances are sup-
posed to exist. But this position epitomizes the question of how conscious expe-
riences can be a result of material processes. There seems to be an unbridgeable 
gap between our physicalistic theories and our phenomenal experiences.

A theory of the mind that has been popular since the 1950s is the  identity 
theory, which claims that conscious processes are identical with material process-
es in the  brain. As a  consequence, the  phenomenal is in principle reducible to 
the physical. It should be noted that according the identity theory it is only pro-
cesses in the brain that can become parts of conscious experiences.

However, the new vogue of cognitive theories based on the analogy between 
the  brain and the  computer soon attracted the  philosophers. In 1960, Hilary 
Putnam published an article with the title “Minds and machines” where he ar-
gued that it is not the matter of a brain or a computer that determines whether 
it has a  mind or not, but only what function that brain or computer performs. 
And since the function of a computer was described by its program, the function 
of the brain was, by analogy, also identified with a program. This stance within 
the philosophy of mind has become known as functionalism.

The central philosophical tenet of the AI approach to represent cognitive 
processes is that mental representation and processing is essentially symbol ma-
nipulation. The symbols can be concatenated to form expressions in a language 
of thought – sometimes called Mentalese. The different symbolic expressions in 
a mental state of a person are connected only via their logical relations. The sym-
bols are manipulated exclusively on the basis of their form – their meaning is not 
part of the process.

The material basis for these processes is irrelevant to the description of their 
results – the same mental state can be realized in a brain as well as in a comput-
er. Thus, the paradigm of AI clearly presupposes the functionalist philosophy of 
mind. In brief, the mind is thought to be a computing device, which generates 
symbolic expressions as inputs from sensory channels, performs logical opera-
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tions on these sentences, and then transforms them into linguistic or non-lin-
guistic output behaviours.

However, functionalism leaves unanswered the question of what makes cer-
tain cognitive processes conscious or what gives them content. As an argument 
against the strongest form of AI that claims that all human cognition can be re-
placed by computer programs, John Searle (1980) presents his “Chinese room” 
scenario. This example assumes that a person who understands English but no 
Chinese is locked into a room together with a large set of instructions written in 
English. The person is then given a page of Chinese text that contains a number 
of questions. By meticulously following the instructions with respect to the sym-
bols that occur in the Chinese questions, he is able to compose a new page in 
Chinese that comprises answers to the questions.

According to functionalism (and in compliance with the  Turing test) 
the person in the room who is following the instructions would have the same 
capacity as a  Chinese-speaking person. Hence functionalism would hold that 
the person together with the equipment in the room understands Chinese. But 
this is potently absurd, claims Searle. For analogous reasons, according to Searle, 
a computer lacks intentionality and can therefore not understand the meaning of 
sentences in a language. Searle’s argument has spawned a heated debate about 
the limits of functionalism and what it would mean to understand something.

6. First heresy against high-church computationalism: 
thinking is not only by symbols

6.1. Artificial neuron networks

For many years, the symbolic approach to cognition was totally dominant. 
But as a result of the various forms of criticism which led to a greater aware-
ness of the  limitations of the  “symbol crunching” of standard AI programs, 
the  ground was prepared for other views of the  fundamental mechanisms of 
thinking. We find the first signs of heresy against what has been called “high-
church computationalism”.

For empiricist philosophers like Locke and Hume, thinking consists basi-
cally in the forming of associations between “perceptions of the mind.” The basic 
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idea is that events that are similar become connected in the mind. Activation of 
one idea activates others to which it is linked: when thinking, reasoning, or day-
dreaming, one thought reminds us of others.

During the last few decades, associationism has been revived with the aid of 
a new model of cognition – connectionism. Connectionist systems, also called arti-
ficial neuron networks, consist of large numbers of simple but highly interconnect-
ed units (“neurons”). The units process information in parallel in contrast to most 
symbolic models where the processing is serial. There is no central control unit for 
the network, but all neurons act as individual processors. Hence connectionist sys-
tems are examples of parallel distributed processes (Rumelhart, McClelland, 1986).

Each unit in an artificial neuron network receives activity, both excitatory 
and inhibitory, as input; and transmits activity to other units according to some 
function of the inputs. The behaviour of the network as a whole is determined 
by the initial state of activation and the connections between the units. The inputs 
to the network also gradually change the strengths of the connections between 
units according to some learning rule. The units have no memory in themselves, 
but earlier inputs are represented indirectly via the  changes in strengths they 
have caused. According to connectionism, cognitive processes should not be 
represented by symbol manipulation, but by the dynamics of the patterns of ac-
tivities in the networks. Since artificial neuron networks exploit a massive num-
ber of neurons working in parallel, the basic functioning of the network need not 
be interrupted if some of the neurons are malfunctioning. Hence, connectionist 
models do not suffer from the computational brittleness of the symbolic models 
and they are also much less sensitive to noise in the input.

Some connectionist systems aim at modelling neuronal processes in human 
or animal brains. However, most systems are constructed as general models of cog-
nition without any ambition to map directly to what is going on in the brain. Such 
connectionist systems have become popular among psychologists and cognitive 
scientists since they seem to be excellent simulation tools for testing associationist 
theories.

Artificial neuron networks have been developed for many different kinds of 
cognitive tasks, including vision, language processing, concept formation, infer-
ence, and motor control. Among the applications, one finds several that tradi-
tionally were thought to be typical symbol processing tasks like pattern matching 
and syntactic parsing. Perhaps the  most important applications, however, are 
models of various forms of learning.
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Connectionist systems brought a radically new perspective on cognitive pro-
cesses: cognition is distributed in the system. In contrast, a von Neumann com-
puter is controlled by a central processor. In favour of this architecture it has been 
argued that if the brain is a computer, it must have a central processor – where 
would you otherwise find the “I” of the brain? But the analogy does not hold wa-
ter – there is no area of the brain that serves as a pilot for the other parts: there is 
no one in charge. The neuronal processes are distributed all over the brain, they 
occur in parallel and they are to a certain extent independent of each other. Nev-
ertheless, the brain functions in a goal-directed manner. From the connectionist 
perspective, the brain is best seen as a self-organizing system. Rather than work-
ing with a  computer-like program, the  organization and learning that occur in 
the brain should be seen as an evolutionary process (Edelman, 1987).

On this view, the brain can be seen as an ant hill. The individual neurons are 
the ants who perform their routine jobs untiringly, but rather unintelligently, and 
who receive signals from other neurons via their dendrite antennas. From the in-
teractions of a large number of simple neurons a complex well-adapted system 
like an ant hill emerges in the brain. In other words, cognition is seen as a holistic 
phenomenon in a complex system of distributed parallel processes.

Along with the development of symbolic and connectionist programming 
techniques, there has been a rapid development in the neurosciences. More and 
more has been uncovered concerning the  neural substrates of different kinds 
of cognitive processes. As the argument by McCulloch and Pitts shows, it was 
thought at an early stage that the brain would function along the same principles 
as a standard computer. But one of major sources of influence for connection-
ism was the more and more conspicuous conclusion that neurons in the brain 
are not logic circuits, but operate in a distributed and massively parallel fashion 
and according to totally different principles than those of computers. For ex-
ample, Hubel and Wiesel’s (1968) work on the signal-detecting functioning of 
the neurons in the visual cortex were among the path-breakers for the new view 
of the mechanisms of the brain. It is seen as one of the strongest assets of con-
nectionism that the mechanisms of artificial neuron networks are much closer to 
the functioning of the brain.

Another talented researcher who combined thorough knowledge about 
the brain with a computational perspective was David Marr. His book Vision from 
1982 is a milestone in the development of cognitive neuroscience. He worked 
out connectionist algorithms for various stages of the  visual processing from 
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the moment the cells on the retina react, until a holistic 3D model of the visual 
scene is constructed in the brain. Even though some of his algorithms have been 
questioned by  later developments, his methodology has led to a  much deeper 
understanding of the visual processes during the last two decades.

6.2. Non-symbolic theories of concept formation

Both the symbolic and the connectionist approaches to cognition have their 
advantages and disadvantages. They are often presented as competing para-
digms, but since they attack cognitive problems on different levels, they should 
rather be seen as complementary methodologies.

However, there are aspects of cognitive phenomena for which neither sym-
bolic representation nor connectionism seems to offer appropriate modelling 
tools. In particular it appears that mechanisms of concept acquisition, which is par-
amount for the understanding of many cognitive phenomena, cannot be given 
a satisfactory treatment in any of these representational forms. Concept learning 
is closely tied to the notion of similarity, which has also turned out to be problem-
atic for the symbolic and associationist approaches.

To handle concept formation, among other things, a third form of represent-
ing information that is based on using geometrical or topological structures, rather 
than symbols or connections between neurons, has been advocated. This way 
of representing information is called the conceptual form. The geometrical and 
topological structures generate mental spaces that represent various domains. 
By exploiting distances in such spaces, judgements of similarity can be modelled 
in a natural way.

In the classical Aristotelian theory of concepts that was embraced by AI and 
early cognitive science (for example, in the work of Bruner, Goodnow, and Aus-
tin presented above) a concept is defined via a set of necessary and sufficient prop-
erties. According to this criterion, all instances of a classical concept have equal 
status. The  conditions characterizing a  concept were formulated in linguistic 
form, preferably in some symbolic form.

However, psychologists like Eleanor Rosch showed that in the majority of 
cases, concepts show graded membership. These results led to dissatisfaction with 
the classical theory. As an alternative, prototype theory was proposed in the mid-
1970s. The  main idea of this theory is that within a  category of objects, such 
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as those instantiating a concept, certain members are judged to be more repre-
sentative of the category than others. For example robins are judged to be more 
representative of the category “bird” than are ravens, penguins, and emus; and 
desk chairs are more typical instances of the category “chair” than rocking chairs, 
deck chairs, and beanbag chairs. The most representative members of a catego-
ry are called prototypical members. The prototype theory of concepts fits much 
better with the conceptual form of representing information than with symbolic 
representations.

6.3. Thinking in images

When we think or speak about our own thoughts, we often refer to inner 
scenes or pictures that we form in our fantasies or in our dreams. However, from 
the standpoint of behaviourism, these phenomena were unspeakables, beyond 
the realm of the sober scientific study of stimuli and responses. This scornful atti-
tude towards mental images was continued in the early years of AI. Thinking was 
seen as symbol crunching and images were not the right kind of building blocks 
for computer programs.

However, in the early 1970s psychologist began studying various phenom-
ena connected with mental imagery. Roger Shepard (Shepard, Metzler, 1971) 
and his colleagues performed an experiment that has become classical. They 
showed subjects pictures representing pairs of 3D block figures that were ro-
tated in relation to each other and asked the subjects to respond as quickly as 
possible whether the two figures were the same or whether they were mirror 
images of one another. The surprising finding was that the time it took the sub-
ject to answer was linearly correlated with the number of degrees the second 
object had been rotated in relation to the  first. A  plausible interpretation of 
these results is that the subjects generate mental images of the block figures 
and rotate them in their minds.

Stephen Kosslyn (1980) and his colleagues have documented similar results 
concerning people’s abilities to imagine maps. In a typical experiment, subjects 
are shown maps of a fictional island with some marked locations: a tree, a house, 
a bay, etc. The maps are removed and the subjects are then asked to focus men-
tally on one location on the map and then move their attention to a second lo-
cation. The finding was that the time it takes to mentally scan from one location 
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to the other is again a linear function of the distance between the two positions 
on the map. The interpretation is that the subjects are scanning a mental map, in 
the same manner as they would scan a physically presented map.

Another strand of mental imagery has been developed within cognitive se-
mantics. In the  Chomskian theory of linguistics, syntax is what counts and se-
mantic and pragmatic phenomena are treated like Cinderellas. In contrast, 
within cognitive semantics, as developed by Ron Langacker (1987) and George 
Lakoff (1987) among others, the cognitive representation of the meaning of lin-
guistic expressions is put into focus. Their key notion for representing linguistic 
meanings is that of an image schema. A common assumption is that such schemas 
constitute the representational form that is common to perception, memory, and 
semantic meaning. The theory of image schemas also builds on the prototype 
theory for concepts. Again, this semantic theory replaces the uninterpreted sym-
bols of high-church computationalism with image-like representations that have 
an inherent meaning. In particular, our frequent use of more or less convention-
al metaphors in everyday language can be analysed in an illuminating way using 
image schemas.

7. Second heresy: cognition is not only in the brain

7.1. The embodied brain

The brain is not made for calculating – its primary duty it to control the body. 
For this reason it does not function in solitude, but is largely dependent on 
the body it is employed by. In contrast, when the brain was seen as a computer, 
it was more or less compulsory to view it as an isolated entity. However, there 
is little hope that such a scenario would ever work. As a consequence, there has 
recently been a marked increase in studies of the embodied brain.

For example, the eye is not merely seen as an input device to the brain and 
the hand as enacting the will of the brain, but the eye-hand-brain is seen as a co-
ordinated system. For many tasks, it turns out that we think faster with our hands 
than with our brains. A simple example is the computer game Tetris where you 
are supposed to quickly turn, with the aid of the keys on the keyboard, geometric 
objects that come falling over a computer screen in order to fit them with the pat-
tern at the bottom of the screen. When a new object appears, one can mentally 
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rotate it to determine how it should be turned before actually touching the key-
board. However, expert players turn the object faster with the aid of the keyboard 
than they turn an image of the object in their brains. This is an example of what 
has been called interactive thinking. The upshot is that a human who is manipu-
lating representations in the head is not the same cognitive system as a human 
interacting directly with the represented objects.

Also within linguistics, the role of the body has attracted attention. One cen-
tral tenet within cognitive semantics is that the meanings of many basic words 
are embodied, in the sense that they relate directly to bodily experiences. George 
Lakoff and Mark Johnson show in their book Metaphors We Live By (1980) that 
a  surprising variety of words, for instance prepositions, derive their complex 
meaning from a basic embodied meaning that is then extended by metaphorical 
mappings to a number of other domains.

7.2. Situated cognition

There is one movement within cognitive science, known as situated cogni-
tion, which departs even further from the traditional stance. The central idea is 
that in order to function efficiently the brain does not only need the body but also 
the surrounding world. In other words, it is being there that is our primary func-
tion as cognitive agents (Clark, 1997). Cognition is not imprisoned in the brain 
but emerges in the  interaction between the brain, the body and the world. In-
stead of representing the world in an inner model the agent in most cases uses 
the world as its own model. For example, in vision, an agent uses rapid move-
ments of the eyes to extract what is needed from a visual scene, rather than build-
ing a detailed 3D model of the world in its head.

In many cases it is impossible to draw a  line between our senses and 
the world. The captain of a submarine “sees” with the periscope and a blind per-
son “touches” with her stick, not with the hand. In the same way we “think” with 
road signs, calendars, and pocket calculators. There is no sharp line between 
what goes on inside the head and what happens in the world. The mind leaks out 
into the world.

By arranging the world in a smart way we can afford to be stupid. We have 
constructed various kinds of artefacts that help us solve cognitive tasks. In this 
way the world functions as scaffolding for the mind (Clark, 1997). For example, 
we have developed a number of memory aids: we “remember” with the aid of 
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books, DVDs, hard-disks, etc. In this way, memory is placed in the world. For 
another practical example, the work of an architect or a designer is heavily de-
pendent on making different kinds of sketches: the sketching is an indispensable 
component of the cognitive process (Gedenryd, 1998).

The emphasis on situated cognition is coupled with a new view of the ba-
sic nature of the cognitive structures of humans. Instead of identifying the brain 
with a computer, the evolutionary origin of our thinking is put into focus. The key 
idea is that we have our cognitive capacities because they have been useful for 
survival and reproduction in the past. From this perspective, it becomes natural 
to compare our form of cognition with that of different kinds of animals. During 
the last decade, comparative cognition has grown considerably as a research area. 
The  methodology of this branch is different from that of traditional cognitive 
psychology. Instead of studying subjects in laboratories under highly constrained 
conditions, evolutionary psychology focuses on data that are ecologically valid in 
the sense that they tell us something about how humans and animals act in natu-
ral problem-solving situations.

7.3. The pragmatic turn of linguistics

The role of culture and society in cognition was marginalized in early cogni-
tive science. These were problem areas that were to be addressed when an under-
standing of individual cognition had been achieved. However, when the  focus 
of cognitive theories shifted away from symbolic representations, semantic and 
pragmatic research reappeared on the agenda. Pragmatics consists of the rules 
for linguistic actions; semantics is conventionalized pragmatics; and finally, syn-
tax adds grammatical markers to help disambiguate when the context does not 
suffice to do so. This tradition connects with several other research areas such as 
anthropology, psychology, and situated cognition,

This shift of the linguistic programme can also be seen in the type of data 
that researchers are considering. In the Chomskian research programme, single 
sentences presented out of context are typically judged for their grammaticality. 
The judgements are often of an introspective nature when the researcher is a na-
tive speaker of the language studied. In contrast, within the pragmatic programme, 
recordings of actual conversations are recorded or video-taped. For the purpose of 
analysis, they are normally transcribed by various methods. The conversational 
analyses treat language as part of a more general interactive cognitive setting.
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7.4. Robotics

The problem of constructing a robot is a good test of progress in cognitive 
science. A robot needs perception, memory, knowledge, learning, planning, and 
communicative abilities, that is, exactly those capacities that cognitive science 
aims at understanding. Current industrial robots have very little of these abilities 
– they can perform a narrow range of tasks in a specially prepared environment.

In contrast, nature has, with the  stamina of evolution, solved cognitive 
problems by various methods. Most animals are independent individuals, often 
extremely flexible. The  simplest animals are classified as reactive systems. This 
means that they have no foresight, but react to stimuli as they turn up in the en-
vironment. So, given nature’s solutions, why can we not construct machines with 
the capacity of a cockroach?

The current trend in robotics is to start from reactive systems and then add 
higher cognitive modules that amplify or modify the basic reactive systems. This 
methodology is based on what Rodney Brooks calls the subsumption architecture. 
One common feature of such robots is that that they learn by doing: linguistic or 
other symbolic inputs play a minor role in their acquisition of new knowledge. 
One factor that was forgotten in classical AI is that animals have a motivation for 
their behaviour. From the perspective of evolution, the utmost goals are survival 
and reproduction. In robotics, the motivation is set by the constructor.

8. The future of cognitive science

The goal of contemporary cognitive science is not primarily to build a think-
ing machine, but to increase our understanding of cognitive processes. This can 
be done by  various methods, including traditional psychological experiments, 
observations of authentic cognitive processes in practical action, or by simulat-
ing cognition in robots or programs. Unlike the  early days of AI when it was 
believed that one single methodology, that of symbolic representation, could 
solve all cognitive problems, the current trend is to work with several forms of 
representations and data.

Furthermore, the studies tend to be closely connected to findings in neuro
science and in other biological sciences. New techniques of brain imaging will 
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continue to increase our understanding of the multifarious processes going on in 
the brain. Other techniques, such as eye-tracking, will yield rich data for analysing 
our cognitive interaction with the world and with the artefacts in it.

As regards the  practical applications of cognitive science, a  main area is 
the construction of interfaces to information technological products. The aim is that 
IT products should be as adapted to the demands of human cognition as possible. 
In other words, it should be the goal of information technology to build scaffolding 
tools that enhance human capacities. To give some examples of already existing 
aids, pocket calculators help us perform rapid and accurate calculations that were 
previously done laboriously with pen and paper or even just in the head. And word 
processors relieve us from the strain of retyping a manuscript.

Donald Norman (1988) started a tradition in cognitive design with his clas-
sical book The Design of Everyday Things. He showed by a wealth of provocative 
examples that technical constructors very often neglect the demands and limita-
tions of human cognition. The user-friendliness of computer programs, mobile 
phones, remote TV controls, etc., has increased, but there is still an immense 
potential to apply the findings of cognitive science in order to create products 
that better support our ways of thinking and remembering.

Another area where cognitive science ought to a  have a  great impact in 
the future is education. There is a strong trend to equip schools at all levels with 
more and more computers. Unfortunately, most efforts are spent on the tech-
nical and financial aspects and very little on the question of how the computers 
should be used in schools. A  number of so-called educational computer pro-
grams have been developed. With few exceptions, however, these programs are 
of a  drill-and-exercise character. In particular, various kinds of simulation pro-
grams may be supportive for the learning process. For example, when teaching 
physics, a program that simulates the movements of falling bodies and displays 
the effects on the screen, allowing the student to interactively change the grav-
itational forces and other variables, will give a  better grasp of the  meaning of 
the physical equations than many hours of calculation by hand. Another promis-
ing area is the use of virtual agents in virtual environments.

For the  development of truly educational computer programs, collabora-
tion with cognitive scientists will be mandatory. Those who design the programs 
must have a profound knowledge of how human learning and memory works, of 
how we situate our cognition in the world and of how we communicate. Helping 
educationalists answer these questions will be one of the greatest challenges for 
cognitive science in the future.



	   Cognitive science: From computers to ant hills…  	

29

As a last example of the future trends of cognitive science, I believe that re-
search on the processing of sensory information will be useful in the develop-
ment of tools for the handicapped. The deaf and blind each lack a sensory channel. 
Through studies of multimodal communication, these sensory deficits can hope-
fully be aided. If we achieve better programs for speech recognition for example, 
deafness can be partly compensated for.

In conclusion, we can expect that in the future, cognitive science will supply 
man with new tools, electronic or not, that will be better suited to our cognitive 
needs and that may increase the quality of our lives. In many areas, it is not tech-
nology that sets the limits, but rather our lack of understanding of how human 
cognition works.
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Piotr Łukowski

TWO PROCEDURES EXPANDING 
A LINGUISTIC COMPETENCE

1. Introduction

On the ground of psychology there are many various theories explaining 
what a notion is. All these approaches can be grouped in three classes:

(A) classical theories which present a notion as a compilation of features in 
common for many particular objects.

(B) probabilistic theories in which notions are derived from the higher struc-
ture – an individual theory of the world. Notions are elements of the structure.

(C) theories in which a notion is strictly connected with its references and 
with other notions.

Theories of the first class are a little bit naïve today, and theories of the sec-
ond class fail because of the error of circularity – in order to explain what a notion 
is, we need to explain what a structure is, but in order to explain what a structure 
is, we need to know what a notion is (Maruszewski, 2001: 297–299). Theses of 
theories of the third class are obviously compatible with simple everyday obser-
vations and with the logical knowledge about the properties of natural language 
expressions.1 Thus, the approach presented in the paper coincides with the main 
ideas of the theories of this last class.

1  In his book Concepts, Kinds and Cognitive Development Keil considers the process of concepts 
creation in child’s mind. Both the dialogues to be presented below, well known from our life, as well 
as the conclusions of my paper coincide with basic thesis by Keil. For example, in his theory Keil em-
ploys known in psychology notion “zone of proximal development” (created by famous psychologist 
Lev Vygotsky) as a name for all those people which help us to understand and to correctly use new 
(for us) words. Also, the notion of similarity, used by us in the paper, is more precisely analyzed by 
another famous psychologists Inhelder and Piaget. They consider a development of a child’s mind
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Dialogue 1

During a stroll with his father a boy asks: – What is it, daddy?
– A building, honey – the father answers.
– Oh…
– And this is another building, isn’t it? – after a while the child adds pointing at next object.
– No, it isn’t. This is a shed.
– Why this is not a building? – the boy asks.
– Because it is much smaller than a building, it is constructed from ordinary boards, it is not for 

living, just for garden’s tools…
– Uh-huh…

Dialogue 2 

During a stroll with his father a child asks: – What color is this leaf?
– It is brown – the father answers.
– It’s impossible! Your jacket is brown and the leaf’s color is different.
– My jacket is brown and the leaf is also brown. Both colors are a little bit different but both are 

brown – the father states.
– And what about that car’s color? – the boy asks.
– I’m afraid the car is not brown – the father answers – that car’s color has a delicate red shade.

Every story is well known and typical for strolling with a small child. Both 
present a similar process of expanding the linguistic competence of a child. In 
both cases the child is taught by his father how to use words correctly. In the 
first story the child recognizes a correct use of the word “building” and the cor-
rect use of the word “shed”. In the second story the child is taught by his father 
how to correctly use the word “brown”. In spite of similarities both processes 
fundamentally differ. In the first scene, two objects named by the child (with the 
father’s help) differ in some clear, easy to notice way, and that is why the differ-
ence can be defined. Obviously, the definition can be partial only. As far as the 
terms are not mathematical defining cannot be complete – it can be complete 
only for the terms of a mathematical, strict sense. In the second scene the differ-
ences between colors of objects are subtle and difficult to describe. In this case, 
a correct use of the name depends on the accurate recognition of resemblance to 
the model object.

as a process in which concept creation firstly bases on “accidental similarities” of objects, but later 
on “essential similarities”, see (Keil, 1989: 5–7, 9), also (Piaget, Inhelder, 1974: 37).
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Both simple and standard stories illustrate a process of learning of the cor-
rect use of new words. Thanks to them, in a  schematic way, the most basic 
truths are shown about the process. The careful examination of both situations 
should deliver some important hints about the modeling of this process for 
automata. Thus, first of all let us notice that the entire process depends on the 
permanent teaching of the child by the parent. In other words, it is necessary 
to continuously verify the process. The process is controlled from outside and 
depends on the regular provision of new information about the correct use 
of words. Sometimes, a child is informed about a name of an object new for 
them, in other times an example is provided, i.e. an object which can be used by 
the child as a model object, an object which is a case of the correct use of the 
given word. It means that there is another important element of the process: 
an ostensive definition. Since the process in question consists in the perma-
nent confrontation of words with non-linguistics objects, an ostensive defining 
must be a constant element of the process. During a conversation, a new word 
appears together with a gesture of pointing to an object which is an example 
either of the correct or of the wrong use of the word. Usually, in the ostensive 
defining the same person utters the word and shows an object. In our stories 
this kind of defining splits into two persons: the first one utters the word and 
the second points to an object. Sometimes the first person is a child, and the 
second a father, sometimes it is the other way round. Undoubtedly, in all those 
cases there is still ostensive defining.

Another constant element of the procedure that extends the linguistic 
competence is a partial defining of the meaning of new words. This fact is ev-
ident in the case of the first dialogue. However, the second situation is not 
free from the partial defining –  here, the partial defining is of the ostensive 
type. In the first dialogue, the meaning (the content) of the word “shed” is 
distinguished from the meaning (the content) of “building” by using only few 
arbitrary features. Indeed, after the initial exchange at the beginning of the dia-
logue, a child believes that he knows how to correctly use the word “building”. 
Then, he uses the word in a wrong way, calling “a building” an object that is 
not a  building. The father corrects the boy calling a  new object “shed” and 
giving some spontaneously selected features typical for sheds but not for build-
ings. Since this set of features is arbitrary it could be replaced by some other 
set. Of course, none of such sets can be used for a complete definition of the 
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shed, because such a complete content (i.e. set of features) does not exist for 
words without mathematical sense. Obviously, such a  step is repeated many 
times during a lifetime of each of us. We use some word already known to us in 
all cases similar to the model (for us) case, as long as somebody would correct 
us. Similarly, the child from the first dialogue possesses in his memory a model 
of a building being a picture of some real object, which was correctly named as 
“building”. Then, the child tries to compare every newly encountered object to 
the picture of the building from his memory. If a similarity of both objects is 
in some sense sufficient, the child will call the new object, “a building”. If not, 
the child will try to find an appropriate name for the new object. Probably, 
this will be done with the help of somebody: the father, the mother, some col-
league, etc. In the first dialogue, the father gives his child a model example for 
the correct use of the word “shed”. From now on, the boy possesses at least two 
model pictures: one representing “typical” building and another representing 
also “typical” shed. Moreover, a  difference between a  “typical” building and 
a “typical” shed is defined selectively, i.e. partially. During one’s life, model ex-
amples evaluate (are changed many times). They are replaced by better, “more 
typical” objects. This permanent and endless improvement of the model cases 
is the result of the permanent and endless expansion of word’s meaning under-
standing. Moreover, usually one model case for a given word is not enough and 
so the correct use of this word is recognized by more than one exemplary ob-
ject. Thus, it should be supposed that after some time the child from the above 
stories (as well as everybody) possesses more than one example for the “typi-
cal” building and also more examples for the “typical” shed – after all, there are 
plenty of various buildings and many diverse sheds.

A  partial defining appears also in the second dialogue. The child tries to 
know which color can be called “brown”. As a result, the child possesses in his 
memory pictures of few brown objects: the father’s jacket, the leave. He also 
knows that the car is not brown. It is an evident case of partial defining of the 
color. It is impossible for the child to know all shades of brown color, so all those 
cases are “partially” represented in the child’s memory by those three examples: 
two positive and one negative.

In order to use the model examples for word’s understanding and to use 
them correctly the child needs to competently recognize which features should 
be compared and which should be ignored – some features are essential, others 
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are inessential from the point of view of the word’s meaning. In the case of the 
first dialogue, the child’s successful use of the words “building” and “shed” de-
pends on their ability to recognize which features are essential, and which are 
not, to distinguish buildings from sheds. Although the boy goes beyond the os-
tensive defining at this stage of the process, he employs all the results that have 
been engraved into his memory by the former ostensive defining.

Let us emphasize that the procedure that expands a linguistic competence 
by mathematical notions is quite different. Since those notions are precise and 
sharp, the parent or teacher has to present to the child their complete definitions. 
An incomplete definition would define some other notion, for example, a partial 
definition of the square “it is a two-dimensional figure with all four angles right 
and with opposite sides parallel” would define the rectangle.

2. Generality – one face of the tolerance of expression

A  definition of a  tolerant expression uses a  class of functions of similarity 
thanks to which it is possible to recognize if a given new still unnamed object can 
be named by this expression i.e. if it is sufficiently similar to some of the images 
of objects being model examples of the correct use of this expression. Every func-
tion establishes the degree of similarity to at least one from all model examples 
from our memory. If there is, in our memory, some model example for the same 
name to which a new object is similar (it means that there is a sufficient degree 
of similarity), then this new object can be called by this name. Sometimes, for 
some names it is quite difficult to find only one model example. To illustrate, 
this is the case with the name “temple”. Neither a concrete church nor a con-
crete synagogue nor a concrete mosque, nor a Buddhist temple, nor… can be the 
model example for “temple”. Pointing out to some concrete church as the model 
example of temple would suggest that neither a synagogue and nor a mosque is 
a temple. That is why in the case of some names we have more than one model 
example. It can be even assumed that we have more than one model example for 
most names we use. In the case of the name “temple” it is much easier to possess 
several model examples representing “typical” church, “typical” synagogue, “typ-
ical” mosque, “typical” Buddhist temple, and so on. The problem discussed here 
is typical for general names. A name is general if it has more than one reference. In 
other words the set of designates (a scope) of the general name has more than one 
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element. Obviously, a set with more than one element can be divided into non-
empty subsets. For every general name there are various principles of division of 
its scope. These principles depend on our interest. We can choose some interest-
ing for us feature and divide the scope on elements possessing the feature or not. 
Thus, for the name “child” one can use the feature “born in Europe”. Then, the 
set of all children will be divided into two subsets: all children born in Europe, 
and all other children. If the feature is gradable, we can divide the scope into sub-
sets associated with each degree of the feature. For the same name “child” one 
can use gradable feature “born in the year n”. In this case, the set of all children 
will be divided on subsets: children born in 2014, children born in 2013… It is 
easy to notice that every subset of the scope has its own name subordinate to the 
initial name. In general, the scope a of the general name A can be divided into 
subsets a1, …, an, associated with names A1, …, An, being subordinate to A. Thus, 
the name A is superior to every name Ai, for i = 1, …, n. In Aristotelian logic, there 
is a tradition to call a – the scope of the name A – a genus, and its every subset 
ai, for i = 1, …, n, a species. If such division of the genus is possible it means than 
the name of the genus is general. It is the second understanding of the general-
ity of the name. Obviously, both understandings are equivalent. Indeed, if the 
name has more than one designate it means that its scope can be divided into 
non-empty subsets, and conversely, if the scope of the name can be divided into 
non-empty subsets it means that it is a set with more than one element.

For every species (genus), there is a set of features or qualities such that ev-
ery member of this species (genus) and no other object possesses all of these 
features or qualities. Every such feature/quality is called a feature/quality charac-
teristic for the species (genus). The use of a general name is vulnerable to the er-
ror of generality (Łukowski, 2012: 92–93). This error has two variants. In the first 
one, a user of a general name A attributes some feature or quality characteristic 
for one species ai to members of some other species aj (with j ≠ i), because both 
species belong to the same genus a. In another version, a user attributes some 
feature or quality characteristic for one species ai to the entire genus a, because 
species ai belongs to a. For example, if somebody observed that his/her daughter 
likes to play with dolls, he/she believes that the boy in the neighborhood also 
likes to play with dolls (the first version of the error) or that all children like to 
play with dolls (the second version of the error). It seems that it is easier to avoid 
the error of generality in the situation when one model example for correct use 
of the name is replaced by several different model examples. Of course, such an 
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approach does not guarantee avoiding this error – usually, the set of examples 
is not sufficient. On the other hand, even in the case of “temple” it is possible to 
partially define a temple as a building in which people gather to pray. Such spe-
cies-free definition of the temple can be used in parallel with the definition using 
various species represented by the set of model examples. Obviously, both ways 
of defining are partial.

One of the most important features of a majority of expressions of the natural 
language is simple: every such expression must possess more than one reference 
– object, situation, etc. In other words, it must be useful in more than one case. 
This multiusage should be limited in some reasonable way – an expression which 
would fit all objects, situations, properties, and so on, would be useless. If the ex-
pression A can be correctly used in the cases P1, …, Pn, then it should be correctly 
used also in all cases sufficiently similar to at least one of P1, …, Pn (Łukowski, 
2011: 133–134). Of course, the sufficient similarity is due to the meaning of the 
expression A. This is a definition of the tolerance of the expression A. This defini-
tion is strictly connected with the problem of generality. All cases P1, …, Pn can 
be and should be understood as the model examples. On the other hand, every 
nonmathematical general name must be tolerant. Cases P1, …, Pn mentioned in 
the definition can represent various species but do not have to – all of them can 
be model examples of one species only. But the most natural situation is one 
in which every Pi, for i = 1, …, n, represents a distinct species. In the case of the 
name A = “temple”, P1 can be a concrete church, P2 some concrete synagogue, 
P3 a concrete mosque, and so on.

Obviously, every species of the genus can also be divided into some subspe-
cies. Then, the divided species becomes a new genus and its subspecies, new spe-
cies. Thus, for example, the scope of the general name “church” cab be divided 
into subsets composed of, respectively catholic churches, evangelical churches, 
orthodox churches… Obviously, in the next step, one can divide any scope of 
the new species, e.g. the set of catholic churches into subsets: catholic churches 
built in France, catholic churches built in Italy… The division of the scope of the 
general name is impossible when the scope is a one-element set, e.g. the scope of 
the name “church located on the Wawel Hill”. Usually, such a one-element set is 
represented by a proper name – in this case by “Wawel Cathedral”.

In the definition of tolerant expression, there is another important element: 
similarity besides model objects/cases. This notion has two essential compo-
nents: sufficiency of similarity and similarity due to the meaning of the (tolerant) 
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expression. Both issues can be more easily explained on the colored objects. For 
this purpose let us imagine three paper leaves: P1 – big white leaf overprinted by 
black letters on one side; P2 – red leaf of the same size and shape as P1 overprinted 
in the same way as P1; and P3 – small crumpled pale red leaf unwritten on both 
sides. It is obvious that every two leaves from the set {P1, P2, P3} are similar from 
some reasonable point of view. Moreover, every similarity is even sufficient in 
some sense but it does not mean that every two leaves are similar in general. Let us 
consider the name A = “red leaf of paper”. Surely, the second object can be called 
A, and so it can be also a model example for correct use of the name A. In order 
to know if P1 or P3 can be called A, we need to recognize if they are sufficiently 
similar to P2, of course, due to the meaning of the general name A. Leaves P1 and 
P2 are similar – they are identical in size, both are overprinted in the same way 
by the same text or pattern. But P1 is white while P2 is red. Thus, if the similarity 
would be settled due to the color, they are not similar at all, and it does not matter 
if this non-similarity is sufficient or not. It means that, if P2 is correctly called A, 
then P3 cannot be called A – since P1 and P2 are not sufficiently similar due to the 
red color, only one of these cases can be called red. However, the second com-
parison is not as easy as the first one. Obviously P1 is red, but what about P3 which 
is pale red? In this situation everything depends on our opinion based on our 
experience, knowledge, intuition, etc. If the pale-red color is in our opinion closer 
to red than to non-red, we will recognize that P1 and P3 are sufficiently similar due 
to the red color, and so we will call P3 as red. However, it is also possible that our 
decision will be opposite. Then, since P1 and P3 would not be sufficiently similar 
due to the red color, P3 would be called non-red. It seems necessary to empha-
size that our decision does not need to be final – we can change it. There are 
many doubtful and difficult cases. In such cases it is possible that at one moment, 
two objects can be recognized by us as sufficiently similar due to the meaning of 
the name, and not recognized as such at some other moment. Moreover, objects 
observed by us just before the decision is taken influence the decision. Usually 
in such a situation, a pale red object in the presence of intensively red objects is 
recognized as non-red. Otherwise, white, black or green objects can provoke us 
to the opposite attitude. Finally, it is worth noticing that the lack of the sufficient 
similarity of some object to the given model examples of the correct use of the 
expression A does not mean that the object is sufficiently similar to the model 
examples of the correct use of the expression not-A. Somebody can be for us nei-
ther bald nor not-bald. These states make us introduce (create) a new word(s) 
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for adequate naming of all such dubious cases. The third leaf of paper from the 
example, can be called neither red, nor not-red but just “pale red”, “almost red”, 
“pink”, “dimly red”, “softly red”, “white-red”, etc.

It has been already mentioned that our opinion in such cases depends on 
our experience, knowledge, intuition, and probably on some other factors. But 
all the factors listed and not listed here depend on model examples we have in 
our memory or we had at one time. On the other hand, our opinions how to cor-
rectly use the name A can be identified with our understanding of the meaning of 
A. Thus, our understanding of the meaning of A depends on all our model cases 
of the correct use of the name A. In this sense, our understanding of the meaning 
of words is defined by model cases we have/had in our memory. Since other 
users of the language influence our choice of the model cases representing in 
our memory the meaning of words, meanings have social character. In this sense 
they are created by the community we live in. In two introductory stories (at the 
beginning of the paper) the role of community is played by the father.

Returning to the example with the three leaves of paper, due to the meaning 
of the name “leaf of paper” every two (from all three) objects are sufficiently sim-
ilar, and due to the name “a leaf of paper overprinted by black letters on one side” 
objects P1 and P2 are sufficiently similar, but P1 and P3 as well as P2 and P3 are 
not sufficiently similar. The meaning of the name forces us to ignore all features, 
which are not related to the meaning in consideration. That is why, from the 
point of view of the meaning of some name A, two objects can be sufficiently sim-
ilar although at first view they seem to be completely and undoubtedly dissimilar.

All these remarks are related to the process of knowing the meaning of these 
words, which already exist in the language, as well as of the extension of the lan-
guage by new words naming objects from penumbra of some vague expressions. 
However, it is not settled how the natural language appears. That is why, there is 
assumed some “social” knowledge about the correct use of words, and a process 
of expansion of that knowledge. This “social” knowledge consists of two funda-
mental components: the sufficient similarity to the model examples and the al-
ways only partially given content of expressions. All above remarks dealt mainly 
with the first component. However, the second one is a fact, too. Unfortunately, 
we are not aware that accepted by us defining usually is partial only. We believe 
in the correctness and accuracy of definitions of many words, and all logical ar-
guments (like sorites) which contradict these beliefs become a real shock. Defin-
ing meaning is partial because it is nothing more than the “verbal” counterpart 
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of the “visual” concrete model example. For its concreteness, every visual model 
example can only partially represent all possible referents of the word. Similarly, 
every description of the meaning of the expression defined by words only partially 
explains the meaning. Aristotle’s definition of a man as a rational animal is precise 
in a similar way as the father’s definition of the shed: it is an object standing on the 
ground smaller than building, constructed from ordinary boards, not for living, just 
for garden’s tools. Every partial defining refers to some concrete observable case 
and creates a picture of this case. Aristotle thought about people living around him, 
probably forgetting about people with heavy mental diseases. Similarly, the father 
looking at the concrete shed did not think about many other various sheds which 
do not coincide with his description. Usually, this partial defining of expressions 
leads to no serious problems. Moreover it is economical – communication is faster 
and simpler. Preciseness can always be increased depending on needs and context. 
Partial defining causes problems in one case only, when we try to treat the par-
tial definition as the complete one. However, for no natural language expression 
E there exists a complete definition, i.e. sentence correct definition of the form: for 
any x, x is E if and only if x satisfies b1, …, bk. Every finite characteristics of E gen-
erates gaps in the scope of possible referents of E. This problem is closely related 
with the vagueness of natural language expressions, and is discussed in the next 
paragraph. This partial defining has some interesting result. Although we strongly 
believe in correctness, it means completeness of many definitions of words, in any 
problematic situation we know “very well” how to use the word totally ignoring the 
definition. For example, we believe that the man is a rational animal, but thinking 
about some deeply mentally subnormal man, who surely is unable to think, we ig-
nore the definition and without doubts know very well, that he/she is a man.

This defining is also relative – it appeals to the meaning of already known 
words. Of course, already known words have meaning as precise as those partial-
ly defined. All non-mathematical expressions – the already known as well as the 
new once – have only partial understanding and are mutually relative. Unlike the 
shed, the building is enough big, it is possible to live in it, etc. The shed unlike 
the building is rather small and it is impossible to live in it. Such a mutually rela-
tive defining is more operative than the hierarchy of definitions with undefined 
primitive terms at the base. Always, understanding of new words appeals to the 
understanding of old ones. In this sense it is relative. But unlike the mathematical 
language, the natural one does not contain the so called primitive terms – terms 
which are introduced without definition. Although defining is relative in mathe-
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matics, not all terms are defined. In the natural language all terms can be defined, 
if we only wish. This defining is always relative and partial. That is why, unlike in 
mathematics, natural language expressions have approximate and rough under-
standing. It is not a problem, because it is temporal – understanding of words is 
still developed and improved. During their life the child will change old model 
examples onto better new model pictures of objects, and old partial definitions 
onto more precise but still partial new verbal characteristics. This process never 
ends and for two people neither proceeds in the same way nor results exactly in 
the same understanding of words.

3. Vagueness – another face of the tolerance 
of expression

In some moments in the above considerations there has appeared the prob-
lem of vagueness as a reason for inability of complete understanding/defining of 
all those natural language expressions which have no mathematical sense. Let us 
recall that the name N is vague if and only if there are objects about which no-
body can know if they are designates of N or not. It means that for some object 
O nobody can reasonably decide that it is a designate of N or not a designate of 
N. More generally, an expression E is vague, if and only if there are some cases 
that nobody can know (or reasonably decide) if E or not-E can be correctly used 
as a name for these cases or not. All those doubtful cases create the so called pen-
umbra of the expression also called the set of border-line cases (Russell, 1923, also 
Łukowski, 2011: 141–151). In fact, “penumbra” is a  better name because this 
area of “vague” objects or cases is not a set in the mathematical sense as nobody 
can even know if some object or case belongs to penumbra or not. Penumbra has 
no sharp boundaries separating it from both extensions: positive and negative. 
Positive extension of E consists of all those objects which are designates of E or 
all those cases which can be correctly named by E. The negative extension of E 
contains all those objects which are not designates of E or all those cases which 
cannot be correctly named by E. Of course, penumbra of E has no sharp borders 
if and only if at least one of the extensions of E has no sharp borders. Moreover, 
an expression E is vague if and only if an expression not-E is vague.

There is a procedure, called sorites, which enables to verify whether the ex-
pression is vague. Sorites is an argumentation that uses two premises typical for 
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mathematical induction. The first premise states that the expression E applies 
to some object or case. Let us call of the property ascribed by E to the object/
case a  “feature”. The second premise allows to transfer the feature from any 
object/case to the next one – all objects or cases are previously linearly ordered 
in such a way that the first object should be correctly named by E (because it 
is E) and the last one should be correctly named be not-E (because it is not-E). 
It is clear that, if both premises are satisfied the entire argumentation results in 
contradiction: the last object in the sequel is named by E, but it is not-E. Sorites 
consists of so small steps that passing from E to not-E cannot be stopped at any 
other step because of the obvious correctness of every step. Thus, everything 
in the argumentation is obviously true with the exception of the conclusion 
which, as it leads to a contradiction, is obviously false. If the sorites applied to 
the expression E leads to contradiction, it means that E is vague. Russell, in his 
famous lecture given in 1923, pointed out the vagueness of many various natu-
ral language expressions (Russell, 1923).2 As it was showed by Black, all names 
of real, inanimate objects are vague (Black, 1949: 433).3 Chwistek showed that 
all names for living beings are vague (Chwistek, 1934: 10–11).4 Many years 
later, Sorensen showed that some abstract names also are vague (Sorensen, 
1990).5 Shortly speaking almost all natural language names and predicates are 
vague, with the exception of: “motion”, “rest” (i.e. not-motion), Parmenides’s 
“being” and “not-being”. It is impossible to pass from the case of movement 
to the case of rest through cases which are neither motion nor rest. Similarly, 
there is nothing which would be neither being nor not-being. The only surely 
sharp (i.e. not-vague) expressions are mathematical.

A tolerance is an essence of the vagueness. An expression cannot be vague 
not being tolerant. Tolerance of the expressions makes the second inductive 
premise of sorites true. In the sequel, every object or case and its successor as 
well as predecessor are sufficiently similar due the understanding of E. That is 
why, the reasoning cannot be stopped at any step. Such objects are sufficiently 
similar because a difference – due to the meaning of E – between them is insignif-
icant. If such difference between two objects or cases is insignificant, then only 

2  Russell tried to prove that even logical terms are vague.
3  The argument showing, that the not-chair (a lump of the chair’s leg) must be called a chair.
4  Chwistek asked his famous question: “Is human’s mother a human?”. In the light of the 

theory of evolution the answer on this question is not obvious.
5  Sorensen showed that “murder” is a  vague name. Other abstract terms are also vague,  

e.g. “longing”, (Łukowski, 2008: 32–33).
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two situations are reasonable: either both of them will be called E by us or both 
of them will be called not-E. For insignificant difference it is excluded that one 
object/case will be called E and the second not-E. Otherwise, if the difference 
is significant both objects/cases have to be called differently: if one is E, then, 
the second is not-E. It is clear that the inductive premise and the principle of the 
tolerance are strictly connected. Two names “sufficient similarity” and “insignif-
icant difference” refer to the same. That is why the vagueness is a kind of display 
of the tolerance.

The second dialogue shows how the boy is taught by his father how to cor-
rectly use the vague name “red”. Logical knowledge about vagueness warns us 
that such a use cannot be consequent and precise. Real cases are named by us by 
tolerant words whose understanding is established by model examples. Howev-
er, all such examples can compose a sequent from the reasoning sorites. It is a real, 
unsolvable problem. If anybody from us will be called “human being”, then his/
her mother also has to be called “human being” – it is obvious consequence of 
our meaning of the word “human being”. However, all such selected ancestors 
compose the sequence imminently leading us to non-human beings. It is an ef-
fect of the confrontation of the real world with our limited natural language.

4. Coexistence of generality and vagueness

As it was shown, tolerance of natural language expressions occurs in two 
forms: generality and vagueness. In the case of vagueness, two objects are suffi-
ciently similar due to some feature, if the feature is gradable in barely recogniz-
able way – degrees of the feature should be small enough. Somebody with n hairs 
on the head is sufficiently similar due to the understanding of the name “bald” 
to anybody with e.g. n + 36 hairs. Then, if one of these persons will be called 
bald (not bald), then the second one should be called by the same name. This is 
a “vague” case of the tolerance. However, tolerance does not need to be connect-
ed with only gradable features. Then, the tolerance has a face of generality of ex-
pressions. Let us assume that A is a father of a girl, while B is a father of a boy. Due 
to the understanding of the name “father” A and B are sufficiently similar. The 
scope of this name can be divided into sub-scopes: “father of one girl”, “father of 
two girls”…, “father of a boy”, “father of two boys”…, “father of a girl and a boy”, 
“father of two girls and one boy”… It is easy to notice, that the possible order 
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of the set of all these sub-scopes can be partial, but not linear. That is why, it is 
difficult to consider the feature “to be a father” as gradable. However, regardless 
of the possible order, all sub-scopes consist of cases which are sufficiently similar: 
due to the meaning of the word “father” the father of two girls and one boy is suf-
ficiently similar to the father of three boys – a difference due to the meaning (i.e. 
correct understanding) of the name “father” is insignificant. Even, if all these sub-
scopes would have sharp boundaries there would be still a tolerance – a “general” 
case of the tolerance. However, from the practice of medicine we know that all 
these sub-scopes have not sharp but vague borders – a difference between two 
fathers does not need to be gradable. It means that the name “to be a father” of 
the feature is a  case of tolerance of the mix type simultaneously coming from 
vagueness and from generality of the word “father”.

Intermingling both kinds of tolerance can be also easily exemplified by the 
word “red”. Two objects a red t-shirt and a red car are sufficiently similar due to 
the understanding of the word “red” – it does not matter that one is a t-shirt and 
another a car. Both objects belong to the scope of the general name “red (object)”. 
This scope can be divided into many subsets (sub-scopes) represented by names: 
“red car”, “red t-shirt”, “red dress”, “red umbrella”… However, it does not matter 
from which subsets two objects come, both are sufficiently similar due to the word 
“red”. Apart from this “general” case of the tolerance there is another, “general” 
case. Indeed, the scope of the word “red” can be divided in another, “vague” way 
into subsets represented by names: “bright red”, “dark red”, “deep dark red”, “red 
with yellow tone”, “red with slight yellow tone”… Surely, these sub-scopes are not 
distinguished by any sharp borders. It is not a difficult exercise to imagine the sit-
uation joining both kinds of tolerance: the light-red car and the washy-red t-shirt.

Fortunately, usually we meet such objects and cases which can be clearly dis-
tinguished from the point of view the understanding of words. In the first dialogue, 
the child is looking at the shed which differs gradually from other objects standing 
around. It is not difficult to imagine a long sequence of objects changing in barely 
recognizable way from the concrete shed to the concrete building. Then, it would 
be a problem to name all such objects. Fortunately, in our life we have simpler 
cases that explicitly differ from each other, like the child, for whom the building 
clearly differs from the shed. Because of this fact, the father can partially (and rela-
tively) define both names “building” and “shed” – such defining is sufficient.

While observing a new object we need to compare it due to the meaning of 
the given name with some model example in our memory. Depending on the kind 
of similarity we have to do with the “vague” or “general” tolerance. Although the 
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name can be simultaneously vague and general (of course, each from another point 
of view) one of the tolerances should be ignored. We treat the name either as tol-
erant in the sense of vagueness or as tolerant in the sense of generality. Our choice 
depends on the character of the feature due to which we recognize the similarity.

5. Conclusion

Procedures expanding linguistic competence can be divided into two kinds. 
The first teaches us how to correctly use general expressions, the second how to 
correctly use vague expression. Both procedures differ in some essential way, be-
cause there is an essential difference between generality and vagueness. However, 
both procedures have some common features. Firstly, both use linguistic com-
petence of the community. In this sense, our understanding and use of words has 
a social character. No already existing word can be successfully used in violation of 
the existing use of this word in the community. Secondly, both procedures have 
an ostensive character – it does not matter, if it is a red color or a building and 
a shed. Every procedure appeals to the model examples we have in our memory. 
All these examples play a  role of useful, concrete types of these cases in which 
we can undoubtedly and correctly use the word. Thirdly, both procedures only 
lead to a partial characterization of the correct use of words. One procedure pre-
fers visual characterization, while the other verbal one. Both characterizations are 
not adequate to the full range of the correct use of the words and so they are not 
correct. Because of this fact, they are still improved and frequently changed – still 
with the help of members of the community. So, partiality implies temporality.

Procedure extending linguistic competence by vague expressions will be here 
called the “procedure for vagueness teaching”. Its schema has been already dis-
cussed above. Recapitulating, if someone would like to take a correct decision to 
use or not to use the word “red” in a given case, he/she would compare the color 
of the new object to the model examples existing in the memory. If the similarity 
seems to be sufficient, the name “red” can be used. In other situations, it is nec-
essary to use some extended method. Since the color of the new object can be 
neither red nor not-red, it means that it is a tone of some other color, e.g. brown. 
Then, it is useful to recognize to which from these two colors (red and brown) 
represented by some model examples the new color is more similar. Then, we 
can say that the new color is brown-red but it is more red that brown – it is more 
similar to the model of the red color than to the model of the brown color.
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Fig. 1

This procedure has some concrete exemplification in the form of the so 
called conceptual spaces invented by Gärdenfors and based on Voronoi tessella-
tion (also named Voronoi partition) (Gärdenfors, 2000, 2014, see also Voronoi, 
1908). Thanks to Gärdenfors’s modification it is an interesting scheme to con-
sider the penumbra of vague names. Initially, the distinction between two colors 
is sharp, exactly due to the Voronoi partition, being an axial symmetric line be-
tween two points representing the model examples.

Fig. 2.1
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color bcolor a

Fig. 2.26

However, it suffices to use more than one model example for at least one 
color (for example, only red, and not brown) and sharp border is replaced by 
the bundle of several sharp borders, which taken together give a vague border, 
i.e. penumbra.7

color b1

color b2

color b3

color a

Fig. 3

6  Fig. 2.2 is a schema of the previous fig. 2.1.
7  This graphic model precisely coincides with the class of precisifications – every sharp line 

from the graph is just a one precisification function (see: van Frassen, 1966, 1968; Fine, 1975).
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Unfortunately, it is impossible to “return” to one colored picture related 
to the fig. 3. Instead of one figure it should be here, three pictures, respective-
ly to pairs: (a, b1), (a, b2), (a, b3). All of them taken together should create 
a three-layer picture, where every layer presents its own sharp border between 
a and bi, for i = 1, 2, 3.

Summarizing, let us reconstruct the scheme of the procedure on the exam-
ple of the second story. The agent (the child) gives information from the com-
munity (from the father) that the color of the father’s jacket is brown. In the 
agent’s memory there appears a record of the model example of the brown color. 
In a  similar way, it appears in his/her memory another model example of the 
brown color (leaf). Both examples are different, so in the memory color brown 
is represented by more than one model example. Thus, the brown color has not 
one rigid, precise understanding. Since all these examples are given by the com-
munity, the agent’s understanding of the correct use of the word “brown” is so-
cial. After some time, the agent needs to recognize the color of that car. The color 
of the new object is not represented in the agent’s memory, but it is similar to the 
brown. With the help of the father, the child tries to decide, if the color is more 
similar to brown or to red – at this stage of the procedure the help of the father 
is not necessary. If the new color will be more similar to red, the agent will call it 
red, if it will be more similar to brown, it will be named red. But, there is another 
third possibility. The agent can decide that the new color is brown-red. However, 
the decision is not easy, because neither red nor brown are represented by single 
model examples. It means that there is a vague area of all these cases which are 
neither red nor brown (see fig. 3). After some time, the agent is able to introduce 
to his memory new model examples of the brown color – all these colors which 
are (in the picture) between model examples of the brown.

As it has been already mentioned, colors are not the only vague terms. There 
are plenty of vague expressions in the natural language. However, the procedure 
of recognizing of the correct use of the vague name/predicate seems to be stan-
dard and similar to the just presented. The problem of the vagueness should be in 
the procedure appropriately separated from other problems, e.g. generality. If we 
need to recognize which of two objects, a house and a chair, is wooden, we ignore 
all differences coming from the fact that one is a house and the other a chair. In 
both cases it can be difficult to decide, if some of them is wooden or not.

Procedure extending a  linguistic competence by general expressions will be 
here called the “procedure for generality teaching”. Similarly to the previous 
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procedure, this one also employs model examples, mainly at the first moment, but 
not only. Thus, firstly, the agent calls the object by the name “building” because 
of some features common to the new object and to the picture of the building. It 
is a mistake, which is immediately revised by the father – a member of the com-
munity. In the next step, the father calls the new object by the name “shed”. In the 
case of the vague term it could be the end of teaching. Here, however, the father 
formulates a list of features which make an average building distinct from an aver-
age shed.8 This partial, relative and verbal defining of the shed will constitute the 
correct use of the name “shed” as well as that of “building” in the future. Of course, 
probably this partial characterization will be improved by a better list, which also 
will be a partial only defining. Such a partial defining is a logical necessity although 
it is the reason of mistakes occasionally made by people using it. Let us assume that 
O is partially defined as a name of an object being a1, a2, a3, a4, and not being b1, 
b2, b3 (i.e. being ¬b1, ¬b2, ¬b3). Since it is partial defining of O the set {a1, a2, a3, a4, 
¬b1, ¬b2, ¬b3} does not suffice as a complete characterization. It means that in the 
future we might meet an object which should be named O, and its characterization 
is a little bit different: a1, a2, a5, a4, ¬b1, ¬b2, ¬b3, ¬b4, i.e. instead of a3 there are added 
a5 and ¬b4. Now, we have two alternative definitions, and both are partial –  im-
provement of the partial definition leads to the next partial definition, because the 
complete definition of O does not exist. Obviously, all definitions are temporal – in 
the future every definition can be made more precise or even rejected.

Two, considered here, procedures expanding a linguistic competence have 
some important similarities although the first one deals with vagueness, while the 
second with generality. Inhelder and Piaget noticed that during our childhood 
original accidental similarities are consequently replaced by more conceptually 
advanced essential similarities (see: Keil, 1989: 9, also Piaget, Inhelder, 1974: 37). 
Every procedure:

1)  is a social phenomenon thanks to Vygotsky’s zone of proximal develop-
ment (Keil, 1989: 5–7);

2)  is based on model examples –  “verbal” or “visual” –  permanently re-
placed by better once;

3)  leads to a merely partial defining, which can be “verbal” or “visual”;
4)  is dynamic and temporal.

8  To speaking the truth, also in the previous case the father tries to explain the difference 
formulating the feature which is an essence of the difference: that color is not brown because it 
has a red savor.
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From this perspective, a meaning of the natural language expression is iden-
tified with the correct, i.e. accepted by the community, use of this expression. It 
means that the meaning of words is social, partial, and temporal, where partial 
means imprecise and misleading, while temporal means dynamic and changing.
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Konrad Rudnicki

NEUROBIOLOGICAL BASIS 
FOR EMERGENCE OF NOTIONS

1. Introduction

Even though psychology and logic share several topics of common in-
terest, they operate within different paradigms and therefore encounter dif-
ficulties in mutual communication of their advances. One of the most dire 
problems shared by both is the question of acquisition and structure of no-
tions. Both of these issues have been minutely addressed from perspective of 
logic in the previous article entitled “Two procedures expanding a  linguistic 
competence” (Łukowski, 2015). The theory proposed there for development 
of linguistic competence and ontogenesis of notions, has significant impact on 
foundations of semantics. Its claims could not be made if not for several neuro-
scientific insights into functioning of the central nervous system that resulted 
in refining the models of cognitive processes. It is apparent that emergence of 
notions in an individual is a direct product of brain activity. Even though phi-
losophers still contest the character of relationship between neural function 
and psychological phenomena, it is no longer controversial in science that the 
structure of the first determines the structure of the latter. Following that, any 
theory expressed in language of psychology or philosophy should comply with 
inferences concerning the architecture of thinking that is derived from neuro-
physiological data. Although there is a vast amount of information concerning 
neurobiological correlates of psychological phenomena some of them are of 
special interest in the discourse on notions and the meaning of words. This 
chapter will focus especially on biological substructure underlying vagueness, 
generality, dynamicity and temporality of notions.
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2. Basic concepts

Every neuronal network, be it artificial or natural, requires constant flow of 
new inputs (information) to properly function and produce useful output. In case 
of the human brain inputs are provided by receptors of sensory systems. Contrary 
to the popular belief, humans have more than five senses. Their actual number is 
estimated to be around twenty, depending on adopted definition of sense. When 
matter of learning is raised, it is customary in philosophy to concentrate the ar-
gument around visual perception. That practice is not groundless as majority of 
sensory information received by human brain is visual. 1010 bits of information is 
coded by retina each second. Considering that human cortical, sensory network 
is approximately convergent (Foxe, Schroeder, 2005), only a fraction of the men-
tioned amount of information reaches cerebral cortex. Around 104 bits/sec ul-
timately reaches the fourth layer of primary visual cortex (V1) (Raichle, 2010). 
V1 processes visual stimuli at the most rudimentary level. Its cells are sensitive to 
the most basic kinds of stimuli, for instance straight lines or dots, with respect to 
their spatial orientation. After preprocessing, signal is propagated to cortical areas 
where neurons respond to more complex sets of properties. In terms of notion 
creation it is crucial to note that information, coded by higher-level cortical net-
works, is derived from activity associated with the simplest stimuli. Pivotal role in 
the transition between initial processing and emergence of meaning is played by 
the association areas that integrate information from different modalities. It is still 
a matter of debate whether the most important role in the generation of conscious 
thought and concepts is played by some specialized areas or interconnectivity 
along with the interplay of a whole network. However, the activity of these asso-
ciation areas is definitely essential to this problem (Freeman, 1998). Apart from 
cortices on the borders between lobes these areas include thalamus and cerebel-
lum, while a central position in that network is occupied by prefrontal cortex. At 
all stages of the information processing, back-propagation of activity from high-
er to lower areas is observed. This reafference process is partially responsible for  
a currently established paradigm of constructivism in regard to perception. In sim-
ple words: people do not perceive things purely by means of an incoming stimuli, 
but as they expect/understand/reckon them to be. The most famous process as-
sociated with this phenomenon is called priming. It would appear that when pri-
marily prompted with stimulus from a given category, people are able to recognize 
further stimuli from that category faster than from other categories. This process 
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have been demonstrated in many different kinds of material, ranging from verbal 
(McNamara, 2005) to emotional (Hart et al., 2010). This concept leads to the 
second important principle of brain functioning.

While activation triggered by stimuli is the first component to be considered 
in generation of a  single state of the network, there are others to be accounted 
for. Equal importance is held by pre-existing architecture of the neural network, 
determined by biological development and all information processed in the past 
(Freeman, 2004). All neural networks are shaped through learning processes 
governed by synaptic plasticity. Exemplary mechanisms of synaptic plasticity are 
long term potentiation and long term depression. The first constitutes strengthening 
of the synaptic connection between two neurons in response to repeated occur-
rence of action potentials, while outcome of the latter is opposite. In conjunction, 
these two are among the most prominent processes shaping architecture of the 
neuronal network (Tsumoto, 1992). There are multiple more mechanisms that 
co-determine neuronal web; all of them utilize exogenous or endogenous stim-
uli as triggers, which prepares the system to recept future ones. Following from 
mentioned principles, a meaningful state is understood as a dynamical activity 
pattern evoked by stimulus, constructed with respect to pre-existing state of the 
network, partially incorporating stimulus properties (Freeman, 2004). Activity 
that constitutes these states can be further convergently processed to produce 
their incomplete representation in the form of an expression (verbal if neces-
sary) that can be communicated in order to elicit similar state in another human 
being. Incompleteness of linguistic representation stems from convergent archi-
tecture of processing which determines that verbalization codes less information 
than neural state. Even though these states are highly dynamical and difficult 
to grasp, it turns out that they occur in discrete stages, where each stage begins 
with a transition of the whole network activity to a new spatiotemporal pattern 
(Freeman, 1998). What is also worth mentioning is the fact that each past state 
co-determines future states through management of new stimuli influx by means 
of behavior, further expanding the importance of constructivism in perception. 
It might appear that some special properties are required from each meaningful 
state to discern them from non-meaningful states. It would however be contro-
versial on the grounds of biology to contest the presence of meaning even in states 
unrelated to language (Atlan, Cohen, 1998), since what constitutes a meaning 
is a response of an organism to any representation with potential information-
al load. Essentially, for the immune system an antigen is information-bearing 
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representation, which through interaction with immune cells conveys that in-
formation and elicits immune response specifically dependent on the type of an-
tigen in question. Be that as it may, when the problem of notions is concerned, 
language is necessary and crucial.

Neurolinguistic studies already partially described networks engaged in 
language processing. Most commonly localized in the left hemisphere, col-
lectively called perisylvian cortex, these areas include inferior frontal cortex, 
superior temporal cortex, inferior parietal cortex, operculum and insula. Any 
damage to these areas produces deficits in language production or understand-
ing (aphasias). These areas are densely connected to each other, receive in-
formation and partially overlap with higher-order multimodal areas (Catani, 
Jones, 2005), forming strong links between language and action (Bedny, Cara-
mazza, 2011) what is vital in regard to generation of meaningful states. Embod-
ied cognition view even suggested that experience of meaning was embedded in 
the activation of sensory-motor control systems (Hauk et al., 2004). However, 
it was experimentally proven that the activation of the modal-specific circuits 
is not absolutely necessary for comprehension, but is instead involved in learn-
ing and intentional action, along with networks responding preferentially to 
the semantic aspect of the language (Bedny, Caramazza, 2011; Chatterjee, 
2010). Nonetheless, it is established that repeated perception of objects from 
the same category creates a  typical network activity pattern which emerges 
from the generalization of properties of multiple exemplars, and as such can 
be approximately extracted through statistical analysis. That pattern should 
be understood in terms of attractor basin for dynamical neural system (Duch, 
Dobosz, 2011), not as set of features of the prototypical object around which 
a category is layered (Foo, Low, 2008). Note that different networks present in 
the brain code different levels of abstraction and not in all cases the activation 
of higher-level areas is necessary (Binder, Desai, 2011). Aforementioned peri-
sylvian areas seem to categorize information in an abstract form, partially cor-
responding to linguistic categories such as: nouns, verbs, events, closed-class 
words, etc. (Martin, 2007; Price, 1998). Figure 1 schematically depicts axonal 
connections between all three mentioned networks. It is yet important to note 
that the process of sentence comprehension is by all means not a simple addi-
tion of single word meanings corrected for the context. It involves numerous 
streams that process information in regard to: abstract semantic representa-
tions, syntactic structures and extra-linguistic sources of information. These 
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streams are specifically sensitive to hundreds of different sentence properties. 
Their functioning is studied with evoked potentials, functional magnetic reso-
nance and magnetoencephalography (Panizza, 2012).

Fig. 1. Schematical visualization of connections between: L – perisylvian cell  
assemblies, R – semantic circuits in the inferior-temporal object perception stream 

and M – fronto-central motor systems (Pulvermüller, 2012)

Even though spatial and temporal resolution of methods currently used for 
the visualization of brain activity is still lacking, neuroscientists resiliently push 
forward our understanding of cognitive networks by experimentally extracting 
crucial components of thought. Only recently, a way to communicate with peo-
ple in a vegetative state, by means of functional magnetic resonance, was found. 
Experimenters instructed patients to imagine playing tennis if they wanted to 
answer yes, or imagine their old apartment if they wanted to answer no, even 
though there was no guarantee that patients even heard the question. It turned 
out that approximately 20% of patients in vegetative state were conscious and 
able to answer questions by imagining concepts while experimenters were able 
to decode their answers from patterns of brain activity (Owen et al., 2006). Even 
extremely complex notions are currently described with their substantial neural 
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correlates, as it would appear that the same parts of cortical network are active 
in experience of beauty when people view classical art and when mathematicians 
see allegedly beautiful equations (Zeki et al., 2014). This exemplifies contempo-
rary, spectacular advancements in fields investigating neural activation underly-
ing the emergence of complex notions.

3. Dynamicity and zone of proximal development

The acquisition of linguistic competence, a  process responsible for emer-
gence of notions was said to be “controlled from outside and depend on the 
regular provision of new information about the correct use of words” (Łukow-
ski, 2015). Neuronal networks require frequent stimulation of all their com-
partments, otherwise connections between cells will deteriorate and stored 
information will vanish. It is apparent though, that networks filter all incoming 
information, based on its relevance. Otherwise chaotic influx of stimuli would be 
comparable to a neuronal noise (resting-state) and network would take random 
shape. Aside from the attentional processes responsible for constant governance 
of explorative behavior, social factors influence the magnitude of each new in-
formation acquired by the brain. In dialogues presented in the previous chapter, 
role of the father was to ascribe the weights to information in the process of os-
tensive defining, in which neuronal network was engaged. Through reafference, 
new information, about “buildings” provided by visual system, with addition of 
verbal information provided by auditory system, was graded as crucial due to the 
presence of the father – who in this case represented the zone of proximal devel-
opment. As a result, cells and connections that might have been associated with 
inessential properties of the notion will deteriorate, while those essential will be 
provided with means of strengthening (for instance, neurotrophins). Moreover, 
management of the attributed importance of information includes control of the 
function of similarity. Through feedback in social situations people learn what vol-
ume of change in perception calls for change in linguistic description. 

Zone of proximal development illustrates the environment and its conditions 
in which a child feels safe and has the ability to explore. In the course of devel-
opment, shape of the zone changes and impact size of different elements varies 
(for example in adolescence emphasis shifts from parents to peers). For that rea-
son even though meaning of a  word is an incidental neural phenomenon it is 
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co-determined by the community we live in. Closely related to that concept is the 
dynamicity of notions. Following from the fact that each state of the network 
changes the network itself, it is evident that there can never be two situations in 
which a notion is understood in exactly the same way. Only after reduction to 
its linguistic representation which is an incomplete derivative of the incidental 
mental state, it might seem that notion has its complete and definite description. 

4. Model examples and generality

In analysis of neural dynamics, the model example for a given word would 
be detectable if no further stimulus is provided besides the word itself. It would 
then be possible to describe it as “a prototype vector or a specific distribution of 
semantic layer activations” (Duch, Dobosz, 2011). Linguistic similarity between 
words can be assessed in many different ways, and only some of them bear re-
lationship to architecture of the brain’s semantic system (Carlson et al., 2014). 
Nevertheless, it would appear that linguistically similar words have similar at-
tractor basins, which are a way to describe neural activity dynamics. For instance, 
concrete words require a lot more activity from the network than abstract words, 
since more properties are required to be represented. Consequently, concrete 
words reach their attractor basins faster (Duch, Dobosz, 2011). “Decision” of 
the network (the outcome of processing expressed i.e. as a verbalization) on the 
membership of the stimuli to one of the categories stems from the degree of sim-
ilarity of the activation elicited by that stimuli to a prototype vector. The similar-
ity is however not judged, but rather is the cause for a certain outcome (further 
neural activity). Even though these processes are highly dynamic and temporal, 
it would seem that access to their shape is possible, since it is possible to dis-
tinguish instantaneous, recurring, stable states of synchronization (Fingelkurts, 
Fingelkurts, 2001). Given repeated exposition to various uses of the word “tem-
ple”, it comes to no surprise that information coded by a model example in a form 
of neural activation yields no resemblance to a description of any particular type 
of temple. Similarly, in the research by Zeki et al. (2014) there is no attempt to 
define “beauty”, since what is characteristic for all beautiful things might be im-
possible to articulate, even though we know that it is processed specifically by 
medial orbitofrontal cortex. That is why the generality of notions arises from 
inherent properties of information processing and language acquisition (fig. 2). 
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It follows that the sufficient similarity is determined through production of the 
same communicational outcome (i.e. a word) in every particular instance sepa-
rately. After being perceived by another person (with his/her own architecture 
of the neural network), it gives raise to the partiality of a given content of the 
expression. That phenomenon falls in line with several other manifestations of 
the economics in cognitive processes. It would require vast amounts of time and 
resources from the network or might even be impossible, to produce a language 
without convergent processing and partial sacrifice of information.

Fig. 2. Schematical visualization of a hypothetical neural network

In the presented in fig. 2 neural network N, cells Cn respond preferentially 
to the simplest properties of the stimuli, and the complexity of detected proper-
ties rises with successive layers. Color intensity of a connection symbolizes its 
strength. Properties of the model example for the notion that is associated with 
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activation of f1 might be then derived by following a path of strongest connec-
tions. In possible, the subsequent process of language production, the language 
network would receive stimulation convergently, from multiple layers of N. Note 
that this figure is an oversimplification which does not include reafference, pro-
cessing in multiple parallel overlapping networks (i.e. emotional) and several 
other mechanisms. Separation of any singular network from the brain requires 
artificial creation of crisp boundaries, whereas in reality they are fuzzy.

5. Vagueness

There are two neuroscientific concepts critical to the understanding of 
vagueness and sorites argumentation, namely all-or-none law and just noticeable 
difference (JND) principle. However, these concepts originate from different lev-
els of description of cognitive processes – one from cellular neurobiology while 
the other from psychophysics.

All-or-none law states that all action potentials generated by neurons are 
approximately of the same size (expressed as a value of cellular membrane de-
polarization) and do not convey information concerning the magnitude of the 
stimulus that evoked them. Instead, strength of any stimulus might be coded as 
a frequency of action potentials. It follows, since there is no gradation in singu-
lar responses of a cell, that there is a sensory threshold of a stimulus strength at 
which a cell will generate an action potential 50% of the time. The value of that 
threshold varies depending on a  type of receptor and its history of excitation, 
since repeated exposition to stimuli changes sensory threshold through sensi-
tization. Therefore, any subliminal stimulus does not provide any information 
for the network to process. This constitutes the most elementary limitation of 
human cognition in relation to the sorites argument.

One of the earliest laws of psychophysics concerns the smallest difference 
between two stimuli that people are able to detect. Weber-Fechner law states that 
JND value is a constant ratio of value of the preceding stimulus. In other words, 
the amount that is required to be added to the stimulus, in order for the change 
to be detectable, is a set fraction of that stimulus (ΔI

I = k ; where I is the strength 
of the stimulus, ∆I is the smallest detectable change in the stimulus strength and 
k is constant). That law does not hold true for all types of stimuli and is in fact 
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only an approximation. However, the general idea of JND relativity encompasses 
all types of sensory perception. It is easiest to grasp it with the help of an exam-
ple. Imagine two envelopes and that one of them contains a coin. It is trivial to 
identify the envelope with a coin, through manual examination of its weight. Yet, 
if we put a coin inside a shoe it would be impossible to discern its weight from an 
empty one.

When confronted with these laws, it is clear that sorites argumentation 
puts our mind not only in an unnatural situation, but also impossible to process 
on grounds of perception. It forces us to refer to purely formal, mathematical 
procedure and to infer basing on logical, not perceptual understanding of the 
insignificant difference. In terms of cognitive psychology, the significant differ-
ence starts not on the level of sensory threshold and not even on the level of just 
noticeable difference, but where neural network architecture put its boundary 
conceived in the process of linguistic competence acquisition. Furthermore, 
continuous character of the sorites procedure forces us to acknowledge its con-
clusion as an absolute by virtue of rules governing stability and dynamicity of 
cognitive processes. Human’s perception is constantly dependent on preced-
ing stimuli and characterized by the attention-driven bias in judgment towards 
what was previously perceived (serial dependence) (Fischer, Whitney, 2014). 
Imagine a slightly different setting of sorites procedure, where all considered 
ambiguous cases would be randomly mixed and always paired with a  unam-
bigous one. After collection of responses from a person, experimenters could 
sort them back again in the original way. Emerging distribution of responses 
would reveal the penumbra, while decisions concerning membership to both 
cases A and ~A could be described as fuzzy sets. Then, the examination of neu-
robiological correlates of decisions taken deep in the penumbra would partially 
reveal variables that influence judgment in ambiguous situations. They would 
definitely cover individual differences in properties of neuronal noise, excit-
ability and most importantly, an interpretation of situational context which 
would i.e. influence people’s tendency to equalize the number of A and ~A an-
swers. Note that heavy influence of a context on any categorization is definite-
ly part of an adaptive behavior, considering that in an environment different 
mistakes carry different costs with them. Thus, in the end a decision is always 
made, and can always be changed, making vagueness a problem of linguistics 
and mathematical interpretation of crisp sets containing notion designates, not 
of the perception or language production.
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6. Conclusion

Theories of logic in their reasoning typically do not pertain to empirical 
studies. However, if they encompass mental processes, this lack of grounding in 
principles of cognitive psychology and neurobiology prevents any theory from 
being truly complete. The contrary can be seen on the example of linguistic 
competence where processes described on an epiphenomenal level share their 
structure with underlying biological counterparts. Concepts of sufficient similari-
ty, model examples and partiality of an expression content, among others, are pos-
sible to be better explained through the addition of principles that describe the 
functioning of neural networks.
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Frank Zenker

SIMILARITY AS DISTANCE: THREE MODELS  
FOR SCIENTIFIC CONCEPTUAL KNOWLEDGE

1. Introduction

Starting with Minsky (1975) and more widely recognized since Barsalou 
(1992), (dynamic) frames have become a well-accepted tool to model conceptu-
al knowledge. We begin our comparison with its predecessor model, the feature 
list, and trace its development into the (dynamic) frame model. Subsequently, 
we summarize extant frame-style reconstructions of taxonomic change as a par-
adigmatic application within history and philosophy of science, thus addressing 
the incommensurability of frameworks, or world-views, from a cognitive histor-
ical perspective.

We hold that a frame is a sophisticated feature list whose application central-
ly supports the claim that historically successive taxonomies are comparable. But 
we criticize that the frame model yields little insight beyond taxonomic change. 
Introducing conceptual spaces as an alternative model, we discuss dimensions, 
their combinations, how to recover frames by analogue expressions, similarity as 
geometric distance across diachronically varying spaces, and the status of scien-
tific laws.

2. Feature lists, frames, spaces

Originating in Aristotelian philosophy (Taylor, 2003), the feature list con-
stitutes both an entrenched and a  somewhat outdated tool for reconstructing 
conceptual knowledge. Paradigmatically instantiated by taxonomic knowledge, 
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e.g., in biology, it can be summarized by three assumptions: (i) the representation 
of a concept provides a summary of the class of its instances (i.e., the things falling 
under the concept); (ii) the binary features representing a concept are individu-
ally necessary and jointly sufficient to define the concept; (iii) features are nested 
in subset relations such that, if concept X is a subset of concept Y, then the defin-
ing features of Y are nested in those of X. Such features are regularly referred to as 
defining or essential (see Kuukkanen, 2006: 88).

On the classical view, combinations of binary features (aka attributes) pro-
vide a definition of that which falls under, or instantiates, a concept if and only if 
the features are present in, or true of, the thing. Features are normally rendered 
in natural language, typically by nouns or adjectives. The classical example sees 
MAN being analyzed as [+biped, +rational, +animal]. Standardly, problems arise 
upon observing, for instance, that a Para-Olympic athlete may thus fail to instan-
tiate MAN – which is somewhat absurd. Short of allowing ad hoc modifications, 
or throwing individually necessary and jointly sufficient features over board, 
however, the absurdity is not easily remedied. The model’s merits are worlds 
neatly cut along the patterns that such features generate, where the choice of fea-
tures may always be a matter of convention, and particular conventions may be 
contingent upon contexts. To categorize champagne, vodka, fruit juice, and soda 
water, for instance, why not borrow from chemistry and use [+/–C6] alcohol, 
[+/–CO2] carbon-dioxide.

Barsalou and Hale (1993) demonstrate that feature lists contain rich rela-
tional information, primarily with respect to truth, as attributes count as true or 
false of a thing. Secondly, whatever a feature names, if true of the thing, will name 
one of its aspects. Thirdly, as set-members, a concept’s defining features obey the 
logical relation of conjunction, just as several concepts obey exclusive disjunc-
tion. Fourthly, contingent relational information may be read off a feature list, 
thus allowing for strict or probabilistic predictions such as: consumers of items 
in the +C6 category (likely) need a designated driver. Finally, nesting of concepts 
accounts for the analytic character of “A  bachelor is a  man”, as BACHELOR, 
when analyzed as [+man], [–married], is subordinate to MAN.

Exemplar and (weighed) prototype models are mathematically refined 
extensions of the feature list model that seek to remedy the absurdity of the 
Para-Olympic example, above. They are in part motivated also by empirical 
investigations into human categorization (Labov, 1973; Rosch et al., 1976; see 
Jaeger, 2010) which strongly suggest that humans do not, invariably across con-



	   Similarity as distance…  	

65

texts, categorize via necessary and sufficient features. Whether all models operate 
at the symbolic level, i.e., presuppose an explicit language, may be debated. Such 
refined models, at any rate, remain grounded in feature lists, but abandon the 
strictness with which the (possibly weighed) presence of features projects into 
category-membership. So in principle, but see below, considerations of similarity 
rather than identity may govern concept boundaries (see Barsalou, Hale, 1993: 
103–124).

The above relations give rise to the frame model of concepts, introduced in 
the next subsection. Generally, the frame model qualifies as an extension of the 
traditional feature list, reached by allowing non-binary features (such as large, 
medium, small) and the relations of constraint and invariance. 

2.1. A frame is a sophisticated feature list

When one suspends the additional elements introduced by frames, and 
moreover restricts attributes to binary values, then the frame model collapses into 
the feature list model, rather than approximating some model analogous to it. 
This should become clear when appreciating that frames may be stepwise gener-
ated from feature lists.

The first step beyond feature lists requires understanding a feature as the 
value of some attribute. For example, [+blue], [+green] are binary values of 
the attribute “color” and [+long], [+round] are binary values of the attribute 
“shape”. The additional structure (above that of feature lists) consists in using 
more than two values to define an attribute, i.e., allowing such values to be n-ary. 
Therefore, an additional relation (which a feature list model does not allow to 
represent) is that between an attribute and its value(s), called the type-rela-
tion (informally: the is-a relation) such as “square” is a type of shape, “blue” is 
a color, etc. In a second step, one takes attributes to display structural invari-
ants which “specify relations between attributes that do not vary often across 
instances of a  concept” (Barsalou, Hale, 1993: 125). Moreover, and in con-
trast, constraints represent relations between attribute values “which instead 
vary widely across the instances of a concept” (ibid.: 125). One thus reaches 
the notion of a  simple frame, defined as “a  co-occurring set of multi-valued 
attributes that are integrated by structural invariants” (ibid.: 126), such that 
constraints hold across values and “produce systematic variability in attribute 
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values” (Barsalou, 1992: 37). For instance, a  comparatively slim person will 
normally not be heavy (relative to her height). In combination with structural 
invariants, then, constraints generate structure for the purpose of representing 
a concept(-instance), giving rise to the notion frame-pattern. Both constraints 
and structural invariants take on a pivotal role in reconstructing scientific con-
ceptual change (see below).

The main advantage that the frame model can so far claim over feature lists is 
that “the addition of ‘attribute-value relations’ and ‘structural invariants’ increas-
es their expressiveness substantially” (ibid.: 127), once given the means to mod-
el both stable and variable relations across attributes and values. Consequently, 
one may view the representation of a concept to proceed primarily via structural 
invariants and constraints. Structural invariants, as it were, tell us which attri-
butes (are likely to) collect, or bind, into a concept, and constrained values iden-
tify concept instances.

In a final step, by recursion, the components used in conceptual representa-
tion (i.e., attributes, values, structural invariants and constraints) are taken to be 
represented not by linguistic means (“words”), but by frames: “[T]his recursive 
process can continue indefinitely, with the components of these more specific 
frames being represented in turn by frames themselves” (ibid.: 133). Whenev-
er conceptual knowledge shall include not just things, but also relations (such 
as is-part-of, or requires), again, frames are employed recursively: “At any level 
of analysis, for any frame component, there is always the potential to note new 
variability across exemplars of the component and capture it in a still more spe
cific frame” (ibid.: 134). So there is no principled limit to finding new attributes, 
“simply by noting variance across the component’s exemplars and representing 
this variance with a new attribute-value structure” (ibid.: 133f.). Such recursion 
results in the more specific structure representing the less specific one, while 
retaining a  symbolic representation nevertheless. After all, both attributes and 
values are primarily identified through natural language terms. We return to this 
aspect when comparing frames to conceptual spaces, which is a non-symbolic 
model, below.

A  frame’s attributes and values normally arise empirically from querying 
experimental participants. The choice of attributes, supposedly, is always influ-
enced by “goals, experience and intuitive theories” (Barsalou, 1992: 34). The 
examples discussed in the literature therefore count as partial representations, 
including event frames (aka scripts), which are sequential adaptations of the ob-
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ject-frames discussed here. In the scientific case, the identification of attributes, 
values, etc. is based on the material under study, and so will draw on science his-
torical work, but itself constitutes a more a systematic contribution to the philo
sophy of science. 

2.2. Applying frames to taxonomic change

To further appreciate the frame model, a simple example from ornithology 
may be helpful. Based on Chen (2002), it does without iteration, employs binary 
features, and concerns the late 18th century discovery of a South American spe-
cies of bird (commonly called “screamer”) that “has webbed feet like ducks but 
a pointed beak like chickens” (ibid.: 7). This particular combination of features 
was “not allowed”, and so constituted an anomaly to the then-standard taxon-
omy of Ray (1678). The misfit violated the constraint that the attributes foot 
and beak always go together. “This anomaly forced [ornithologists] to alter the 
frame of bird and the associated taxonomy, because it made a  very important 
constraint relation between foot and beak invalid” (Chen, 2002: 7). Figures 1 and 
2 illustrate partial frames of the predecessor taxonomy by Ray (1678), and the 
revised taxonomy by Sundevall (1889), respectively. Notice that, to distinguish 
WATER from LAND-BIRD, Ray’s taxonomy employs the attributes beak (val-
ues: round or pointed) and foot (webbed or clawed), connected by a structural 
invariant (double-headed arrow); see Chen (2002: 5).

Fig. 1. Partial frame for Ray’s (1678) bird concept (Chen, 2002)
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Fig. 2. Partial frame for Sundevall’s (1889) bird concept (Chen, 2002)

The historical transition between the representations in figures 1 and 2 is 
standardly interpreted as a redefinition of the concept BIRD. To frame-theorists, 
moreover, the example demonstrates scientific taxonomic change to be recon-
structable as a motivated revision.

Sundevall’s bird no longer entails a constraint relation between beak and foot; instead, new 
constraint relations are formed between foot and plumage, as well as between foot and leg 
covering. [T]hese are physical constraints imposed by nature, resulting from the adaptation 
to the environment. The new superordinate concept inevitably alters the taxonomy by ex-
panding the conceptual field at the subordinate level. (Chen, 2002: 8)

Further contrasting fig.  2 with the successor taxonomy developed by 
Gadow (1893), in fig.  3, the subsequent transition to it may be interpreted 
as a more radical shift than that from Ray’s to Sundevall’s. After all, “Darwin 
discovered that species are not constant, and therefore affinity among species 
must be founded on their common origin” (Chen, 2002: 12). Gadow’s taxon-
omy, moreover, had been developed in response to Sundevall’s which “empha-
sized the dissimilarities between screamers and waterfowl” (ibid.: 12) rather 
than their similarities.
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Fig. 3. Partial frame for Gadow’s (1893) bird concept (Chen, 2002)

Except for the attribute feathering arrangement, Gadow’s attributes pick 
out (radically) different morphological features than those in figures 1 and 2. 
Each attribute, moreover, is connected by a constraint. Constant across the three 
taxonomies remains the use of body parts, motivated by their cognitive salience 
(Tversky, Hemenway, 1984; see Chen, 2002: 16f.). 

2.3. Frames and historical scientific change

The reconstruction and comparison of taxonomies as partial frames has 
been carried out with particular regard to Kuhn’s (1970) incommensurability of 
taxonomies.1 Contra Kuhn, a frame-reconstruction is said to provide some form 
of comparability. Firstly, applying the frame model facilitates a  representation 
that helps explain why Sundevall’s and Gadow’s taxonomies are mutually incom
mensurable: the pair violates Kuhn’s no overlap-principle for kind terms (Kuhn, 
1993; Chen, 1997). The no-overlap principle can be rendered as “concepts 

1  Further applications of the frame model to scientific change can be found, among others, 
in Andersen, Barker and Chen (1996); Chen et al. (1998); Chen (2003, 2005); Chen and Barker 
(2000), and the book-length Andersen et al. (2006). Cases range from the wave vs. the particle 
theory of light, over astronomy and nuclear physics, to the transition from Maxwell’s to Einstein’s 
conception of electro-dynamic action. The latter is briefly discussed below.
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belonging to the same subordinate group cannot overlap in their referents” (Bark-
er et al., 2003: 226). This, in turn, shall also help explain why “communication 
obstacles were bound to occur between the followers of the two systems […] 
who could not find an equivalent native term with referents that do not overlap 
those of the foreign one” (Chen, 2002: 9). Secondly, in developing a consensus 
on the superiority of Gadow’s taxonomy over Sundevall’s, the scientific commu-
nity of ornithologist could chose in an instrumentally rational way – or so the re
constructive method supports – because both Gadov and Sundevall used spatial 
features (body parts). Hence, contrary to the incomparability-interpretation of 
“incommensurable” –  being one the mature Kuhn had come to reject (Chen, 
1997; Kuhn, 1983; Hoyningen-Huene, 1993; Zenker, Gärdenfors, 2015) – cri-
teria could have been rationally compared. Therefore, “the preference for spatial 
features in attribute selection could have functioned as a cognitive platform for 
the rational comparison of the Sundevall and the Gadow systems […]” (Chen, 
2002: 18).

Allegedly incommensurable taxonomies, thus, may have cut nature along 
different features, but it were spatial features nevertheless. Such cuts, therefore, 
need not result in incomparable taxonomies despite violating the no-overlap 
principle. Consequently, historical transitions between taxonomies that prima 
facie support the incommensurability thesis (because a given pair of taxono-
mies is thought to undermine choice-rationality whenever it consists of mu-
tually incomparable alternatives) may – namely upon comparing their frame 
reconstructions – turn out to be either reconcilable with, or in violation of, one 
or more standard maxims of choice-rational action, e.g., a mini-max principle 
(see Zenker, Gärdenfors (2015) on choice-rationality vs. communicative ra-
tionality in scientific change). This result, Chen suggests, draws on distinctly 
cognitive mechanisms.

[T]axonomic change is rooted deeply in the cognitive mechanisms behind the processes 
of classification and concept representation. These cognitive mechanisms determine the 
process of mutual understanding and rational comparison during taxonomic change. In 
fact, the cognitive platforms for rational comparison identified in our historical cases, that 
is, compatible contrast sets and attribute lists, were the products of such cognitive mecha-
nisms as the relational assumptions adopted in classification and the preference for body 
parts developed in concept representation. (Chen, 2002: 19)

We now turn to some aspects of the critical reception of the frame model.
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2.4. Incomparability and non-translatability

As Stanford (2008) observes, although they are presumably fine for de-
scriptive purposes, frames do not appear to improve our understanding of in-
commensurable world-views as cognitive phenomena. But a slightly more drastic 
consequence might obtain. As far as taxonomic knowledge is concerned, when 
we employ frames then the incommensurability as incomparability of world-
views is seemingly reconstructed away, while incommensurability as non-trans-
latability of world-views is reconstructively confirmed. After all, as we saw, the 
frame-reconstruction confirms that historically succeeding taxonomies did over-
lap in their referents; so its items are not open to a one-to-one translation.

The fact seems to be this: using a frame-model, one reaches a representa
tion where the comparison of the conceptual structures of two or more world-
views consists in nothing but a comparison of their (partial) frames. This allows 
tracing the requisite constraint violation and observing if, and how, anomalies 
are resolved in a different frame, or not. If this is a fact, then one may use it in at 
least two ways. One option is to object, as Stanford did, that the frame model 
leaves the genesis and the effects of incommensurable world views in the dark; 
frames merely facilitate a  different view on the non-translatability side of the 
issue – which thus speaks against what Nersessian (1995) dubbed the “cogni-
tive historical approach”. But one may also seek to mount the following more 
far-reaching claim: since the cognitive historical reconstruction renders allegedly 
incommensurable taxonomies comparable, it follows that incommensurability 
as incomparability is false as a  claim regarding the cognitive representation of 
concepts. Moreover, if insights into causes and effects of the incommensurabil-
ity of world-views are needed, then – as far as a cognitive account of conceptual 
representation is concerned – might not such insights just as well lie outside of it?

One thus suggests that causes and effects of this phenomenon need not be 
treated as genuine issues of conceptual representation. Instead, incommensura-
bility as non-translatability of world-views, and the communication breakdown 
that goes along with it, may – perhaps more straightforwardly, too – be explained 
by citing human imperfections.2 Presumably, this option won’t sit well with 

2  For instance, one might cite psychological deficits, in the sense of having remained, or 
become, unable to adopt or switch between different views, or strong biases in the sense of no 
longer considering, e.g., that claims to one ultimate ontology, or a final description of the world, 
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everybody. Vis-à-vis the comparability claim, which can be supported both by 
the frame model and other models of conceptual representation, however, this 
option may be harder to resist. So, comparability being provided, translatability 
appears to be a less pressing issue. I take frame models to support that, as a thesis 
on the incomparability of conceptual structures, incommensurability is a  false 
claim. And as a claim on the non-translatability of world-views, the plausibility of 
incommensurability can largely, though perhaps not entirely, be accounted for 
by drawing on factors that do not pertain to human conceptual representation.3 

2.5. Conceptual spaces

The expressive power that frames gain over feature lists is notable, but over-
all perhaps rather meager. In support of this claim, frames will now be compared 
to conceptual spaces (Gärdenfors, 2000). The latter is argued to be a more useful 
model in application to scientific concepts, because measurement-theoretic con-
siderations that, for instance, underlie nominal, ordinal, interval, and ratio scales 
are native to the model, as it is generally “closer” to mathematics than the other 
two. Therefore alone, a spatial representation should sit much better with the in
tuitions of working scientists. Furthermore, reference to the empirical world is of 
lesser importance; ontological finality is neither implied, nor precluded, by the 
model. Particularly whether a measurement structure picks out a real structure, 
or not, isn’t a pressing question (see below).

Conceptual spaces provide a geometric or topological model of conceptual 
knowledge. An assumption that seems basic to the frame model – that concepts 
are represented primarily symbolically, and only then through the frame-struc-
tures themselves – is here discarded. Instead, information is modeled at a level 
between the symbolic and the subconceptual one. The symbolic forms of math-
ematical physics, for instance, do therefore not represent concepts, but specify 
mathematical relational structures. Scientific axioms and laws can therefore be 
viewed as the symbolic expression of constraints on the distribution of points in 
a space, a view that will become clearer below.

may be dogmatic, or group-sociological/institutional, in the sense that actors are rationally un-
compelled to consider alternatives to some research program that they have been investing in, 
and have perhaps also profited from.

3  For a more upbeat review of Andersen et al. (2006), see Botteril (2007). For further crit-
icism, see Bird (2012).
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Past Stevens’ (1946) influential work (to whom the above classification of 
four differentially informative measurement scales goes back), in “mature” mea-
surement theory, mathematical relational structures are embeddable into em-
pirical relational structures, i.e., principally projectable into an ultimate ontology 
(structures may therefore be called “real”). Stevens did not, in any detail, treat the 
conditions that such empirical structures should satisfy (see Diez, 1997a: 180). 
From the point of view of the conceptual spaces model, however, this is fine. After 
all, the postulated dimensions aren’t in any good sense “out there” either.4

We now provide a non-technical summary of conceptual spaces. Rigorous 
treatments include Aisbett and Gibbon (2001) and also Adams and Raubal 
(2009), an overview of applications of conceptual spaces being provided in Zen-
ker and Gärdenfors (2015).

2.5.1. Dimensions

A conceptual space is built up from a number of quality dimensions. Exam-
ples include temperature, weight, brightness, pitch, as well as the three ordinary 
spatial dimensions (height, width, depth). In science, moreover, one regular-
ly finds quality dimensions of an abstract non-sensory character such as mass, 
force, or energy. The notion of a dimension may be taken literally. Each quality 
dimension is assumed to be endowed with a certain geometrical structure. Figure 
4 illustrates the weight-dimension (one-dimensional with a zero point); it is iso
morphic to the half-line of the non-negative numbers. That there are no negative 
weights is a basic assumption commonly made, e.g., in physics, that is far from 
trivial; the non-negativity of the weight dimension is a  historical contingency. 
As an ad hoc assumption, for instance, the fire-substance phlogiston (a theoreti-
cal entity) had for some time been assumed to have negative weight, and in the 
late 18th century gave way to the oxygen-account (McCann, 1978; Gärdenfors, 
Zenker, 2013).

Fig. 4. The weight dimension

4  Some mathematical relational structures have been claimed as being constitutive of em-
pirical relational structures, and so count as methodologically a priori (see, e.g., Friedman 2001). 
This Neo-Kantian aspect is addressed in Zenker and Gärdenfors (2015).

0
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As a second example, following Munsell (1915), the cognitive representa-
tion of color can be modeled by three dimensions (fig. 5). The first is hue, repre-
sented by the familiar color circle (red via yellow to green, blue and back to red). 
The topological structure of this dimension differs from the dimensions that rep-
resents time or weight (which are both isomorphic to the real line). The second 
dimension is saturation (or chromaticity), ranging from grey (zero color inten-
sity) to increasingly greater intensities; it is isomorphic to an interval of the real 
line. The third dimension is brightness, varying from white to black; it is a linear 
dimension with end points. Together, these three dimensions, one with circular 
and two with linear structure, constitute the color domain which is a subspace of 
our perceptual conceptual space. This domain is regularly illustrated by the color 
spindle (two cones attached at their bases). Brightness is shown on the vertical 
axis; saturation is represented as the distance from the center of the spindle; and 
hue is represented by the positions along the perimeter of the central circle. The 
circle at the center of the spindle, moreover, is tilted so that the distance between 
yellow and white is shorter than that between blue and white.

Fig. 5. The Munsell color system
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2.5.2. Combinations

A conceptual space can be defined as a collection of quality dimensions. How-
ever, the dimensions of a space should not be viewed as being totally independent. 
Rather, they are correlated in various ways since the properties of the objects mod-
eled in the space co-vary. For example, in the domain of fruits the ripeness and the 
color dimensions co-vary. It is presumably not possible to give a complete list of 
the quality dimensions that make up the conceptual spaces of humans. Some of 
these dimensions seem to be innate and to some extent “hardwired” (e.g. color, 
pitch, force, and probably ordinary three dimensional space). Others are presum-
ably learned, yet others are introduced by science (see Gärdenfors, Zenker, 2013).5

In modeling a scientific concept, the requisite dimensions have to be identi-
fied and values that report distances on these dimensions, i.e., a metric (see Ber-
ka, 1983: 93), must be assigned. For instance, day and nighttime are standardly 
modeled by one circular dimension with 24 equally-sized intervals called hours. 
Before the invention of mechanical clocks, however, the two points on this di-
mension that separate twelve hours of nighttime from twelve hours of daytime 
were commonly coordinated locally to sunrise and sunset. As both points shift-
ed, again locally, over the course of one year, their distance changed, thus giv-
ing rise to a variable temporal metric which, meanwhile, has given way to one of 
constant clock intervals. The same occurred in the case of ordinary space, but 
in the inverse direction – from constant to variable – when the Euclidian metric 
assumed by Newton was first replace by the Minkowskian metric (used in special 
relativity) and then the Schwarzschild metric (general relativity), both of which 
generalize the Euclidian one. It is easy to see that a  change of metric leads to 
a change in the symbolic expressions used to calculate with these distances.

If it is not possible to describe an object fully by assigning a value on one 
dimension without also assigning a  value on another, then such dimensions 
are said to be integral; otherwise they are called separable. For instance, an ob-
ject cannot be given a  brightness value without also giving it a  hue; the pitch 
of a sound always goes along with its loudness. Or take Newtonian mechanics, 
where an object is fully described only when it is assigned values on eight dimen-
sions: 3-D space, 1-D time, 3-D force, 1-D mass.6

5  For criticism, see Gauker (2007) and, primarily as to the necessity of positing such spaces, 
Decock (2006).

6  Since F = ma holds, some values can be inferred, e.g., for the three force dimensions.
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On these distinctions, the notion of a domain can be defined as a set of inte-
gral dimensions separable from all other dimensions. More precisely, domain C 
is separable from D in a theory, if and only if the invariance transformations of 
the dimensions in C do not involve any dimension from D; and the dimensions 
of a domain C are integral, if and only if their invariance class does not involve 
any other dimension. For instance, until the advent of relativity theories in phys-
ics, the three spatial dimensions were separable from the time dimension. So, the 
spatial coordinates x, y, z were separable from the time coordinate t in Galilean, 
but not in Lorentz transformations. Moreover, mass is separable from everything 
else in Newton’s theory, but is no longer separable from energy in special relativ-
ity (see Gärdenfors, Zenker, 2013).

As the criterion for identifying a domain, we propose the independence of 
the respective measurement procedures (see Diez, 1997a: 183f.). For instance, 
in classical mechanics, the measurement of distance and duration (trigonometry 
and chronometry, respectively) are independent, as light signals are tacitly as-
sumed to propagate instantaneously rather than at finite speed. 

2.6. The conceptual spaces model recovers the frame model

A comparison between frames and conceptual spaces in case of taxonomic 
knowledge is straightforward. The main result is that the notions attribute, value, 
structural invariance and constraint (see above) can be provided with analogues. 
In particular, the structural invariants and constraints of the frame model arise 
naturally from the geometry of the conceptual space (e.g., category membership 
is a matter of occupying regions of a space). It is therefore reasonable to view 
conceptual spaces as a refinement, or improvement, of the frame model. Using 
one or the other tool may, at times, be a matter of convenience, related to the 
complexity of what is to be modeled. For taxonomic knowledge, for instance, 
conceptual spaces appear over-powerful. Put differently, representing conceptu-
al knowledge at nominal level (through n-ary features) is under-complex. 

2.6.1. Analogues

What on the frame-model is an attribute will correspond to a single dimen
sion or, as the case may be, to combinations thereof. For instance, each color 
can be represented as a sub-region of the space spanned by hue, saturation and 
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brightness, rather than by natural language terms. Further, the value of an attri-
bute corresponds to a point or, as the case may be, to an interval on one or sev-
eral dimensions. Generally, the metric of a dimension corresponds closest to the 
attributes’ values. On assumption of being an equal distance apart, for instance, 
the values “large”, “medium” and “small” of the attribute “size” will be modeled 
by an interval-scaled dimension, otherwise by an ordinal scaled one (when this 
assumption is relaxed), or a nominal-scaled one (when no such ordering relation 
is assumed), or, in the case of the most informative metric, an ratio scaled one 
(where the value zero is meaningful, which it is only if what could be measured 
can in fact be absent). Yet, unlike the conceptual spaces model – where between-
ness is meaningful by virtue of the dimensions’ geometric properties – nothing in 
the frame model represents in a motivated way that “medium” is between “big” 
and “small”. Model users know as much, the model doesn’t!

The purpose of a constraint, as we had seen, was to rule out, or make un-
likely, some among the logically many attribute-value combinations. Constraints 
thus result from the particular selection of values that define a subordinate cate-
gory. To mimic this in conceptual spaces, where instances of a concept are repre-
sented as points or vectors in an n-dimensional space, one may speak of a space’s 
sub-regions being comparatively unpopulated. The notion structural invariant, 
finally, corresponds to a correlation of dimensions, which means that a number 
of dimensions represent jointly.7 

2.6.2. Similarity as distance

To appreciate how distances may be exploited in accounting for similarity, 
reconsider the attributes and values of Sundevall’s taxonomy (fig. 2), with abbre-
viations in brackets:

7  Structural invariants have been interpreted to represent synthetic a  priori knowledge, 
i.e. knowledge about the empirical world that originates in a (taxonomic) structure constitutive 
of experience, but itself not based in it. Structural invariants, for instance, are claimed to account 
for such synthetic a priori knowledge claims as: “There are no [normal] birds with legs that attach 
to their necks” (Barker et al., 2003: 225f.). Denial of this claim may lead a hearer to assume that 
a speaker does not understand the concept BIRD. The synthetic a priori status of such knowledge 
can, in principle, be saved in conceptual spaces, assuming one has identified it. At the same time, 
it remains unclear if singling out these rather than those elements as synthetic a priori is helpful, 
or necessary (see Zenker, Gärdenfors, 2015).
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beak (BE)			   round (ro), pointed (po)
plumage (PL)		  course (co), dense (de)
feather (FE)			   absent (ab), present (pr)
leg (LE)			   skinned (sk), scutate (sc)
foot (FO)			   webbed (we), clawed (cl) 

One may here treat each attribute as a nominal-scaled dimension. All values 
are binary, e.g., the beak is either round or pointed; a third value does not apply. 
So each dimension gives rise to a scale with two parts (nominal order), yielding 
a total of five integral dimensions. The natural kinds Natarotes, Grallatores, and 
Gallinea are thus reconstituted as three distinct regions of a mostly unpopulated 
5-D space (tab. 1).

Table 1. Comparison of dimensions in Sundevall’s taxonomy

Kind terms Nominal dimensions Instances

Natarotes
Grallatores
Gallinae

BE-ro, PL-de, FE-ab, LE-sk, FO-we
BE-po, PL-de, FE-ab, LE-sk, FO-we
BE-po, PL-co, FE-pr, LE-sc, FO-cl

swans, geese, ducks
herons, screamers, storks
chickens, turkeys, quails

Table 1 readily conveys that Natarotes and Grallatores are similar up to the 
beak-dimension (BE-ro vs. BE-po). Their similarity remains rather hidden in 
a frame model, but would be immediate in a feature list, or in a conceptual space, 
here in virtue of Natarotes and Grallatores occupying neighboring regions, or 
hyperplanes, in a 5-D space. In a frame and a feature list model, moreover, it is 
unclear how to measure by virtue of the tool employed the comparative distance 
between Natarotes, Grallatores and Gallinae. In the idiom of conceptual spaces, 
in contrast, the Gallinae region is maximally distant from the Natarotes region, 
as it differs on four dimensions from Grallatores. That this distance cannot be 
expressed more informatively is a result of employing binary features. Generally, 
moreover, when seeking to express taxonomic difference as distance, then the 
conceptual space model has been invoked implicitly.

Because the attribute (read: dimension) feather is retained with identical 
values, one may describe the change from Sundevall’s to Gadow’s taxonomy as 
a replacement, or a revision, of four dimensions (cum invariants and constraints). 
This yields a somewhat trivial, but a no less correct reconstruction of concep-
tual change. Such is perhaps easier to accept when the incommensurability of 
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world-views is not treated as a genuine issue of conceptual representation (see 
above). The partial frame of Gadow’s new taxonomy, moreover, features five di-
mensions, not all of which take binary values. One may therefore say that com-
plexity, as measured by the number of dimensions, is not constant. Gadow uses 
four new dimensions; featuring also one region less, in this respect, his taxonomy 
is simpler than Sundevall’s. The types of intestines (type 3 and 5), by contrast, 
suggest that complexity has increased. The same seems to hold for the tendon 
dimension. Prima facie, these dimensions still constitute nominal scales.

By defining change-operations on the dimensions and their mode of combi-
nation, the conceptual spaces model may also be applied dynamically. In increas-
ing order of the severity of a revision, these operations are: (i) addition/deletion 
of laws,8 (ii) change in scale/metric, (iii) change in integrality/separation of di-
mensions, (vi) change in importance (or salience) of dimensions; (iv) addition/
deletion of dimensions (for examples, see Gärdenfors, Zenker, 2010; 2013). 
A more informative pre- vs. post-change reconstruction would seek to employ 
the comparative distance between taxonomic items. Relative distance between 
reconstitutions of dimensional points within (regions of) spaces would thus 
measure, for instance, whether screamers had become more similar to ducks, or 
not. Severity of scientific change then comes out as distance between spaces (rather 
than distance within one and the same space), i.e., as a  function of the above 
types of changes, and some second-order distance measure.

2.7. Laws as constraints

In the following, we view scientific laws as symbolic expression of con-
straints on conceptual spaces. Consequently, historical transitions to a posterior 
space are in principle continuously reconstructable through a modification of the 
prior space’s dimensions, leaving little room for incommensurability to seriously 
trouble a cognitive account of scientific conceptual knowledge representation.

The foundations for a theory of measurement in the modern sense arise with 
Helmholtz (1887), were provided with – some say, insufficient – systematization 
by Stevens (1946), and have been further developed by Krantz, Luce, Suppes and 

8  Note that the first type of change is not strictly a change of the space; a change of law 
merely effects how the points are distributed in it.



	   Frank Zenker  	

80

Tversky (1971, 1989, 1990). For an overview and the caveat in Steven’s work, see 
Diez (1997a, b), Hand (2004). When dimensions are fine grained, one approach-
es scientifically exact measurement. Here, shortcomings in the information con-
veyed by the frame model’s attribute-value structure may be observed that suggest 
a revision of this model. When attributes are not bi-, but n-ary, then any attempt at 
using frames to model ordering relations between values presumably incurs a revi-
sion towards conceptual spaces. For instance, when modelling scientific concepts, 
e.g., in physics, dimensions tend to (though they need not) be ratio-scales; one 
will want to make sense of the fact that empirical theories and their mathematical 
laws commonly depend on, and give rise to, measurement results at this level of 
scale.

As indicated above, one may also attempt to motivate the symbolic character 
of scientific laws by virtue of the representational tool. Andersen and Nerses-
sian (2000), for instance, state that they “believe that [frame] analysis can be 
extended to represent the similarity class of problem situations for nomic con-
cepts” (ibid., 230), i.e., those obeying law-like generalizations. In their electro-
magnetism example (fig. 6), the Lorentz force-treatment is distinguished from 
the electromotive force-treatment; frame-style, the attributes conductor, ether, 
and magnet (values: moving or at rest) are coordinated to the respective force 
laws, whose symbolic forms however differ strikingly, and implausibly so, as 
the application situation is identical. (In modern terms, applications pertain to 
the relative motion of a magnet vis-à-vis that of a conductor.) “[I]n Maxwellian 
electrodynamics, although the resultant electromagnetic induction is the same 
whether it is the magnet or the conductor that is moving and the other at rest, 
these are interpreted as two different kinds of problem situations” (ibid.: 237, ital-
ics added). By now, the point of their example will be familiar: by suspending the 
attribute ether, Einstein’s revision of Maxwell’s electrodynamics removed a “to-
tal overlap” (ibid.) between the two treatments.

As can be observed in fig. 6, the laws are appended, rather than motivated by 
the frame model. Frames therefore seem to apply to scientific laws without pro-
viding insight into their status as symbolic generalizations. Such strikingly differ-
ent formulae, being standardly treated as evidence of “symbolic rupture” in radical 
scientific change, however, can also be viewed as the symbolic expressions of con-
straints over different conceptual spaces. Indeed, scientific laws may be viewed 
as nothing but the symbolic forms of such constraints. This demotes the impor-
tance of laws in scientific change vis-à-vis the dominant view (e.g., Dorato, 2005). 
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Consequently, the continuity of mathematical structure that is reconstructively 
achieved in limiting case reduction (see Batterman, 2003) – an achievement that, 
following Worrall (1989), structural realists tend to cite as strong evidence in dis-
favor of incommensurability claims – need not exclusively be treated as a matter 
of scientific laws or axioms, either. Instead, if empirical theories are primarily char-
acterized through the scale-type of the dimensions – or, more contemporaneous-
ly, the admissible transformation of a scale (see Diez, 1997b) – and their mode 
of combinations (integral vs. separable), then “continuity in scientific change” 
denotes the continuous generation of a predecessor into a successor space (see 
Gärdenfors, Zenker, 2013; Zenker, Gärdenfors, 2015).

Fig. 6. Partial frame for Maxwellian “electrodynamic action”  
(Andersen, Nersessian, 2000: S238)

Zenker and Petersen (2014), for instance, have applied conceptual spaces to 
the conceptual development of 19th-century fluid dynamics, tracing the changes to 
the underlying spaces from the Euler equation to the Navier-Stokes equation. On 
their analysis, the developmental process can be viewed as an instance of normal 
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science, in the sense of Kuhn (1970), because the most radical change, the dele-
tion of dimensions, did not occur. Consequently, diachronically prior successful 
applications of fluid dynamics were always retained as limiting cases of posterior 
models. (This paper also provides a spatial view on the limiting-case relation.)

To achieve a representation of scientific concepts that is sensitive to the em-
pirical theories in which the concepts feature, but also informed by their histori-
cal and potential future dynamics, similarity measures over diachronically related 
spaces remain wanting. This would hold especially for cases that witness the de-
letion of dimensions; definitions of such measures remain open to discussion. 
Extant treatments of conceptual dynamics that project, or transform, conceptual 
spaces by and large do so through synchronic (see, e.g., Raubal, 2004; Kaipainen, 
Hautamäki, 2015) rather than diachronic variation. The above types of changes, 
the definition of a domain, as well as the metric of a dimension should presum-
ably feature as building blocks of such measures. 

3. Conclusion

The frame model is presumably applicable whenever the conceptual spaces 
model is. But the latter model gains in applicability to concepts that arise from, 
and give rise to, exact measurement. Having reviewed the development of fea-
ture lists into the frame model, and how to recover frames by conceptual spaces, 
the latter model’s advantages were seen to be gained by making key notions of 
modern measurement theory native to it. Attempts at achieving as much in the 
frame model, presumably, would lead to something looking very much like the 
conceptual space model.

Correspondences between frames and conceptual spaces were pointed out, 
and it was suggested that using one or the other model may be a mere matter 
of convenience. For the representation of taxonomic knowledge, in particular, 
conceptual spaces may well appear over-complex. When addressing the question 
whether taxonomic items have become more (or less) similar through taxonom-
ical change, one should admit to implicitly presupposing the conceptual spaces 
model. After all, as we saw, neither frames nor feature lists yield a readily mean-
ingful notion of similarity as geometric distance.

By questioning the assumption that the rationality of a scientific change is 
inherently a symbolic matter, i.e., has to be demonstrated in symbols, moreover, 
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we have sought to support the claim that conceptual spaces can provide a model 
for scientific conceptual change across disciplines. Hence, the assumption that 
a conceptual space is not an intrinsically symbolic model remains indispensable.
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Aleksander Gemel
Paula Quinon

THE APPROXIMATE NUMBERS SYSTEM 
AND THE TREATMENT OF VAGUENESS 

IN CONCEPTUAL SPACES1

1. Introduction

The theory of conceptual spaces is intended to provide a  framework for 
models of both symbolic and non-symbolic representations of knowledge and 
information (Gärdenfors 2000). As such, it seems to us to be very clearly suit-
ed to modeling pre-verbal representations belonging to a so-called core cogni-
tion, whose existence is postulated by cognitive developmental psychologists 
(Feigenson et al., 2004; Carey, 2009). In this paper we propose a treatment of 
representations of quantity that embraces both symbol-based and pre-verbal nu-
merical concepts.

The representations we aim to study are related to the Approximate Num-
ber System (ANS). Cognitive psychologists claim that humans share with an-
imals an abstract sense of quantity: they have a  so-called “number sense”. To 
“number sense” amounts two core systems of representations, which get activat-
ed by different core mechanisms: the ANS is one of these mechanisms (Dehaene 
1997, 2008; Gallistel 1993; Feigenson et al., 2004; Carey, Sarnecka, 2006).

The ANS is a core system in the sense that it is present in human apprehen-
sion of quantities before verbal conceptual these of quantities appears. But, it is 

1  The core idea of this paper was first formulated in a private conversation of the second 
author (the authors’ names are listed in alphabetical order) with Jakub Szymanik in the summer 
2010. The research of the second author has been supported by the IEF FP7 Marie Curie Fellow-
ship “Numbers” (PIEF-GA-2011-301470). We wish to express our gratitude to Peter Gärden-
fors for comments on an earlier version of this paper.
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claimed, it also underlies symbolic number-concept creation and it is active in the 
processing of quantitative information for the entire life of an individual. Firstly 
it reacts to nonverbal input and this remains the case through the whole lifespan 
(Halberda, Feigenson, 2008), it also gets activated through symbolic input. To 
exemplify the functioning of the ANS and the ANS-related representations, let 
us consider the following case: the reaction to a set of 17 elements corresponds 
to the seventeenth element of the ANS-sequence, i.e. a  set containing 17 with 
some specific neighboring area.

It is not our objective to postulate anything about the relation between exact 
number names, i.e. numerals, and representations related to the ANS (Halberda, 
Feigneson, 2008; Mussolin et al., 2012; Wagner, Johnson, 2011; see also Nagen, 
Sarnecka, 2015). Instead, we observe that numerals are in certain contexts inter-
preted as vague terms (Krifka, 2009; Solt, 2011). It might seem surprising, as at 
first glance there is nothing less vague than a number. “Seven” refers to seven; 
“twelve dwarfs” are twelve entities of the type “dwarf”, etc. Naturally, there are 
some numerical expressions that embrace vagueness, like expressions consist-
ing of a numeral and a modifier (e.g., “roughly ten”, “more or less a hundred”, 
or “about twenty”) or generalized numerical quantifiers (e.g., “more” or “little”, 
when applied to discrete sets of entities, etc.); but vagueness is usually not at-
tributed to exact number names (i.e. numerals). Nevertheless, when the use of 
language is studied more carefully, one can see that in some contexts numerals 
behave like vague terms. This is the case, for example, in expressions like “there 
are 100 people in the room” or “two thousand people participated in the demon-
stration”, in which case the intention of the speaker is to approximate the num-
ber of people (Dehaene, 1997, 2008).

Our aim in this paper is to conduct a preliminary study of a possible correla-
tion between three concepts: exact numerals, in particular when used as vague 
quantifiers, ANS-related representations as a  (naturalized) semantics for such 
expressions, and a model of the ANS-related representations in the framework of 
conceptual spaces. Our study amounts to an overall understanding of the struc-
ture of the ANS.

It should be clear from the beginning that we work under several arbitrary 
assumptions. First, we work in a paradigm in which “number sense” exists. Sec-
ond, we are primarily interested in theoretical investigation and no experimen-
tal study has been proposed to verify whether there really exists a  correlation 
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between ANS-related representations and symbolic representations of exact 
numerals used as vague quantifiers. Conducting such a study would be very valu-
able not only for the current endeavour; it would also shed additional light on the 
nature of the ANS.

2. Two core systems of numerical representation 
and exact numerals

According to a  paradigm defended by many cognitive scientists (Spelke, 
et al., 2007; Carey, 2009), at the basis of human numerical abilities lay two innate 
core cognitive systems responsible for pre-verbal representations of quantitative 
content, which in some way support interpretation of numerical expressions 
when the symbolic concept of a number is created: the system of parallel individ-
uation (which allows identification in an exact way of sets up to four elements); 
and the system of approximate numbers (which allows approximation of cardinali-
ty of sets bigger than five elements) (Feigenson et al., 2004).

2.1. Approximate Number System

The system of approximate numbers (ANS) is a cognitive system that pro-
vides a mental representation of the approximate quantity of elements in the set. 
The size of the ANS-related representation is proportional to the number of per-
ceived units and for this reason ANS-related representations are often referred to 
as analogue magnitude representations (ANRs). The analogue characteristic of 
the ANS means that all input provided by the system are represented by contin-
uous data. In other words, a mental representation of a set consisting of 20 ele-
ments will be about twice as large as the mental representation of a set consisting 
of 10 elements.

The ANS-related representations work as an interconnected whole: an ap-
proximation of the cardinality of a given set is possible because it is put into cor-
respondence with other representations. All estimations of size happen through 
comparison to the rest of elements. Comparisons of sizes of multiple sets are 
based on the function of their ratio. In other words, the distinction between 
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a 10-element set and a 20-element set is as difficult to make as the distinction 
between 20- and 40-element sets, since in both cases the ratio of the amount 
of elements in the sets is 1:2. The straightforward consequence of this observa-
tion is that the difficulty of discriminating between two sets is not dependent on 
absolute difference between their cardinalities. This seems quite intuitive when 
we analyze a case in which the absolute difference is the same. Let us take two 
pairs of sets: the first pair consisting of a 10-element set and a 20-element set, 
and the other consisting of a 200-element set and a 210-element set. Although 
the absolute difference between the amounts of the elements of two sets is 10, 
it is intuitively correct, and also experimentally proven, that it is much easier to 
distinguish between the first pair of sets than the second.

Two effects describe behaviour of the ANS:
1) the size effect, when the absolute difference between the two pairs of sets is 

constant, then sets with a smaller number of elements are easier to discriminate. 
This relation is illustrated by the example described above;

2) the distance effect, according to which it is easier to discriminate sets that 
differ by a significantly large number of elements. For instance, it is easier to no-
tice the difference between 20 and 35 elements in the set then between 20 and 
23 elements in the set.

2.2. Parallel Individuation System

The Parallel Individuation System (PIS) is not a quantity-specific, since it 
is not directly intended to represent numbers. Instead it is intended to create 
and sustain, in working memory, mental models consisting of a small number 
of objects – such as things, sounds, events, etc. The small number of individuals 
constituting the mental representation is a  result of human cognitive limita-
tions: in particular, the capacity of the working memory is usually limited to 
4 objects at a time. Unlike the ANS, which is responsible for analogue repre-
sentations of approximate cardinalities of sets as continuous wholes, the PIS is 
responsible for the representation of separate individuals. That is, the parallel 
individuation system provides no common symbol for “two” or “three” ele-
ments, but offers two or three separate symbols for each element respectively 
(each of the separate symbols may also carry information concerning its prop-
erties, or specifying its type). 
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2.3. Linguistic Number System

None of the presented above innate cognitive systems can provide repre-
sentations of the exact-number concept. The PIS provides representations only 
for up to four elements, and is not quantity-specific. The ANS accounts for ap-
proximate values. Cognitive scientists claim that exact numbers representations 
appear in consequence of functioning of the symbolic cognitive system: the Lin-
guistic Number System (LNS). This system consists of numerals and also of var-
ious types of quantitative quantifiers. Symbols get their interpretation through 
the core cognitive systems, but also through interactions with other concepts in 
the process called conceptual “bootstrapping”.

3. The ANS and vagueness

An inherent feature of the ANS is the approximate or vague character of 
both the inputs it processes and the representations these inputs activate. Nu-
meral expressions that first come to mind in relation to the ANS are general-
ized quantifiers such as “many”, “little”, “more”, “less”, or “equally”; or numerical 
quantifiers used with a modifiers such as “roughly 20” or “about 1000”. In some 
contexts exact numerals are also used to approximate quantities. This paper is 
principally devoted to the third case. A prototypical example of use of an exact 
numeral to approximate a quantity is, for instance, when one says “this morning 
there were 100 people in the lecture hall” in order to estimate the number of 
people participating in some gathering.

In this paper we assume that the correct semantics for exact natural num-
bers, especially when used as vague quantifiers, is the ANS-related system of rep-
resentations. It seems plausible since, as it is claimed by cognitive scientists, it 
is exactly this system of representations that gets activated by any quantitative 
input asserted without counting elements. This means that exact numbers used 
in a specific context and for a specific purpose (i.e. to estimate cardinalities bigger 
than four) may be considered vague terms. For instance, when one says “there 
are 100 people in the room” or “there are 1000 leaves on the tree”, or “4000 peo-
ple participated in the event”, the objective of the speaker clearly does not consist 
in providing the exact cardinality of the set, but just in approximating it.
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3.1. Vagueness

Traditionally, the concept of vagueness relates to terms. A  vague term is 
a term that has borderline cases of interpretation: when we say that the term “red” 
is vague it means that there are cases of redness that are difficult for a human to 
classify as red. In other words the semantics for vague terms is characterized by 
the existence of so-called borderline cases. According to Shapiro, who adopts the 
definition given by McGee and McLaughlin, an “object a  is the borderline case 
of predicate F, if Fa is ‘unsettled’ i.e., if a is not determinately an F, nor is a deter-
minately non-F” (Shapiro, 2006: 7). The technical term “determinately”, used in 
the above definition, was introduce by McGee and McLaughlin as follows: “to say 
that an object a  is determinately an F means that the thoughts and practices of 
speakers of the language determine conditions of application for F, and the facts 
about a determine that these conditions are met” (McGee, McLaughlin, 1994).

Besides vague terms related to a quality (ex. bald, old), there are numerical 
quantifiers that are vague (“many”, “little”, “more”, “less”, “about 100”). More-
over, and this is what we study in this paper, even exact numerals, when used in 
specific contexts, can also be considered vague terms. Strictly speaking we are 
interested in understanding semantics underlying exact numerals when these are 
used to estimate cardinalities bigger than four, and behave as vague expressions. 

As we mentioned above, a term is vague if it has borderline cases of interpre-
tation, and some object can be called a borderline case of some predicate if the 
thoughts and practices of speakers of the language don’t determine the perfect 
conditions of application for this predicate, and if facts about this object do not 
determine whether these conditions are met. Thus, in the context of the rela-
tionship between the ANS and vagueness, the question is whether the phrase 
“one hundred”, used to estimate the approximate number of leaves on the tree, 
has borderline cases of interpretation. It seems obvious that the answer to this 
question is yes, since there are senses of “100” that are difficult for a human to 
classify as 100 when she is using the ANS. For instance, if someone asks a person 
to estimate the number of leaves on two trees, consisting of 100 leaves on the 
first tree and 103 leaves on the second, the answer would be probably “100” for 
both. The numeral “100” is used as a vague quantifier and it is so independently 
of speaker’s intentions (whether she aimed at providing precise information or 
whether she just wanted to approximate).

Observe that since the representations provided by the ANS are vague, the 
size of the representation of the number 3 can’t be exactly half as long as the rep-
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resentation of number 6. Moreover, the vague nature of the ANS means that the 
boundaries of representations are blurred, which entails the possibility of confu-
sion between two adjacent numerical representations. This phenomenon is in 
line with the characteristics of ANS size and distance effects. As demonstrated by 
numerous studies of the ANS, these effects are reflected in the difficulty of distin-
guishing, for example, 20- and 21-element sets from each other. Therefore, the 
first difficulty in modeling an ANS-related representation system in conceptual 
space consists in the necessity of considering the blurred nature of the boundar-
ies of these representations. As we discussed above, the effect of blurred bound-
aries on the conceptual spaces model is specific to models of vague terms, where 
one uses clusters of prototypes.

3.2. Spatial arrangement of ANS numerical representations

Due to the analogue nature of the ANS, its numerical representations do re-
flect quantitative intuitions in such a way that they are best described with spatial 
categories. The type of representations that ANS generates is called analogue 
magnitude representations (AMRs).2 They are analogue because the neural enti-
ties that they activate are direct analogues of the magnitudes they represent. The 
particular type of AMRs that we are modeling activates in reaction to discrete 
quantitative magnitudes.

In the construction of the model, we use the idea that ANS-related repre-
sentations are best characterized by spatial dimensions (Dehaene 1997, 2008; 
Carey, Sarnecka 2006). Thus the natural tool for modeling the representational 
structure of ANS-magnitudes appears to be the geometric representation mod-
el proposed by Peter Gärdenfors, known as the theory of conceptual spaces 
(Gärdenfors 2000).

4. Conceptual spaces

The main thesis of the theory of conceptual spaces developed by Gärden-
fors is that the meanings of words can be represented as an organized spatial 
geometrical structure. Such a structure supports representation of many words 

2  Beck (2014) provides a philosophical introduction to AMRs.
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simultaneously and provides a geometrical model for language representation. 
Concepts are represented as regions containing points in a one-dimensional or 
multidimensional space. Objects belonging to the extension of reference of the 
term being modeled are mapped onto these points. There is a metric (or a dis-
tance function) within the spaces. The distance between points expressed by the 
metric corresponds to some kind of similarity between the qualities of the points.

In the most general terms a metric is defined in the following way:

Definition:3 Consider a space S. A function f defined on a space S is a metric 
for S iff for all points a, b, c ∈ S:

(i)  f (a, b) ≥ 0, with f (a, b) = 0 iff a = b;
(ii)  f (a, b) = f (b, a);
(iii)  f (a, b) ≤ f (a, c) + f (c, b).

The metric is used to measure a  degree of similarity between two points 
in the conceptual space. Quality dimensions, which can be taken into account, 
are of different types. They can be one of the three ordinary spatial dimensions 
– height, width, and depth – or some other physically measurable quality such 
as temperature, weight, brightness, or pitch. Finally they can have an abstract 
non-sensory character. The closer the two points are to one another, the more 
similar they are: if point x is closer to point y than to point z, then x is more simi-
lar to y than to z. In other words, the closer that representations of two points are 
placed in the space, the more similar are the objects represented by these points. 
Similarity can hence be defined as a monotonically decreasing function of the 
distance expressed by a metric, defined on the space.

Finally, concepts are represented as regions of conceptual space (sets of 
points). For example, red is a certain region in color space. But there is an import-
ant condition: not just any set of points in a space is a region of conceptual space 
in natural language, but only those regions that tend to have a specific topolog-
ical feature. Namely, the concepts and properties have to correspond to convex 
regions in the given space. Convexity is defined as follows:

Definition: A region R is convex iff for any two points x and y in R, all points 
between x and y are also in R.

3  This very general definition of metric is satisfied by many different metrics used in math-
ematics, for instance by the Euclidean metric. For our current endeavour particular differences 
between metrics are unimportant and hence will be ignored.
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This means that, as long as we consider a domain containing objects x and y 
as having some property, any object that is located between x and y will also have 
this property. For a convex region, one can describe positions within it as being 
more or less central.

Decisions about which points belong to one region are made on the basis of 
similarity to a distinguished point representing the prototypical example of the 
reference. One of the hypotheses of the theory of conceptual spaces is that (for 
many predicates) there exist prototypical examples of their reference (the proto-
type effect) (Gärdenfors 2000).

Mathematical counterparts of conceptual spaces are Voronoi diagrams 
(or  tessellations), which exemplify a  technique of dividing metrical space into 
cells. Every cell has a center, called a seed or generator, and contains all and only 
those points that lie closer to the given seed than to any other. Seeds model pro-
totypes. In other words, a set of prototypes P = {p1, …, pn } generates a set of 
convex regions C = {c1, …, cn}. Figure 1 is an example of this:

Fig. 1. A Voronoi tessellation

In the case of certain terms it can happen that it is more adequate to consider 
a set P* of clusters of points {{p11, …, p1n },{p21, …, p2n }, …. ,{pn1, …, pnn }} 
instead of a set P of points. As claimed by Decock, Douven (2014), see also Dou-
ven et al. (2013), this would be the case for vague concepts. Decock, Douven 
(2014) use the standard example of colors as requiring this cluster modeling: 
color names are vague, and modeling conceptual space with clusters of proto-
types is specific to vague concepts. In other words, the meaning of some terms is 
more adequately modeled when one considers the division of the corresponding 
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conceptual space as generated not by single points but by groups of points corre-
sponding to prototypical representations of meaning.4

It is traditionally assumed that when the partition of a space is generated by 
a set P* of clusters of points, these clusters form circles. That is, prototypical areas 
are circular, as shown in fig. 2.

Fig. 2. Voronoi Diagrams generated by P*

Fig. 3. Use of P* to model vague concepts (Decock, Douven, 2014)

The tessellation made by the cluster of points formed in a circle (so-called 
vague prototypes), allows blurring of boundaries between concepts in the space. 

4  How to think about diagrams in this setting is presented in Gärdenfors and Williams 
(2001). See in addition Gärdenfors (2000).
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Every point lying on the boundary of two or more terms is considered a  bor-
derline case of these predicates. The tessellation made by vague prototypes is 
presented in fig. 3.

4.1. The ANS in the conceptual spaces framework

Our central endeavor in this paper is to define a conceptual space that mod-
els a  structure of ANRs related to the ANS. This system of ANRs is activated 
by discrete quantitative inputs. It is magnitude sensitive; that is, the bigger the 
quantity of the input, the bigger the magnitude represented in the system.5 The 
boundaries between elements of the ANS are not sharp: it is not clear whether 39 
belongs to the scope of 45, or whether this scope stops at 40. Moreover, the an-
alogue magnitude representations obey the so-called Weber’s Law: “the ability 
to discriminate two magnitudes is determined by their ratio. As the ratio of two 
magnitudes approaches 1:1 they become harder to discriminate, and beyond 
a certain threshold determined by the subject’s ‘Weber constant’ cannot be dis-
criminated at all” (Beck, 2014). On the neural level, a ratio 1:1 of two magnitudes 
in a noisy system makes it almost impossible to discriminate the neural entities. 
This effect of ratio-sensitivity occurs every time human adults have to discrimi-
nate magnitude when explicit counting is not possible (Barth et. al., 2003).

In this paper we target a particular type of AMRs’ system. Therefore, there 
are multiple general aspects of such systems that we shall ignore in the proposed 
model. For example, there are various AMRs that are activated through different 
input – which underlies important differences, and gives rise to essentially differ-
ent models, even though these AMRs share multiple common features and traits 
of functioning. Moreover, even the system of AMRs related to quantities is acti-
vated by input of various types (visual, aural, kinetic, or tactile). In this paper we 
want to avoid discussing the common nature of AMRs and the extent to which 
various inputs that activate ANS-related representations differ across types of 
AMR systems. We focus on AMRs that are activated in response to constant vi-
sual input consisting of various sets composed of different quantities of identical 
blue dots evenly distributed on a whiteboard. Even if the targeted objective of 
our research is to understand semantics for exact numerals, we will model the 

5  It is shown that analogue magnitudes related to the ANS get bigger in logarithmic 
progression (Dehaene, 2008; Berteletti et al., 2010).
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non-conceptual content of ANS-related representations, which occurs in this 
situation automatically before any other type of representation supporting quan-
titative information. Exact numerals and sensory quantitative, discrete input are 
claimed to activate the same system of representations (the ANS-related system 
of AMRs), so starting by proposing a sketch of a model for a simple sensory input 
seems to be a natural step to take.

The discussion of how exactly analogue magnitude representations are instan-
tiated in the brain (are larger quantities represented by more neurons’ firings or by 
faster firing of a fixed population of neurons?) does not fall within the scope of this 
paper. What is important for us is that “their psychophysical signatures strongly 
suggest analogue type of representational scheme” (Carey, 2009: 458). One sim-
ple way of thinking about this kind of representation is proposed by Carey and Sar-
necka (2006: 477) and Carey (2009: 118): “[there exists] a helpful analogy to the 
following external system of analogue number representations. […] Line length 
is a direct analogue of number. […] Suppose our brains deploy magnitude repre-
sentations that are likewise analogue”. Note that we do not take a position in the 
debate about how representations really look – that is irrelevant to our endeavor.

Fig. 4. The representation of quantities in the ANS

Fig. 5. Representation of numbers in the ANS
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The authors’ original example focuses on symbolic input (fig. 5).
Indeed, it is claimed that when an agent acquires names for numbers, her 

neural reaction and activation of ANS-related representations will also take place 
when input is symbolic. Observe that the point we are making inscribes this line 
of reasoning in an even more straightforward way: our aim is to provide a model 
for vague-exact quantifiers.

We do not take up this challenge here, but it seems to us that there is a nat-
ural way of generalizing our model to other analogue magnitude representation 
systems. As put by Carey and Sarnecka (2006: 477),

[n]umber is not the only dimension of experience represented by analogue magnitudes – 
other examples include brightness, loudness, and temporal duration. In each case, as the 
physical magnitudes get bigger, it becomes increasingly harder to discriminate values that 
are the same absolute distance apart. […] [T]he discriminability of any two values is a func-
tion of their ratio […].

4.2. The ANS and prototypicality

According to prototype theory, the cognitive process of categorization has 
a graded nature, i.e. some members of a category are better, more straightforward, 
or more central representatives of this category than other members (Rosch, 1973; 
Lakoff, 1987; Taylor, 2003). There exists serious empirical evidence confirming 
the prototype effect in human cognitive processes. One of the most famous se-
ries of experiments is Brent Berlin and Paul Kay’s study of color categorization 
(Berlin, Kay, 1969). In the first series, respondents (competent users of different 
languages) were asked to divide a color continuum according to system of color 
categories functioning in their language. The results showed that ranges of color 
categories differ considerably from one language to the next. In a second series of 
experiments, subjects were asked to point out the best copy of a color among over 
three hundred color plates. Regardless of the different ranges of categories in their 
languages and their linguistic area, all participants pointed to the same color, i.e. 
same shade of, for instance, red. The results of Berlin and Kay’s study show that 
even if languages categorize colors in different ways, for every color there exists 
a prototypical example, in common and similar across all languages.

As we said above, the ANS-related AMRs system represents the numerosity 
of a set by an analogue extension. Remember that in this paper we concentrate 
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on a specific type of input, that is, we focus on AMRs that are activated in response 
to constant visual input consisting of various sets, which are composed of different 
quantities of identical blue dots distributed on a whiteboard in such a way that ev-
ery dot is not further from some other dot than its diameter. For the moment we as-
sume that dots can be organized in different shapes (spatially ordered or randomly 
distributed). Later, for the sake of model simplification, we will consider only these 
shapes, which are representable in the Cartesian coordinate system.

We argue that certain types of distribution of visual input are cognitively 
privileged. They activate ANS-related AMRs in the same way as the exact sym-
bolic numerals do. This provides an opportunity to incorporate the phenomenon 
of prototypicality for model of ANS-related representations in the conceptual 
spaces framework. The distinctiveness of distribution can be studied, as we do it 
in this paper, from theoretical perspective, but we agree that the most significant 
results might be achieved through empirical investigation. Simply speaking, it 
is a plausible hypothesis that some shapes may be psychologically prototypical 
cases. In other words, in analogy to Berlin and Kay’s color categorization experi-
ment, some arrangements of blue dots on a board may be considered prototypi-
cal or more salient instances of a given cardinality than others.

Hypotheses presented in this paper could be tested empirically in experiments 
inspired by Berlin and Kay’s work. One of our ambitions is to prepare theoreti-
cal and conceptual frameworks for such studies. To begin with, let us consider 
a  two-dimensional conceptual space – with height and length as quality dimen-
sions – in which we consider spatial arrangements of identical blue dots evenly dis-
tributed on a whiteboard. According to Berlin and Kay’s result for color-predicates, 
there exists a language-independent set of prototypes. Subjects from the study con-
verged on some unified set of examples when asked “what is a prototypical red?” 
Following Berlin and Kay, we offer the hypothesis that some of these arrangements 
will be more easily recognized by the subjects (competent users of the given lan-
guage) as corresponding to a given numeral. The situation we want to describe is 
the following: subjects look at different quantities of identical dots. These dots can 
be arranged in different ways. The following figures contain just 4 dots, but this 
can be generalized to greater quantities. Moreover, as we said above, in the model 
construction we consider only spatially ordered shapes.6 

6  We are aware of limitations that this constraint entails and of the necessity of adjusting 
the proposed model to empirical results on prototypically.
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Fig. 6. Examples of arrangements of the four-element sets of dots in two-dimensional space

Similarly to the fig. 6, the extended, continuous, and approximate represen-
tations of the ANS also can be distinguished in terms of the space occupied by 
their shape:

 Fig. 7. The arrangements of shapes of 4-element sets of dots

Each of these possible arrangements varies according to height and length 
parameters and as such, they can be straightforwardly instantiated in conceptual 
spaces as ANS-related AMRs for “four”. The hypothesis is the following: as in the 
case of colors, it seems pretty plausible that humans converge to some unified set 
of prototypes. Before an empirical study is conducted and a set of distribution 
recognized as prototypes psychologically grounded, we propose that in our mod-
el the role of the prototype is played by dots which are the most evenly distribut-
ed.7 The rest of the configurations are, in the proposed model, ordered following 
the degree of similarity to the prototype or prototypes.

To support our hypothesis that evenly distributed dots are more prototypi-
cal, one can refer to Tversky’s studies provided in „Features of similarity” (Tver-
sky, 1977). In two-dimensional conceptual space (height/length), the element 
of equal dimension ratio 1:1 is certainly a natural candidate for a prototype. The 
choice of an equilateral shape representation for the prototype is supported by 
Tversky’s studies devoted to determining the degree of prominence of geometric 

7  Again, it is just a simplification necessary for initiation discussion on conceptual spaces 
models for ANS-related representations. We use “evenly” with an undefined meaning, but we are 
aware that more exact definition is necessary. 
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figures (Tversky, 1977).8 As Tversky puts it: „A  major determinant of the sa-
lience of the geometric figures is goodness of form. Thus, a ‘good figure’ is like-
ly to be more salient than a  ‘bad figure’, although the latter is generally more 
complex” (ibid.: 334). Generally the more prominent or salient figure, the more 
regular and symmetric shape it has. The example of good and bad in form figures, 
given by Tversky, is presented on following figure:

Fig. 8. More salient figure (left), and less salient one (right) (Tversky, 1977: 334)

For the sake of model construction, we propose to order the rest of the, con-
figurations of 4-element sets of dots (mentioned above), following the degree of 
similarity to the prototype or prototypes. In other worlds the location of the other 
elements of the set is then determined by the degree of similarity to the prototype 
with regard to one of the dimensions, i.e. length and height. This is shown in the 
following figure:

Fig. 9. Example of an ordered set of the arrangements of 4-element sets

8  It can be argued that dots distributed in straight lines are in reality prototypical as well. 
In this paper we will not investigate this possibility. 
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Element marked as A represents the prototype, the element marked as B dif-
fers from the prototype with regard of length dimension by 1 point on similarity 
scale. The element C also differs from the prototype by 1 on the similarity scale, 
but with regard of height dimension. D and E differ from prototype by 2 points 
with regard of length and height dimension respectively. 

In the similar way we can model the sets of ANS-related representations of 
other magnitudes. Models for bigger numbers will differ from the above, because 
these representations take into their scope neighboring cardinalities. So, for ex-
ample, some inputs that activate the representation of 17 also activate some (non 
prototypical) representations of 16 and 18. The number of representations taken 
into account by the AMR for each number grows with magnitudes of elements 
from the number line. 

The application of Voronoi tessellation to the conceptual spaces model al-
lows us to map the entire conceptual representation structure of size provided 
by the ANS. The set of generators of the tessellation will be constituted by the 
collection of prototypes of each subsequent quantity represented by ANS mag-
nitudes (i.e. prototypes of 4, 5, 6, and so on). Therefore, if we treat points as 
representations of successive prototypes of numeric quantities, we will get the 
following picture of the conceptual structure of the ANS.

Fig. 10. The idealized conceptual structure of the ANS

However, the above-presented conceptual structure of ANS representations 
is certainly not vague. It should be noted that modeling the approximate nature 
of ANS-related representations involves taking into account the blurred borders 
in the above scheme. This objective can be achieved by using the fuzzy prototype 
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model (the so-called prototype groups) proposed by (Douven et al., 2013). In 
short, this model requires treating cases of objects adjacent to the prototype also 
as prototypical cases, and using them as generators of subsequent tessellations. 
As a result, we get the following diagram: 

Fig. 11. The conceptual spaces structure of the ANS

Thicker boundaries of tessellation model boundary cases where the number 
of elements in the set might or might not activate the representation which are 
activated by prototypes. Figures 9 and 10 contain a preliminary visualization of 
the proposed model. We suspect that for larger numerical values regions of tes-
sellation will differ from the picture above. Regions representing larger numerical 
values are not only contiguous upon the regions representing two closest values 
in numeral progression, but also are contiguous upon other proximate regions. 
We say that region A is contiguous upon the region B, iff a ratio of numerical val-
ues represented by both regions is close as possible to 1:1. The exact value of the 
ratio should be ascertained experimentally, but for the purposes of the model, we 
can venture to say that the deviation should not exceed 0.1. This rule explains 
why the region representing 5 in conceptual space is contiguous only upon re-
gions denoting 4 and 6, since the ratio between the 5 and 4 and between 5 and 6 
is respectively 1.25 (deviation = 0.25) and 0.83 (deviation = 0.23). While the re-
gion representing for instance 33 is contiguous upon 6 regions (i.e. representing 
30, 31, 32, 34, 35, 36), since deviation of a ratio between 30 and other numbers 
is smaller than 0.1.

Understanding the contiguousness of regions in terms of the ratio of values 
representing by them is the consequence of the characteristic for ANS size and 
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distance effects. According to the latter it is easier to discriminate – with respect 
to a given set – a set that contains more elements than a set with a similar number 
of elements to the comparison set. In other words, if one compares two num-
bers to the same target, the number that is further away from the target should 
be easier to discriminate. For instance, it is easier to tell the difference between 
10 and 15 than between 10 and 11. Concepts arranged close to each other in 
conceptual space, since they have a common vague area (i.e. a fuzzy boundary), 
are much more difficult to distinguish than concepts arranged further away from 
each other in space.

According to the size effect, when the absolute difference between the two 
pairs of sets is constant, it is easier to compare sets with a lower number of ele-
ments. This effect can be quite intuitively achieved in the presented model. As 
a matter of fact, the size effect occurs simply due to the way that the magnitude of 
representation is modeled in conceptual space. This is because in the proposed 
model, the magnitude of the representation binds directly with the amount of 
variants of the objects’ spatial orientations. Both values (i.e. magnitude of the 
representation and amount of variants of the objects’ spatial orientations) have 
a direct impact on the size of representation and the number of prototypes, and 
as a consequence also on the size of the prototype group. The size of the proto-
type group has a direct bearing on the size of the penumbra – i.e. the range of the 
blurred boundary between adjacent terms in the series. In other words, the larger 
the sets that are compared, the easier it is to make a mistake, since the absolute 
difference between sets is small enough to be located within the penumbra area.

It is important to note that the proposed model of the conceptual framework 
of ANS-related representations is easily and intuitively reconciled with the ANS’s 
distance and size effects. Both effects show that similarity between ANS-related 
representations in conceptual space is consistent with Weber’s law. This means 
that the degree of similarity is designated by the inverse ratio of two magnitudes 
being compared with each other. In other words, the smaller the ratio between 
the magnitudes, the more similar objects are.

5. Conclusions and openings

In this paper we discussed the ANS-related system of representations. These 
representations firstly get activated by preverbal, empirical input, and then con-
tinue to be activated when symbols from number line acquire meaning. The 
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model based on conceptual spaces that we proposed, aims at accounting for 
the structure of these representations. In consequence, additional light is shed 
on the relation between exact numerals, especially when they are used as vague 
quantifiers, ANS-related representations as a  (naturalized) semantics for such 
expressions and a model of the ANS-related representations in the framework of 
conceptual spaces.

The model we propose is based on the idea that tessellations corresponding to 
ANS-related representations are generated not by a single prototype, but by clus-
ters of prototypes. In consequence boarders between concepts are fuzzy. We argue 
that this model accounts for size and distance effects, characteristic for ANS.

We believe that further investigation into the exact structure of this mod-
el is necessary, in particular necessary is to take into account experimental data 
disclosing sets of empirical inputs, which correspond to prototypical represen-
tations. Another interesting opening, which we do not explore in this paper, is 
the relation between activation of the system of analog magnitude representa-
tions by non-symbolic input and activation of this system by symbolic input (lan-
guage, number names, numerals). Such a study would enhance understanding of 
the semantic of numerals.
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Peter Gärdenfors

Jana Holsanova

COMMUNICATION, COGNITION, AND TECHNOLOGY

1. Introduction

The most likely form taken by the first human communication was gestures 
and miming. The body is still an important component in a direct conversation 
with other people. However, humans are the only animals who have developed 
a spoken language as our primary tool for communication. Dialogue is our most 
genuine form of interaction and it will be our point of departure when we com-
pare different forms of communication supported by technology.

Since early in the history of Homo sapiens, we have used different media for 
communication. The oldest are cave paintings that are about 40 000 years old. 
But it is above all written language that has influenced our way of mediating 
thoughts. The oldest forms of writing are about 5000 years old. 

The last few centuries have seen rapid development of different technologies 
for communication. Printing was invented a little more than 500 years ago. Te-
legraphy and photography are about 150 years old. Bell invented the telephone in 
1876, Marconi made the first radio transmissions in 1895, Edison taught us how 
to record sound 100 years ago, and moving pictures are equally old. In the last 
50 years we have seen how the fax, the television, the computer and the mobile 
phone have radically influenced our ways of communicating with other people.

Imagine, for example that your boyfriend or girlfriend travels to New York 
to study for a semester. Unfortunately, you are unable to go along. What types 
of communication technologies will you use to keep your love alive? A handwrit
ten letter is of course very personal, but it will take time before it reaches the 
addressee. E-mail is an excellent form of communication over long distances for 
keeping in touch with people; it is fast, cheap and you can write long messages. 



	   Peter Gärdenfors, Jana Holsanova  	

110

Texting an SMS by mobile phone is not a bad solution but is more suitable for 
short messages. However, if you want to express your feelings and get an imme-
diate response, the telephone (or the videophone) is the superior medium to 
“feel close to” the other person. A disadvantage is of course the time difference: 
you cannot call at any time that suits you.

However, the different technologies will influence how the messages are 
shaped. In most respects, mediated communication is more limited than a nor-
mal dialogue, but as we shall see, there is an increasing number of methods to 
augment human communication with the aid of technology.

We will use face-to-face dialogue as a  starting point when we analyse and 
compare different ways of using technology for communication. In section 2, we 
will formulate a number of criteria that are useful for the analysis. In section 3, 
we will then present some of the most common types of technology-supported 
communication.

In a dialogue, the participants construct a common ground that will form the 
basis for how the conversation develops (Clark, Brennan, 1991). The common 
ground consists of background knowledge as well as the physical environment 
and the information generated in the course of the dialogue. Even the expec-
tations that the speaker and the listener have of each other’s thoughts, what is 
called theory of mind, belongs to the common ground. In technology-supported 
communication, where the participants are not located at the same place or are 
not communicating at the same time, there is no surrounding environment to 
build on and therefore the common ground will be more limited.

The speaker takes the common ground as given when she chooses what to say 
and how to say it. The listener assumes that the message is relevant in the sense that 
it conveys something new in relation to her previous knowledge and that what is 
communicated is important for the receiver (Grice, 1975; Sperber, Wilson, 1995).

2. Criteria for analysing communication

2.1. Codes

When comparing different forms of communication it is useful to dis-
tinguish between the contents of the information (what it means), which code 
it is expressed in, and which medium is used in the transmission (see e.g. Glass, 
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Holyoak, 1986: 8–10). The first factor that we shall consider in our analysis of 
communication concerns the choice of code.

The dominant code in human communication is of course language. There 
are a (rapidly decreasing) number of natural languages in the world that are used 
for spoken communication and somewhat fewer that have a corresponding writ-
ten language. In addition, there are some artificial languages such as Esperanto, 
Ido, and Klingon, although they have not had any real impact. The grammars and 
vocabularies of the different languages vary considerably and are therefore differ-
ent codes. However, there are no substantial differences in what can be expressed 
by the languages.

But a  dialogue does not consist only of words. Gestures and miming are 
other “codes” that complement spoken language. It is more difficult to identify 
the different “signs” that are used in gesturing than to identify the words used in 
language. But for facial expressions there are fairly clear signals such as raising 
your eyebrows to signal surprise, and a wrinkle between your eyebrows means 
disliking or not understanding.

An important part of a dialogue is the eye contact that is established between 
the participants. This is essential for turn-taking and feedback in discourse. By 
eye contact the participants regulate whose turn it is to speak, confirm that they 
have mutual attention and interest.

Another important part of a conversation is the prosody – intonation, rhythm, 
and emphasis. We can express various emotional states, but also mark what kind 
of speech act is performed (statement, question, imperative, plea, announcement, 
etc.). In a  conversation, a  song might be an odd form of communication, but 
music is obviously also a code.

A  conversation where the participants are physically present is multimod-
al: the participants point spontaneously to the objects in the environment, they 
nod, draw, gesticulate and touch each other. This functions because they have 
a  joint perceptual space as an essential part of the common ground (Allwood, 
2002; Holmqvist, Holsanova, 2007). The participants may also use other kinds 
of visual codes than those that belong to body language. For example, they can 
draw a  road description as a  clarifying complement to their oral instructions, 
present a photo of their children when talking about them or point to the timeta-
ble when discussing travel plans. Within modern forms of technology-supported 
communication, pictures and other visual tools play a more important role than 
they do in ordinary conversations. We will return to this below.
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2.2. Medium

The medium of a  form of communication is the physical substrate that 
carries the message. However, “media” is used in a broader sense to refer to the 
technical systems that “mediate” the communication: radio, television, film, 
video and newspaper are all called media. As regards spoken dialogue, it is lit-
erally the sound waves in the air that are the medium. Later, various technical 
achievements have conveyed the sound vicariously via telephone or computer 
wires or via radio waves. The sound of a conversation fades away quickly, but 
it can be stored on different media: tape, CD, hard disk, electronic memory in 
answering machines, etc.

Gestures and facial expressions are mediated by light to the eyes and they 
disappear immediately if they are not stored with the aid of some form of camera. 
Even eye contact is visual (in the blind it is replaced by tactile contact). Written 
language is also visual and can be stored and transmitted via paper, photos, or 
computers as media. The same also applies, of course, to various kinds of pic-
tures, graphs, and diagrams. The tactile sense modality is sometimes used in 
dialogues, since touching may be part of the body language. The deaf-blind use 
a sign language that is shaped in the hand of the receiver so that he or she can feel 
the signs.

2.3. Space

The most important difference between dialogue and mediated dialogue is 
that the participants need not see each other or be within hearing distance. For 
modern technology, the distance between the communicators is of marginal sig-
nificance: The communicators may as well be in two neighbouring rooms as on 
opposite sides of the planet.

In a virtual world, for example Second Life, a special form of spatial commu-
nity can be achieved. In this world, the participants communicate via avatars that 
are present at the same place in the virtual world. In this form of dialogue, the 
participants can refer to what is present in the virtual environment (which makes 
the dialogue closer to natural) but they cannot refer to the real spaces they are 
located at.
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2.4. Time

An ordinary dialogue is immediate in the sense that the message reaches the 
listener directly and the responses of the listener, in the form of eye contact, facial 
expressions and humming, can have an immediate effect on what the speaker 
says. Normally, we are not aware of how synchronized we are during a conver-
sation, but a telephone connection where the sound is delayed half a second is 
sufficient to cause serious disturbances of the dialogue.

In contrast to natural dialogue, the messages are delayed in many technol-
ogy-supported systems. A letter may be delivered to the addressee weeks after it 
has been sent and the reply may take an equally long time. Modern communica-
tion systems are faster, but the delay still considerably influences the form of the 
messages. It makes a big difference to talk to somebody on the phone and to talk 
to each other via answering machines.

An important difference between immediate and delayed communication 
is that in a direct dialogue, the speaker cannot spend much time in selecting the 
right wording, while there is time to think through how you want to express your-
self in a delayed exchange. It is even possible to change one’s mind and rephrase 
the message before it is sent off. As we shall see in section 3.2, there are many 
differences between written language and speech, partly as a consequence of the 
delay in space and time. In other written forms of communication, where the de-
lay is not equally long, such as chat, SMS or e-mail, the linguistic forms are closer 
to those of spoken language.

2.5. Audience

Even if direct dialogue is the most genuine form of communication, spoken 
language has, of course, always been used to address large audiences. Also when 
you speak to many people, you receive feedback from the audience, but there 
are differences in comparison to what happens in a dialogue: For example, the 
speaker can not have eye contact with everybody in the audience and it is not 
possible to build on such a rich common ground as in a dialogue. It is difficult 
for single listeners to signal that they do not understand or that they want to 
know more. The larger the audience, the less the overlap between the speaker 
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and the listeners’ inner worlds and consequently the less the common ground. 
Therefore, the expressions used by the speaker must be clearer and less ambigu-
ous so that he can make sure that the listeners follow. If the audience consists of 
unknown persons, it becomes even more difficult for the speaker to be relevant 
and to construct a common ground.

The same factors govern mediated communication with one or many. It you 
write a letter, you can build on the common ground you have with the addressee 
and hence much can be left implicit. If you write a newspaper article, you can 
only presume what is commonly known at the time of writing. If you write a book 
that you expect to be read over a period of many years, you cannot build on dated 
information. Consequently, more must be stated explicitly in the text. Similar dif-
ferences apply to telephone conversations in comparison to radio broadcasting.

2.6. Interactivity

An ordinary dialogue is interactive in the sense that one partner can imme-
diately react to the other. The interactivity of a  mode of communication can 
be defined as the possibilities for the receiver to influence the contents (or the 
form) of the continued communication (Jensen, 1998: 232). A traditional radio 
broadcast is an example of a mode of communication with low interactivity, but 
if it is possible for the listeners to ask questions or request, say, a piece of music, 
interactivity is already improved.

The time delay in turn-taking is also a factor that influences the degree of 
interactivity. Three types of written exchanges can be compared: An exchange of 
letters is less interactive than an exchange of e-mails, which in turn is less inter-
active than chat. Yet another factor that influences the degree of interactivity is 
the mobility of the communication system. A mobile phone provides better inter-
activity than an ordinary telephone since the people who communicate become 
less dependent on where they are physically located. In the same way, a laptop 
provides better interactivity than a stationary computer in relation to e-mail and 
chat. A  communicative disadvantage of portable platforms is that you do not 
know where your dialogue partner is located. The lack of spatial information in 
mobile phones results in a more restricted common ground of the communica-
tors. This leads to frequent questions of the type “Where are you?” among users 
of mobile phone, which are not relevant at all when ordinary phones are used. In 
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general, however, the increased interactivity of a particular mode of communica-
tion compensates for the shortcomings that are created by the displacement in 
space and time.

3. Properties of different kinds of communication

We will now use the criteria presented in the previous section to analyse var-
ious types of communication. The rich availability of technical possibilities that 
exist today makes it possible to choose different kinds of communication media 
for different types of messages. For example, we choose a medium depending on 
how quickly we must communicate. E-mail and in particular letters are not used 
in urgent situations, but then mobile phone conversation or SMS is used since 
the receiver is supposed to be reached immediately. If not even this works, you 
yourself or a messenger must physically move to the receiver. Another example 
is that there is a tendency to send an SMS rather than calling late at night. This 
is primarily because you will not disturb the receiver (who may be asleep) to the 
same extent as if you had made a regular call.

3.1. Direct conversation

Dialogue, face to face, is fundamental for human communication. It is im-
portant to note, however, that a dialogue is most of the time not a purpose in it-
self, but it is used in connection with some other activity that the participants are 
involved in: when they are solving a problem, arguing to reach a joint decision, 
giving each other instructions, etc. A dialogue is a part of a common “project” 
(Clark, 1996) –  planning a  party, shopping together or deliberating on which 
movie to watch.

A dialogue is an interactive process of shared control where the participants 
must coordinate their linguistic and non-linguistic actions while they are perform-
ing various common activities. On the one hand, coordination is about how the 
dialogue should be organised by turn-taking. On the other hand, coordination 
deals with how various topics are introduced in the discussion and how they are 
concluded. When speakers make a  mistake or perceive that something is not 
clear, they interrupt themselves and correct what has been said. Such repairs may 
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concern pronunciation, the choice of words or grammar. Dialogue is a  tool for 
achieving something common: The participants negotiate what steps to take, 
what aspects to discuss in order to solve a  problem, what criteria to choose to 
judge the alternatives and to evaluate the solution (Wästerfors, Holsanova, 2005).

A dialogue is a dynamic process where the participants catch the thoughts 
of the other and meet and expand them in their own contributions. The focus 
of consciousness is continuously moved, primarily by language steering the at-
tention of the participants, either towards factors in the environment or towards 
something in the common “inner world” (Chafe, 1994). The partners succes-
sively construct their understanding: statements are confirmed, legitimated, 
challenged, developed, corrected, declared invalid, etc. (Linell, 2005). Feedback 
plays a central role for signalling understanding, agreement, encouragement, and 
continued interest (Allwood et al., 1992).

A dialogue can be seen as a form of distributed cognition (Hutchins, 1995; Li-
nell, 2005). Each individual does not have to consider everything by himself or her-
self since the conversation partners help each other to find words or phrases. In the 
words of Linell (1998: 224): “In a dialogic situation part of the thought has already 
been thought by the other and the speaker may exploit this”. Because several per-
sons are working on the same problem, the participants can automatically access 
parallel cognitive processes in the form of increased attention, improved memory 
and deeper processing of information. Not only is the responsibility for remember-
ing the different steps, solutions and topics distributed between the participants, but 
they also take turns in taking initiative and in giving feedback. Another advantage is 
that misunderstandings can be repaired interactively and unclear statements can be 
corrected immediately, which leads to a quicker development of the dialogue.

3.2. Letters and other uses of written language

In early human history, messengers were used to communicate over long 
distances. The speaker sent another person who conveyed the message to the 
receiver. Written language made the personal messenger superfluous. A letter is 
a  visual form of communication that is permanent and enables comparatively 
cheap communication over long distances. A limitation is that feedback is slow. 
The messages may be long and the text is often well planned. A letter can be read 
by others and it thereby has a more public character than an ordinary conversa-
tion. It is difficult to whisper in a letter.
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Written language has limitations, however. A dialogue is bound to a certain 
context and is expressed with the aid of prosody and facial expressions that may 
be more intense than the “literal” message. All this is lost when language is fixed 
on a sheet of paper. It took some time before written language developed into an 
independent form of communication – it was long seen merely as a support for 
what was to be said. During the Middle Ages, reading was equal to reading aloud 
– the text was transformed into the oral (McLuhan, 1964: 83). Only after the 
invention of printing did silent reading develop.

Written language must compensate, by various means, for the parts of the 
communication that are transmitted by prosody, rhythm, and emphasis. Olson 
(1994) shows that linguistic expression of speech acts, such as “submit”, “ex-
plain”, and “suggest”, also arose during the Middle Ages. These markers are not 
needed in an oral tradition where the speech act is expressed directly using pros-
ody and other tools. Another example is that it is more difficult to express irony 
in written language than in speech.

A consequence of the permanence of writing and the liberty of taking one’s 
time when formulating a text is that the sentence structures in written commu-
nication become more advanced, with more difficult words and heavy syntactic 
constructions (Linell, 1978). The reader has plenty of time to interpret the text 
and can in the worst case use a dictionary.

When the telegraph was invented, news could reach the audience very fast, 
which made the whole world more present. It is interesting to note that the form 
of telegraphic messages in turn influenced the language in newspapers which, 
having been more like letters, became briefer and more proclaiming. Fax has 
most of the properties in common with letters, except that it is transmitted faster 
than ordinary mail. This form of communication also tends to be less private 
– you would hardly send a love letter via fax.

3.3. SMS, e-mail, and chat

SMS is a visual medium that supports urgent communication. It is character-
ized by short planning time and is suitable for quick, short, contact-creating or 
co-ordinating messages. SMS does not require the simultaneous presence of the 
receiver and is relatively permanent, depending on how much is saved. Among 
the disadvantages are that the messages contain a limited number of symbols and 
that the method of input is cumbersome and time-consuming.
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E-mail is a visual medium that allows long messages and is therefore used for 
informative purposes. New e-mail systems and MMS amplify written communi-
cation by the possibility to send pictures, graphic information, and sound files. 
The writer uses a comparatively long time to formulate the message before it is 
sent, and the partners can reply with a delay. The message is often directed to one 
or more persons you know and who constitute a homogeneous group with a rich 
common ground. The language of e-mails is similar to that of ordinary letters. 
However, the method of writing and the survey of the text is better than in SMS.

Instant messaging (chat) is characterized by speed and spontaneity and sup-
ports written communication in real time with immediate feedback. This makes 
it come close to dialogue, but in contrast to the fleeting dialogue, instant messag-
ing has more permanence. The messages remain on the screen during the con-
versation, but are in general deleted when the communication window is closed. 
It is therefore possible to directly refer to earlier messages – at least as long as the 
chat continues.

In SMS, e-mail and chat, written language is adapted in order to communi-
cate emotional qualities that are found in a dialogue. Computer-supported lan-
guage is not just something in between text and speech, but is in many respects 
very similar to speech (Ko, 1996). The writers feel the pressure to write fast 
(preferably as fast as they speak) and do not have time to plan or reflect. They 
compensate for voice quality, facial expressions, and gestures by using smileys 
(e.g. ;o), asterisks for actions (*blinks*, *smiles*), unconventional punctuation 
(…!?), abbreviations (4U) and capitals for emphasis (SHE gave ME a gift). As 
a consequence of the rapid turn-taking, the sentences have less linguistic varia-
tion and a simpler construction. On the other hand, the users are tolerant and do 
not care whether the language has the same degree of perfection as in (classical) 
written language. Politeness is also less of a constraint. A user can, for example, 
stop a chat very abruptly without being seen as impolite.

3.4. Telephone, mobile phone, and voice messages

The telephone offers an acoustic and fleeting medium that affords simulta-
neous personal communication over a distance. The medium is suitable for con-
tact-seeking, informative, emotional, and persuasive communication, with direct 
feedback. The receiver can hear what the speaker says and how it is said, but does 
not see the facial expressions, the gestures, and the body language. In long-dis-
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tance calls there is sometime a time lag that immediately disturbs the feedback 
and the turn-taking in the conversation.

The mobile phone is a  portable tool for communication that drastically 
increases the possibility of reaching a  communication partner at the time you 
desire – as long as the partner has the phone turned on. As never before, it is 
now possible for us to have direct dialogues with almost everybody at almost any 
time. Mobile phones also offer time-independent messages via the voice mail 
and written communication via SMS or e-mail.

In contrast to the telephone, the voice mailbox is a permanent medium with-
out interactivity or immediate feedback. These properties explain why it is not 
suitable to break up from your boyfriend via a voice mail: the permanence means 
that the receiver can replay the message several times; the lack of common con-
text often leads to problems in finding the correct interpretation of the message; 
and the lack of interactivity does not give the dumped person any answers to his 
questions.

3.5. Videophone and video-conference

Videophone (e.g. Skype) and video-conferences are examples of advanced 
technology-supported communication with a high degree of interactivity. They 
allow the use of language, gestures, and body language and thereby provide 
dialogue-like conversations over long distances. The technology creates the im-
pression that the communication partners share the same room and they may 
use a complete register of verbal and non-verbal signals in their normal func-
tions. Hand in hand with this come also our expectations of video conversa-
tions. Eye contact is an essential part of the non-verbal communication. The 
communicator who uses a system with video and sound link may believe that 
the same rules apply as in communication face to face, for example that com-
munication can be initiated and attention drawn via eye contact. However, eye 
contact does not function in the same way in a video conversation because of 
the camera placement. Current technology does not allow that you attend to 
the screen and at the same time look into the camera. If you try to establish eye 
contact via the screen, your communication partner will see your eyes staring to 
the floor or out in the air.

If the implicit rules are not followed, irritation will soon follow. Therefore, 
the users instead try to “stare out” the other one, wave, exaggerate movements, or 
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grimace. The consequence is that technology does not support what it purports 
to and the users are disappointed (Hutchby, 2001; Heath, Luff, 1991). If, in ad-
dition, the bandwidth and computer power is too low to display real-time video 
in high resolution, turn-taking will not work well, faces will be distorted, body 
language cannot be perceived and certain gestures can be missed.

In spite of the rapid development of communication technology, we still 
travel far for various kinds of meetings. For example, when it concerns important 
business negotiations or marriage proposals, we still want to have direct contact 
with our dialogue partner. The direct conversation offers certain properties that 
technology cannot yet replace. Some researchers argue that the smell of the oth-
er is an underestimated factor in a dialogue.

3.6. Augmented communication

Already when we use a paper for drawing on as a complement to an oral road 
description, we use “augmented” communication (Diderichsen, 2006), in the 
sense that we add a medium that is not necessary for spoken language. Someone 
who uses a dictionary to understand a letter also augments the communication.

The steadily increasing access to the Internet has provided us with a  po
werful tool for further forms of augmentation. If, for example, both participants 
in a video conversation simultaneously are connected to the Internet, they can 
during the conversation gather facts, check what the partner claims, and supple-
ment the discussion with pictures and other non-verbal information. It becomes 
more difficult to be relevant in an augmented communication situation.

Within computer-supported collaborative work various programs are used 
so that persons located at different places can work simultaneously with the same 
material. For example, two architects can have the same drawing on their screens 
and communicate via words or point or draw. Nowadays, one finds new tech-
niques based on communicators sharing various interactive displays. There are 
systems where a projector in the ceiling displays pictures of documents on a ta-
ble. The system can also detect how hands move over the table and in this way 
the persons around the table can “pull”, “open” and “close”, and in other ways 
interact with the virtual objects that are projected.

In the future we will meet more kinds of augmented communication. There 
may be virtual food and drink on the restaurant table where you can order by 
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“pulling” the food or drink to your plate and find out about the ingredients by 
double clicking on it. The interactive environments of Blade Runner and other 
science fiction movies are getting closer.

3.7. Communication with handicap

Technology-supported communication has led to remarkable changes for 
people with different handicaps. A spellchecking program suffices to make it possi-
ble for a dyslectic to become more secure in his or her written communication. Ad-
vanced technology aids are available for people with aphasia (Kitzing et al., 2005) 
and computer-supported communication programs with pictures and symbols 
facilitate communication for disabled or speech-handicapped persons in general 
(Rydeman, Zachrisson, 2001). Braille, and its corresponding technology, has made 
it possible for blind people to replace the visual paper-based communication by 
a tactile medium. The telephone must have been a revolution for the blind and the 
mobile phone makes communication over distance even easier for them. During 
the last few decades speech synthesis programs that can read e-mail, web pages 
and newspapers have to some extent replaced the function of Braille. For sure, the 
synthetic voice is still a bit robotic, but it is becoming more and more human.

Deaf persons can of course use letters and text-based media to communi-
cate over a distance. Using the telephone for a long time involved using a mes-
senger. During a period, the text telephone has been a tool for the deaf – it can 
be seen as an early chat function. Computers with e-mail and chat are of course 
an improvement but dependent on having a computer available. A paradoxical 
consequence of the development of mobile phones is that is has radically facili-
tated the communication of the deaf. SMS allows a rather quick and interactive 
communication, but above all the videophone has made it possible for the deaf to 
communicate in real time over long distances via sign language.
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TO TELL AND TO SHOW: THE INTERPLAY 
OF LANGUAGE AND VISUALIZATIONS 

IN COMMUNICATION

The use of imitation, gestures and pictures has played a very important role 
in the evolution of human cognition (Zlatev et al., 2005; Persson, 2008). Anoth-
er important strand of research has studied the human ability to communicate 
multimodally, by using a  combination of language, mimics, gestures, pictures, 
and body movements (Allwood, 2002).

Let us have a closer look at the use of various types of visualization that ac-
company language in communication. Imagine a  group of friends involved in 
a  lively conversation about their holiday adventures. Whether they talk about 
a dangerous bungy-jumping experience, hiking in the mountains, or enjoying the 
beach and pub life, they behave in a similar way. They do not only use language 
to describe events and things; they also use gestures, draw sketches, imitate voic-
es, and engage their whole body to re-enact events. In short, when narrating, they 
not only tell but also show their experiences, tales, or stories.

Since Plato and Aristotle, these two activities are called diegesis (narrators 
describe things) and mimesis (narrators show things). In the following, we will 
be concerned with mimesis in more detail, following the distinctions made by 
Clark (2004). The term mimesis has been taken by Plato from music theory and 
applied to designate scenic performance where actions of persons are imitated 
and re-enacted. In other words, mimesis is a re-production based on imitation 
of an action. In communication, mimesis is important for both speakers and lis-
teners. It is a means of showing actions to make them visible (and audible) to 
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the listeners. By using voice, gestures, and drawings, the speakers create scenes, 
embody and dramatize events, and thereby involve their partners. “Mimesis gives 
us the sense of reality in fiction, the illusion of access to the reality of personal ex-
perience” (Lodge, 1990: 144). The more effective the imagination, the better the 
possibility for the audience to visualize the speaker’s experience.

There is, however, an important distinction to be made between two ways of 
“showing”: on the one hand we can indicate something by pointing at an object, 
on the other hand we can demonstrate things with the help of our voice, hands, 
or body. These two senses go back to Charles Peirce (1960), who identified three 
forms of relations between a representation and an object: an index refers to its 
object by means of a physical connection to it (e.g., a footprint as a representation 
of a bear), an icon resembles the object it depicts (a drawing of a bear), whereas 
a  symbol bears no resemblance to what it stands for and is thus arbitrary (the 
word “bear”). The first sense of showing is thus connected to what Peirce calls 
indexes, the other sense what he calls icons. According to Clark (2004), it is only 
the iconic sense of showing that is actually mimetic. In this context, Clark talks 
about demonstrations as selective depictions that “enable others to experience (in 
part) what it is like to perceive the things depicted” (Clark, Gerrig, 1990: 765). 
They make it easier for the listeners to imagine objects, scenes and events, what 
it is like to see, hear, and feel them, etc. 

Producing and understanding mimetic devices relies on imagination and 
pretence (Clark, 2004: 8). When showing (and imitating) a person or demon-
strating (displaying) events, the speaker runs a sort of simulation: s/he pretends 
to be another person and animates this virtual person’s actions. But imagination 
and pretend play would obviously not be possible without the ability to separate 
real states of affairs from the pretended ones (Frith, 1996). Also, the listeners 
must be able to understand demonstrations as pretend play to finally reach “joint 
pretence” together with their partners.

In communication, we can observe a great variety of mimetic devices that 
stimulate the imagination and involvement of the listeners. They can take form 
of pictures and illustrations, sound symbolism, quotations, iconic gestures, 
etc. In the following, we will take a closer look at these imagistic elements of 
communication and at the interplay between language and visualizations. In 
particular, we will be concerned with visualizations in different formats of mi-
mesis: both auditive demonstrations, i.e. depictions by sound symbolism and 
quotations, and visual demonstrations, i.e. depictions by drawing, gestures, and 
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imagery. The outline of the chapter is as follows: we will proceed from quota-
tions (section 1), gestures (2), drawings (3), to mental imagery (4) and impli-
cations for learning (5).

1. To tell and to show with your voice (quotations)

A frequent type of mimetic devices used in conversation is quotations. Quo-
tations are audible demonstrations that mediate direct experience and stimulate 
listeners’ imagination. In face-to-face conversation, we often imitate others, play 
scenes, and integrate others’ voices in our presentation in order to achieve cer-
tain effects in the current situation. By voice quality and a  particular prosody, 
we animate non-present (virtual) characters and stage their activity. Not only 
singular speakers are animated but also plural voices, hypothetical speech and 
thoughts of others (Tannen, 1989; Holsanova, 1998; Adelsvärd et al., 2002).

Look at the following example where speaker B tells his friend M about 
a telling-off that his girl friend Mary got at her job. He uses quotations and enacts 
a dialogue between a father of a child and Mary (M) who is working at a kinder-
garten. Since speaker B imitates two audibly different protagonist voices, which 
are marked in the transcript (cf. Holsanova, 2006b: 253).

Example 1

B so this child has difficulties eating you know, cause she was the only child and they have 
spoilt her terribly with sweets and things, so that when they serve normal decent food’. she simply 
doesn’t want it . you know, so . they have finally succeeded in making her eat a little and at this 
moment . her daddy enters, just in the middle of the meal, his kid sitting and eating,

M mm’
B and he says something (VOICE 1) *we’ll go home now* right, and Mary said that  

(VOICE 2) *we are eating now* 
M mm’
B (VOICE 1) *yes but we’ll go home now* (VOICE 2) *we are eating now and you know what 

problems we have had with this,* right, (VOICE 2) *and she is eating now and she has to sit here,* . 
(VOICE 1) *we’ll go home now,* and Mary (VOICE 2) *you’ll go out till she has finished,*

B (laughing) (VOICE 1) *I want to talk to you,* hehe, (VOICE 2) *sure!* and in front of the 
door, she’s got a damn telling-off, (VOICE 1) it’s me who decides about my children

Direct quotation can serve the purpose of both dramatization and docu-
mentation. In narratives, we rather show what happened in order to increase 
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dramatic intensity and to mediate direct experience. This is the dramatic (mimet-
ic) function of direct quotation. By contrast, in reports such as news texts, quo-
tation is used to increase the perceived objectivity and accuracy of the account 
to the reader. Here the documenting (diegetic) function of quotation is promi-
nent. The writer claims authenticity by implying that he has direct access to the 
original speech situation (Redeker, 1991). In argumentative discourse, virtual 
participants in the form of authoritative references are often used to reinforce 
chosen opinions or to present a mental opponent whose opinions are to be ques-
tioned and undermined (Adelsvärd et al., 2002). For listeners, quotations mark 
an attentional shift towards other real or imaginary scenes, characters, and events 
(Sanders, Redeker, 1996).

Quotations position those who are animated as speakers in an unflattering 
light and hide behind in case of sensitive topics (Holsanova, 1998; 2006b), but 
can also increase the distance between the speaker and the described characters: 
“with quotations speakers can partly or wholly detach themselves from what they 
depict” (Clark, Gerrig, 1990: 792). 

Another way of depicting persons and events is to use onomatopoeia or 
sound symbolism (his heart went ticktock ticktock). For instance, when charac-
terizing and criticizing politicians the speaker can let them whine like helpless 
children (the whining politicians say uhuhu), or express anger with the help of 
growling rather than with an extensive verbal description (she thought mmhrr
mnhrr). Onomatopoeia is a very effective way to ascribe attitudes without having 
to describe them verbally.

2. To tell and to show with your hands (gestures)

Probably the most usual way to embody an action or manner of action is 
through body language, in particular gestures. According to McNeill (1992), 
planning of utterances involves the interplay of imaginistic thinking and linguis-
tic thinking (manifested as gestures and speech). There are, however, a  num-
ber of different opinions regarding the relation between the content of gestures 
and of concurrent speech (Kita, Özyürek, 2002). The free imagery hypothesis 
states that gestures are generated from imagery, independently of the language, 
whereas the lexical semantic hypothesis states that gestures are generated from 
the semantics of lexical items in the accompanying speech and therefore cannot 
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encode what is not encoded in the concurrent speech. Finally, the interface hy-
pothesis states that gestures originate from an interface representation between 
language and imagery. According to this last hypothesis, production of speech 
and gestures is interrelated, and gestures may encode information that is not ex-
pressed in speech.

As mentioned earlier, there are two senses of “showing”: the first is in-
dicating (by pointing) and the other is demonstrating (by animation). Proto-
typically, pointing is understood in its deictic sense: through juxtaposition, 
pointing gestures instruct the hearer to attend to something beyond the talk 
and to locate what is being indicated (Goodwin, 2003). On the other hand, 
pointing gestures can take a step towards iconicity (e.g. when a person points 
at an object and traces the shape of the object that is being pointed at (Streeck, 
1996). In the latter sense, when tracing an iconic shape, pointing gestures can 
be understood as demonstrations.

The information provided by gesture is analogue and depictive (Özyürek, 
Kita, 1999). The demonstrative function of bodily mimesis can be compared to 
quotations as demonstrations. Sensitive topics can be made in the gestural chan-
nel, keeping the spoken channel free from explicit reference (Holmqvist, Hol-
sanova, 2007). Thus, similarly as in quotations, the gestural information which 
is not present in the spoken channel saves the speaker’s face from the dangers 
involved in explicit spoken characterization. In case of disabilities, e.g. in aphasia, 
gestures and other non-verbal means of communication may compensate for the 
restricted use of language (Ahlsén, 2006).

The question remains how verbal and gestural communication becomes 
integrated by speakers and listeners. Do listeners look at the gestures produced 
by speakers in conversation? Goodwin suggests that speakers intentionally use 
gestures to attract the attention of their interlocutors. Cassell, McNeill, and 
MacCullough (1998) conclude from their mismatch studies that the speaker’s 
gestural channel is indeed perceived by listeners and plays an important role 
for the understanding. Gullberg and Holmqvist (1999) found in an eye track-
ing study of gestures in interaction that auto-fixated gestures, i.e. gestures that 
the speakers themselves focus on, are attended more often by listeners than 
other gestures. This result confirms the assumption maintained by Streeck that 
gestures can be overtly marked as communicatively relevant by the speakers if 
they look at their own hands.
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3. To tell and to draw

Apart from spontaneously using gestures, mimics, and body postures along 
with their utterances, speakers also draw pictures when they describe their expe-
riences. Drawings – such as sketch maps of houses and areas, illustrative draw-
ings of people and clothing, or explanatory diagrams – are often incrementally 
produced and modified as a part of a conversation. The use of iconic and picto-
rial representations is useful in communication, since it helps the speaker and 
the listener to interactively adjust their visualizations and achieve understanding. 
Pictures, maps, and sketches are visualizations that show how the described reali-
ty has been conceptualised (Tversky, 1999). 

Drawings can represent (a) a concrete spatial domain, such as geography, 
sizes, shapes, spatial relations; (b) non-spatial domains, such as amounts of 
money, temporal relations; (c) abstract domains, such as intensity, contrast, and 
quality dimensions, and (d) dynamic processes, such as stages in a decision pro-
cess, causal relations, development over time. 

Apart from being a support for visualization and demonstration (specifying 
the location and shape of objects, spatial relations, and events), drawings also 
fulfil other, more abstract, functions in communication. They are a useful tool 
for the identification of “Where are we now?”, serve as a storage of referents, as 
an external memory aid for the interlocutors, as an expressive way of underlining 
what is said, and as a representation of a whole problem discussed in the conver-
sation (Holsanova, 2008). 

Speakers’ discourse contains concepts that appear as schematic represen-
tations and establish patterns of understanding. When speakers want to draw 
attention to a complex visual idea, e.g. a  scene, a navigation route or an apart-
ment layout, they have to organize the information so that their partner can un-
derstand it. By uttering ideas, speakers evoke images in the consciousness of the 
listeners, the minds of the speaker and the listeners get synchronized, and the 
listeners co-construct the meanings. The process of how the listener’s internal 
image is constructed from spoken discourse and simultaneous drawing has been 
studied within image-oriented semantics (Holmqvist, 1993) where discourse 
understanding is described in terms of evolving mental images.

In spontaneous face-to-face conversation, this process has a more dynamic 
and cooperative character (Clark, 1996). The partners try to achieve joint at-
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tention, formulate complementary contributions, and interactively adjust their 
“visualizations”. Quite often, the partners draw simultaneously with their verbal 
descriptions. Sketches and drawings are external representations that reflect the 
conceptualization of reality and serve as an aid for memory (Tversky, 1999). The 
utterances and non-verbal actions (such as drawing and gesturing) can be con-
ceived of as instructions for the listeners on how to change the meaning, how 
something is perceived, how one thinks or feels, or what one wants to do with 
something that is currently in the conscious focus (Linell, 2005). 

Using a  delimited, common source of references makes it easier for the 
speaker and the listener to coordinate and to understand each other. Drawing as 
an external representation allows cognitive processes to be captured, shared, and 
elaborated. In a naturally occurring conversation, external visualizations help the 
partners to achieve a joint focus of attention and to coordinate and adjust their 
mental images during meaning making.

4. To tell and to imagine

In the previous sections, we mentioned mimetic devices that the communi-
cative partners use when showing and re-enacting events and actions for the lis-
teners. It has, however, been shown that that we use gestures even in a situation 
when our partners cannot see us. The question is thus whether we as speakers use 
mimetic devices and re-enactment for ourselves, in the form of mental imagery.

Mental imagery is “the mental invention or recreation of an experience that 
in at least some respects resembles the experience of actually perceiving an ob-
ject or an event, either in conjunction with, or in the absence of, direct sensory 
stimulation” (Finke, 1989: 2). In popular terms, mental imagery is described as 
“visualising” or “seeing something in the mind’s eye”. 

We use mental imagery when we mentally recreate personal experienc-
es from the past, retrieve information about physical properties of objects or 
about physical relationships among objects, read novels, plan future events or 
anticipate possible future experiences, imagine transformations by mental rota-
tion and mental animation and when we solve problems (Finke, 1989; Hegarty, 
1992; Yoon, Narayanan, 2004). In other words, imagery plays an important role 
in memory, planning, and visual-spatial reasoning, and is considered a  central 
component of our thinking. 
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Since mental images are closely connected to visual perception, this mental 
invention or re-creation of experience almost always results in observable eye 
movements that can be traced by new technology. Eye tracking methodology 
has become a very important tool in the study of human cognition, and current 
research has found a close relation between eye movements and mental imagery 
(Holsanova, 2001; 2006a). In order to verify the assumption that we use our 
ability to create pictures in our minds, we conducted a series of studies on mental 
imagery during picture description. The results of these studies contribute to our 
understanding of how speakers connect spoken discourse to mental imagery. 

Already in our first eye tracking study (Holsanova et al., 1998), we found some 
striking similarities between the participants’ eye movement patterns when they 
looked at a complex picture and their eye movements when they later on looked at 
a white board and described the same picture from memory. We then conducted 
a number of new eye tracking studies where participants looked at a blank white 
board and visualized a scene they had previously either seen on a picture or heard 
as a spoken description (Johansson et al., 2006; 2011; 2012; 2013).

Look at the following example showing a comparison of one person’s eye 
movement patterns during picture viewing and during picture description from 
memory. 

Fig. 1. The stimulus picture (Nordqvist, 1990)
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Example 2: the stimulus picture (fig. 1) and one and the same participant’s eye 
patterns after the viewing phase (fig. 2) and the description phase (fig. 3).

Fig. 2. Participant’s eye patterns after the viewing phase

Fig. 3. Participant’s eye patterns after the description phase

The results of our studies clearly showed that when describing a scene from 
memory the participants to a  high degree moved their eyes in a  pattern that 
“painted” the imagined scene on the white board in front of them. Additionally, 
it was found that the effect was equally strong irrespective of whether the original 
elicitation was spoken or visual, and that it was also present in complete darkness. 
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Our results support the hypothesis that mental scanning (Kosslyn, 1980) is used as 
an aid in recalling picture elements, especially when describing their visual and spa-
tial properties. Mental imagery plays a functional role in our cognition and it seems 
to play an important role even for the speakers involved in discourse. We represent 
and re-enact our previous experience when we describe a scene from memory.

5. To show and to learn

The findings described above have decisive implications for learning. For 
speakers and listeners, both mental imagery and re-enactment of events can play 
an important role as a memory aid. For learning purposes, for instance in argu-
mentation, quotations can be used to stage another person’s talk or thought, to 
reinforce chosen opinions or to present a mental opponent whose opinions are 
to be questioned and undermined (Wästerfors, Holsanova, 2005).

In the context of collaborative learning, the use of sketches and drawings is 
advantageous. First, sketches and drawings show how the described reality has 
been conceptualized. Second, they allow revisions, regroupings, refinements, 
and reinterpretations and are therefore an important thinking tool (Suwa et al., 
2001). Third, they help the speaker and the listener to interactively adjust their 
visualizations and achieve understanding. In sum, drawings and sketches allow 
cognitive processes to be captured, shared, and elaborated.

In the context of textbook illustrations and instructional materials, it is im-
portant to outline visualizations according to the users’ mental model, i.e. the 
way users conceptualize how everyday objects and situations are structured or 
how they work. Visualizations have world-like qualities resembling actual objects 
or events. By means of this analogy, they function as a substitute for the referent 
and evoke similar experience to the real-world referent. Visualizations in instruc-
tional materials can offer highly realistic impressions of objects and events, which 
might otherwise be too small, too large, too fast, too far away, or too dangerous 
to observe in reality. In that respect, visualizations do not only replace real-world 
experience, they may even improve this experience by providing information 
that would not have been accessible in the real world (Scheiter et al., 2008).

Visualizations in their representational function depict objects and relations 
mentioned in a  text in a way that the meaning of the text is made more easily 
accessible for learners by making a  text more concrete. Visualizations with an 
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organization function provide an organizational framework for a text (e.g., how- 
-to-do-it diagrams) and thereby make the content more coherent by highlighting 
the argumentative or organizational structure of the text. Accordingly, visualiza-
tions are often introduced in textbooks and multimedia instructions to clarify 
difficult passages and abstract concepts.

However, it should not be taken for granted that learners will extract the 
information from a  visualization that was intended by the instructor. Rather, 
students need to be supported in extracting the relevant information from the 
visualization and guided as to how best to deploy their perceptual and cognitive 
resources. This support can be provided either by guiding learners’ attention to-
wards its relevant aspects (e.g., highlighting) or by improving students’ compe-
tencies in dealing with visualizations (Scheiter et al., 2008). 

To sum up, our communication is multimodal and embodied. By combin-
ing mimetic devices such as quotations, drawing and gestures, communicative 
partners depict, demonstrate, embody, and re-enact objects and actions in order 
to create vivid scenarios for each other. The usage of these devices evokes images 
in the mind of both the speaker and the listener, which in some respects resemble 
the experience of actually perceiving a scene or an event.
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Aleksander Gemel

Bartosz Żukowski

SEMIOTICS, SIGNALING GAMES AND MEANING

1. Introduction

The 20th-century discussion on meaning was dominated by two distinct 
schools of thought – by that of naturalistic semantics and by that of structural 
semiotics. Although the two have traditionally been viewed as conflicting ap-
proaches, the main aim of this paper is to show that they can be seen as com-
plementary to one another. In order to achieve this objective, we will examine 
the advantages and drawbacks of both approaches (represented, respectively, by 
Eco’s semiotics and Skyrms’ game-theoretical semantics). The results obtained 
this way provide a basis for further development of hybrid system by combining 
features of structural and naturalistic models.

2. Structural semiotics. Between signalization 
and signification

The distinctive feature of structural semiotics is a strict separation of two 
independent semiotic systems: signalization and signification. At the same 
time, in accordance with the basic premise of structural semiotics, it is only 
through both of these autonomic systems that a proper communication pro-
cess can work successfully. Considered in itself, signalization is simply “the 
passage of a signal (not necessarily a sign) from a source (through a transmit-
ter, along a channel) to a destination” (Eco, 1976: 8). The signals used for this 
process derive from a  special kind of semiotic system called s-code, resulting 
from the division of some natural or artificial continuum. An essential feature 
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of s-code is that all of the primary system components are isolated arbitrarily 
(ibid.: 77). Nevertheless, when selected, they are to form a well-organized, in-
dependent system, in which the identity of each unit is completely determined 
by reference to others, and hence specified by its position in the whole (ibid.: 
38). The system established in this way is an internally structured matrix with 
certain combinatorial properties (determined by a set of combinatorial rules). 
As a result, it possesses also some informational potential. It is precisely (math-
ematically) defined by the intrinsic properties of the system (arrangement of 
elements and combinatorial rules), determining the amount of information 
possible to transmit. So configured, the system can operate  autonomously 
– without any semantic reference: “s-codes are systems or ‘structures’ that can 
also subsist independently of any sort of significant or communicative pur-
pose” (ibid.). Consequently, a  purely signaling system can be considered as 
a communication system only in a purely mathematical sense – as a combina-
torial syntactic structure, able to convey a certain amount of information, but 
devoid of any meaning in itself: “In a machine-to-machine process the signal 
has no power to signify insofar as it may determine the destination sub specie 
stimuli. In this case we have no signification, but we have the passage of some 
information” (ibid.: 8); “A signal is a pertinent unit of a system that may be an 
expression system ordered to a  content, but could also be a  physical system 
without any semiotic purpose; as such it is studied by information theory in the 
stricter sense of the term. A signal can be a stimulus that does not mean any-
thing but causes or elicits something” (ibid.: 48). In effect, Eco’s signalization 
is perfectly consistent with the transmission communication model proposed 
by Shannon and Weaver (1949) as a starting point for the mathematical theory 
of communication (Eco, 1976: 42–44).

A signaling system serves as a basis for a signifying system. Notwithstanding 
this, the assumption underlying the whole semiotic theory of language is that the 
two systems remain functionally independent of each other.1 This central idea 
of structural semiotics seems to be an echo of the separation between semantics 
and syntax in logic and formal linguistics of the first half of the 20th century. 
The essence of signification is to establish a correlation of some units of a given 
s-code, considered as an expression system (plane), with the units of some other 

1  “A signification system is an autonomous semiotic construct that has an abstract mode 
of existence independent of any possible communicative act it makes possible” (Eco, 1976: 9).
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s-code treated as a content system (plan) (ibid.: 50). The fundamental difference 
between signalization and signification is therefore that the latter involves an in-
terpretative (decoding) response of the receiver, which is made possible by the 
previously established convention of correlating signals with contents: “When 
the destination [of a communicative process] is a human being, or ‘addressee’ 
[…] we are on the contrary witnessing a process of signification – provided that 
the signal is not merely a stimulus but arouses an interpretative response in the 
addressee. This process is made possible by the existence of a code” (ibid.: 8). By 
contrast with signalization, signification is a process within which signals refer 
to certain units of content and, thus, become units of meaning, which situates 
signification as a transmission of signs.

What is most important, however, is that both systems (plans) of expres-
sion and of content are structures, or systems of s-code type. What is being cor-
related here are, therefore, two independent and arbitrarily construed systems 
–  two autonomous combinatorial matrices, organized internally as systems of 
positions and oppositions. And it is precisely the correlation between particu-
lar elements of such s-codes which is called “a sign-function” or simply “a sign”. 
A sign (sign-function) is, therefore, a relationship linking two different s-codes, 
one acting as an expression plan and the other being a  content plan. Further-
more, the method used to correlate both (i.e. to assign some content to a signal) 
is based on convention only. In other words, the set of correlating rules, called 
“a code”, is purely conventional. It goes simply as follows: “When a code appor-
tions the elements of conveying system to the elements of a conveyed system, the 
former becomes the expression of the latter and the latter becomes the content 
of the former” (ibid.: 48). All the observed complexity of structural semantics 
results from repeating and accumulating such correlations. For example, a partic-
ular sign-function (i.e. a particular relationship between an element of a system 
of expression and an element of a system of content), called denotation, can be 
easily correlated with an element of a  third system (s-code), thereby forming 
a higher-order sign-function, called “connotation” (ibid.: 54–57). The resulting 
connotative code consists of two functives: a pre-existing sign function and some 
element of a third s-code. Repeated many times, this process gives rise to the for-
mation of a desirable rich semiotic system. All this clearly proves the dependence 
of the theory of semiotics on structural linguistics.

There are, no doubt, some significant advantages of this approach. The 
first and foremost of them is substantial flexibility of the structural semiotics. 
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It provides a fertile ground for generation of new meanings and transformation 
of the current semantic field. At the same time, it seems to adequately reflect 
the dynamics of natural language, prone to constant reconfiguration of mean-
ings. Thus, structural semiotics can rightly claim to be the ‘logic of culture’ 
(ibid.: 3). The aforementioned flexibility results from a combination of several 
features indicated above. Let us summarize them briefly as follows:

(a)  Functional independence of signalization and signification – both sys-
tems are considered as autonomous combinatorial structures (s-codes).

(b)  Arbitrary construction of s-codes of all types and levels. This feature is 
of special importance for the design of the plan of expression (ibid.: 77).

(c)  Conventionality of the rules of linking the elements of the plan of ex-
pression with the elements of the plan of content.

(d)  Rejection of the so-called ‘extensional fallacy’ (ibid.: 62–66). One of 
the most important features of structural semiotics not mentioned so far is rejec-
tion of referential semantics, correlating signs with some extra-semiotic objects: 
“From a semiotic point of view” the meaning of a term “can only be a cultural 
unit”, understood as an element of some arbitrary construed matrix (ibid.: 67).

As a result of these assumptions, the semiotic system achieves the desired 
flexibility. It is easily susceptible to transformation – new units of content can 
be generated from within the system, by transformation of the existing semiotic 
infrastructure. In other words, the system has the capacity to freely evolve, just 
like culture itself. 

Despite the abovementioned advantages of this system, it does still suffer 
from certain weaknesses, which should be overcome by partial naturalization. 
The first weakness has to do with the content plan – the problem is the abso-
lute arbitrariness of the starting units. In fact, cognitive, anthropological and 
psychological studies revealed that there are some content universals common 
to all human cultures, which argues for the existence of natural determinants of 
content system (Bickerton, 2009; Bickerton, Szathmary, 2009; Brinck, Gärden-
fors, 2003; Gärdenfors, 2004; Deacon, 1997; Ollera, Griebel, 2004). The sec-
ond weakness is the avoidance of the question of the original sign correlations. 
Although Eco claims that the explanation of this issue requires a  reference to 
the natural, pre-cultural conditions (Eco, 1976: 58–59, 77), he refrains from dis-
cussing this matter, probably because of the fear of falling into extensional fallacy 
(which, in our opinion, is excessive). Finally, the third problem with structural 
semiotics is its panlinguisticism. In order to fully reflect the actual functioning of 
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language, structural semiotics must be supplemented with at least rudimentary 
external reference (correspondence to an extra-linguistic reality).

In conclusion, structural semiotics should be enriched with some compo-
nents of naturalistic semantics, without, however, depriving it of its flexibility. 
Semiotics, for its part, can provide naturalistic models with generative/transfor-
mative potential, making them more flexible. A  new hybrid system developed 
this way will feature the best advantages of both approaches. In the next section, 
we present an example of typically naturalistic semantics, which might serve as 
a starting point for such synthesis.

3. Signaling games

To illustrate the naturalistic approach to the question of coding conventions 
emergence and the fixation of meaning, we will use signaling games model, orig-
inally proposed by D.K. Lewis and developed by B. Skyrms (Lewis, 2002; Sky-
rms, 2010). This model provides a game theoretical instrument, which helps us 
to explain the genesis of such semiotic phenomena as code and meaning. Thanks 
to the game-theoretic framework, the concept of communication process in sig-
naling games is recognized as a game between the sender and the receiver. The 
intention of Lewis’ game is to provide a model of language and its semantic con-
tent genesis within a community devoid of any language system. Moreover, it is 
important to emphasize the fact, widely pointed out by Lewis, that a  language 
constituted as a product of a sender-receiver game can only take a form of a fairly 
primitive, rudimentary proto-language (Lewis, 2002: 160). The mature form of 
a language system can potentially evolve from its proto-form, but Lewis does not 
deal with this issue. The mechanism of the mature language system formation is 
also not the subject of this paper, if only due to the degree of its complexity. 

Lewis defines signaling game as a  type of situation involving at least two 
agents (one in the role of a sender and the other as a receiver2). It meets four basic 
conditions. According to the first condition, at least one of several states of affairs 
occurs. States (S1, …, Sn) are randomly picked by nature. In fact, random selec-
tion means that the occurrence of a particular state can be attributed with a cer-
tain probability. What is also important, in contrast to the sender, the receiver 

2  Lewis calls them communicator and audience (Lewis, 2002: 130–132).
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occupies a privileged position to observe and correctly identify a given state of 
reality. According to the second rule of the game, the sender, having observed 
one of the states (S1, …, Sm), takes one of several alternative measures (σ1, …, 
σn) called signals. The set of signals must be greater or at least equal to the set 
of states (n ≥ m). Taking action σi is equivalent to sending the signal to the re-
ceiver. The ontological nature of the signal is not pre-defined (it can be a sound, 
gesture, smell, etc.), since the signal is considered only in functional terms, i.e., 
its essence is to evoke a specific reaction of the receiver. Moreover, sending the 
signal by the sender does not have to be intentional or even conscious. Similarly 
to the first condition, the receiver is in a good position to receive the sent sig-
nal. The channel is not noisy, although adding noise to the model is possible by 
manipulating the prior probability of the signal. According to the third rule, the 
receiver, after observing and identifying the signal, takes one of several alterna-
tive reactions (R1, …, Rn). Importantly, the receiver takes action based only on 
the received signal without knowing anything about the state of the reality. The 
fourth signaling game condition is that both players have a set of strategies (con-
tingency plans). The strategy of the sender consists in sending a specific signal 
according to a given state of affairs. In mathematical terms, this corresponds to 
function Fs associating one of the states in a set of states {Si} with a specific signal 
in a set of signals {σk}. On the other hand, you can specify the receiver’s strategy 
as a function assigning the signal to the reaction. It is mathematically expressed 
as function Fr assigning function {σk} to {Rj}. Lewis describes the combination of 
the sender’s and receiver’s strategies (Fs and Fr) which provides the relationship 
between the reaction of the receiver and the state of the affairs <Fn, Fr> as the 
signaling system (Lewis, 2002: 130–132).

The essence of fixing a particular signaling convention is, therefore, the cor-
relation between the reaction and the existing state of affairs, based on a proper 
signal. This correlation is effected through positive payoffs in the game. If the re-
action of the receiver given a specific state of Sa leads to positive payoffs for both 
players, then signaling convention gets fixed. In general, reaction is considered to 
be proper and signal is said to be adequate if the receiver, after getting the signal, 
takes an action that he would take in the case of a direct experience of the state 
of affairs.

This model can be presented in a simplified version of two states, two sig-
nals, and two reactions in the following graphic form: 
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Fig. 1. A signaling system based on 2-states, 2-signals, 2-responses

The “nodes” of the tree represent the players (i.e., N-nature, S-sender, R-re-
ceiver). The branches of the tree stand for events (i.e., S1, S2 – occurring states 
of affairs; σ1, σ2 – sending the signals by the sender; R1, R2 – taking actions by 
the receiver).

4. Meaning in the signaling game framework

The signaling game theory provides the code creation model for Eco’s semi-
otic theory. The other side of code creation is the emergence of meaning from 
the equilibrium of the signaling game. This process takes place as a result of the 
underlying behavioral-signaling mechanisms, i.e. connections of signals with ap-
propriate responses to them. The basis of this approach is the thesis according 
to which the meanings are evolutionary established conventions of response to 
a signal. But this raises a question of what is meant by meaning in the signaling 
game theory. A comprehensive and original answer to this question can be found 
in Skyrms’ Signals. Evolution, Learning and Information (2010). However, in order 
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to provide answers to the question: what is the meaning of signal (or an infor-
mation content as Skyrms puts it), we must first find the answer to two related 
questions, namely: “What is the quantity of information in a signal?” and “How 
should it be measured?”. 

4.1. Quantity of information

The concept of the quantity of information comes from the mathematical 
theory of information, which, as it is commonly known, does not deal with the 
informational content of a  signal, since it understands the signaling process 
only in quantitative terms. According to mathematical theory of information, 
quantity is closely related to the value of probability that a given signal (stimu-
lus) triggers a specific situation (reactions). As Skyrms puts it, the notion of in-
formation quantity can be easily applied to the signaling game model, since the 
occurrence of each of elements (events) within a game (i.e. state – signal – re-
action) can be assigned to a certain probability (Skyrms, 2010: 34). Thanks to 
this feature, one can easily express the quantity of information carried by a sig-
nal as the ratio of the conditional probability of a particular state after send-
ing a  specific signal and the unconditional probability of this state (i.e. after 
sending the signal). This ratio gives an idea of how the probability of the state 
after sending the signal has changed with respect to the probability before the 
signal was sent. In formal terms, this may be expressed by the following equa-
tion (Skyrms, 2010): 

 (  | )
 ( )

To illustrate this, let us assume that we have the simplest signaling game: 
2-states, 2-signals, and 2-reactions, with an initial equal probability for each of 
them. This situation is a typical example of a state before reaching equilibrium 
(i.e. before the coding convention gets fixed). An increase in the level of the 
probability of a correct receiver’s response to a specific signal corresponds to 
the achievement of equilibrium. In consequence, the signal becomes positively 
correlated with the state. A positive correlation increases also the probability of 
sending a specific signal (e.g., σ1) any other time when that certain state occurs 
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(e.g., S1). Assume that the probability of this signal increases to a value of 0.9. 
The probability of σ2 signal in the event of the state S1 is thus reduced to a val-
ue of 0.1, since signals σ1 and σ2 are mutually exclusive events, and hence their 
total probability amounts to 1. Of course, changing the probability of a signal 
doesn’t affect the value of prior probability of the state S1, and thus, it is still 
equal to 0.5 (i.e. P(S1) = 0.5). After reaching equilibrium, the conditional prob-
ability of signal σ1 given state S1 equals 0.9 (i.e. P(σ1|S1) = 0.9). The cumulative 
probability of signal σ1 is the sum of two products. The first of them is the un-
conditional probability of state S1 multiplied by the conditional probability of 
signal σ1 given state S1. The second product is the unconditional probability of 
state S2 times the conditional probability of signal σ1 given state S2. In formal 
terms, P(σ) = P(σ1∩S1) + P(σ1∩S2) and it is equal to 0.5. The overall probabil-
ity distribution of our example is shown in fig. 2 in the form of a tree-diagram:

Fig. 2. Probability distribution of a signaling system of 2-states and 2-signals

By applying Bayes’ theorem, we can easily calculate the value of the condi-
tional probability of state S1 after sending signal σ1:
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Therefore, the ratio of P(S1|σ1) to P(S1) gives a value of 1.8. This value ex-
presses how many times the probability of state S1 after sending signal σ1 increas-
es with respect to the prior probability of state S1. It is the quantity of information 
carried by the signal. As Skyrms notices, we should take the logarithm of this 
ratio, since the quantity of information in the signal in present form does not 
allow us to express the situation when the signal does not convey any amount of 
information (e.g., if the sender always gives the same signal, regardless of the sit-
uation) (Skyrms, 2010: 36). In this case, the ratio of the conditional probability 
of the state after sending the signal to the prior probability of the state equals 1, 
and not 0, as we would intuitively expect. Thus, the final form of the information 
quantity formula is as follows (ibid.):

    
  (  |  )
  (  )

 

 Using the logarithm base 2 allows us to express the quantity of information 
in bits. This formula in its expanded form can be adapted to express information 
about the number of states, and to give a general measure of the information in 
the signal. Skyrms does this by using the Kullback-Leibler divergence formula, 
which expresses the average of the distribution of several probabilities (see: Kull-
back, Leibler, 1951; Skyrms, 2010):

 (  |  )   ∑ (  |  )
 

   [ 
(  |  )
 (  )

] 

 The above formula is simply a weighted average, in which the weights are 
the conditional probabilities of states given signals.
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In addition to the quantity of information in the signal on a given state, we 
can still distinguish the amount of information in the signal on a given act. It is 
measured in the same way, as the amount of state, and expresses the ratio of the 
conditional probability of response after sending a  signal to the probability of 
reaction before it is sent. The informational content in the signal carrying proba-
bility on the act takes the following form (Skyrms, 2010):

 (  |  )   ∑ (  |  )
 

   [ 
( |  )
 (  )

] 

 Thus, the total amount of information in the signal consists of the two above 
values, i.e.

          |         |    

 
4.2. Informational content

Now let us turn to the issue of the information content of a signal. While the 
informational content in a signal is represented by a specified number (consist-
ing of the sum of the amount of information about a state and about a reaction) 
expressed in bits, the information content of the signal is, according to Skyrms, 
represented by a vector whose components are the values of the informational 
content of states carried by the signal. The shape of the vector is related to a par-
ticular game. As Skyrms argues:

Informational content must be a vector […] within a given signaling game. It is implicit that 
this vector applies to the states or acts of this game. For a different game, the content vector 
shows how the signal moves probabilities of different states, or different acts. Content de-
pends on the context of the signaling interaction. It is a modeling decision as to which game 
is best used to analyze a real situation (Skyrms, 2010: 40).

The original proposal of expressing the informational content, as suggest-
ed by Skyrms, allows us to reconcile the information theory with the logical in-
terpretation of propositional content, understood as a set of possible situations. 
The shape of the informational content vector is determined by the components 
formed from the values of informational quantity carried by the signal, and has 
the following form:
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⟨      
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 A  similar formula can be presented for the information content vector of 
actions carried by the signal.

⟨      
(  |  )
  (  )

       
(  |  )
  (  )

       
(  |  )
  (  )

        
(  |  )
  (  )
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 To illustrate: suppose there are four states with an equal prior probability 
P(Sn) = 0.25 for n = {1, 2, 3, 4}, and that σ2 signal is sent only when state S2 oc-
curs. This means that the value of P(σ2|S2) is equal 1, and the value of P(σ2|S1), 
P(σ2|S3), and P(σ2|S4) equals 0. Applying the Bayes’ theorem, we get the value of 
the conditional probability of state S2 after sending signal σ2 equal to 13. Thus, the 
probability of state S2 after sending signal σ2 increases four times with respect to 
the probability before the signal was sent:

 (   |  )
 (  )   

       

 Since signal σ2 is not sent in states S1, S3 and S4 (i.e. the conditional probabili-
ty of signal σ2 for these states is 0), it does not affect the probability of these states 
(i.e., P(S1|σ2), P(S3|σ2) and P(S4|σ2) = 0). Therefore, an increase in the level of 
probability for states S1, S3 and S4 after sending the signal is 0. If we take the loga-
rithm of the values of all these probability ratios, we will obtain the informational 
content on all states in signal σ2:

 (  | )   ⟨             ⟩ 

 Component –∞ informs us that the probability of states 1, 3 and 4 approach 
0. Value –∞ is the result of the logarithm, and actually means that the signal 
does not carry any information about the state. But the question is: how to rec-
oncile the above interpretation of the informational content with the logical in-

3 			                  .  (  |  )  
   (  |  )      (  )

  (  )
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terpretation of the meaning understood as a proposition? Presenting his model 
of informational content, Skyrms answers this question. The proposition is, in 
fact, a set of possible worlds or situations, so in his opinion, the informational 
content of a proposition can be expressed as a set of states. A state belonging to 
the set is true when its informational quantity carried by the signal varies from 
–∞. In other words, the informational content or meaning of the signal is the set 
of possible situations or states which are true or false. The state is said to be true 
when the signal carries some informational quantity about it, and is recognized 
as false when it does not carry any quantity of information. As Skyrms points it 
out, a true state can be defined by listing all false states from the set of all states 
(2010: 41).

We believe that it is especially important that the signaling games model is 
compatible with the basic assumptions of Eco’s theory of semiotics. According 
to our hypothesis, the signaling games theory can provide a model of code cre-
ation for Eco’s semiotic theory. In other words, we suppose that denotation in 
semiotic theory – correlating a signal with a specific meaning – is preceded by 
a signaling system, which by correlating a signal with a proper reaction, makes it 
possible for a specific denotational coding convention to emerge. In our opinion, 
the core of this process is based on an evolutionary-fixed behavioral-signaling 
mechanism, i.e. connections of signals with appropriate responses to them.

However, the naturalistic-evolutionary theory of language is not sufficient as 
a descriptive model of the processes of the broadly-understood cultural activity 
evolution. The first problem is interpretation within the game theoretical frame-
work of the culturally understood utility. From the point of view of biological 
interpretation, the numeric quantities, which play a  role analogous to “utility” 
in traditional game theory, correspond to the Darwinian fitness of individuals. 
However, the Darwinian concept of “fitness” in the cultural evolutionary inter-
pretation is inconsistent. Consequently, the concept of fitness as the notion of 
utility used in traditional game theory cannot be simply moved to the game the-
ory of cultural evolution. One must develop an alternate theory of utility/fitness 
that is sufficient to define a utility measure adequate for application of evolution-
ary game theory to cultural evolution.

The second weakness of naturalistic theories involves high generative rigidi-
ty of new semantic content in the system. The content cannot be generated from 
within the semantic system, as it is possible in the case of the theory of semiotics, 
but requires reference to an external reality (reactions and states of affairs).
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The hybrid model proposed herein allows us to save the flexible potential 
of semiotic system, suitable for the explanation of cultural evolution on the one 
hand, and to root the semiotics in a natural order (by providing a model of emer-
gence of evolutionary coding conventions) on the other. Such hybrid model re-
quires, however, a formal tool to organize the semantic structure of the cultural 
system (in the signaling games framework, such tool is not needed, since the or-
dering of the meaning structure is carried by the values of informational quantity 
assigned to specific states). We will finish this paper by presenting a formal tool 
adequate for the task.

5. Content implication

The abovementioned tool is based on the propositional classical language 
extended by the binary intentional connective, called content implication, and rep-
resented by the sign of colon “:”. It was proposed by Piotr Łukowski (1997, 2011).

The Classical Logic with Content Implication (CLcont), based on language  
L = (ForU, ¬, ˄, ˅, →, ↔, :), is a propositional logic given by an axiom set for clas-
sical propositional logic and the following formulas:

Ax1. 	 ((α : β) ˄ (β : δ)) → (α : δ)
Ax2. 	 (α ˄ β) : α
Ax3. 	 (α ˄ β) : (β ˄ α)
Ax4. 	 α : (α ˄ α)
Ax5. 	 ((α : β) ˄ (β : α)) → ((¬α : ¬β) ˄ (¬β : ¬α))
Ax6. 	 ((α : β) ˄ (β : α) ˄ (δ : γ) ˄ (γ : δ)) → (((α § δ) : (β § γ)) ˄ ((β § γ) 

: (α § δ))), for § ∈ {→, ↔, :}
Ax7. 	 ((α : β) ˄ (δ : γ)) → ((α § δ) : (β § γ)), for § ∈ {˄, ˅}
Ax8. 	 (α : β) → (α → β)

Modus Ponens (MP) { → β, α} |− β is the only inference rule of CLcont. One 
of the most important CLcont-theses is α : α, a trivial formula easily inferred by 
Ax1, Ax2 and Ax4. 

An adequate semantics for CLcont is the class of all so-called CLcont-models, 
i.e., matrices M = (A, D), such that A = (A, −, ∩, ∪, ⇒, ⇔, ⊃) is an algebra sim-
ilar to LU, D is a nonempty subset of A and for all a, b ∈ A,
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1.  a  =  a  ∩  a
2.  a  ∩  b  =  b  ∩  a
3.  −a  ∈  D	 iff	 a  ∉  D
4.  a  ∩  b  ∈  D	 iff	 a  D and b  ∈  D
5.  a  ∪  b  ∈  D 	  iff	 a  ∈  D or b  ∈  D
6.  a  ⇒  b  ∈  D	 iff	 a  ∉  D or b  ∈  D
7.  a  ⊃  b  ∈  D	 iff	 a  =  b  ∩  c,  for some c  ∈  A

Semantic inference is defined in a standard way: 

X |=UCl α	 iff	 for any CLcont-model M = (A, D) and v∈Hom(LU, A) 
v(α)∈ D, if for any β ∈ X, v(β)∈ D. 

According to the desired meaning of a new connective, p : q is true if the content 
of sentence q is included in the content of sentence p. Thus, sentence p : q is true if 
and only if the content of q is a part (not necessarily proper) of the content of p. In 
other words, p : q is true, if sentence p says what is said by q. Of course, p can say 
something more than what is said by q. (Simultaneous truthfulness of p : q and q : p 
means that p = q is true, and so p says what is said by q and q says what is said by p).

The aim of construction of a new connective is simple: to express the fact 
that the content of one sentence is a part (not necessarily proper) of the content 
of another sentence. Therefore, the meaning of the new connective refers direct-
ly to the connective of conjunction. Truthfulness of sentence p : q means that p 
is a conjunction, in which q is one of its conjuncts. In such a sense, the content 
of sentence q is a part of the content of p. This feature makes content implica-
tion an excellent tool for organizing the semantic structure of a given system of 
propositions. At the same time, content implication turns out to be the perfect 
complement to the hybrid model postulated in this paper.

6. Conclusion

The objective of this paper was to compare structural semiotics with nat-
uralistic semantics. The advantages and disadvantages of each were examined, 
and both approaches were shown to be complementary to one another, thereby 
providing a basis for further development of a hybrid system by combining the 
strengths of the two models.
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Dorota Rybarkiewicz

OUT OF THE BOX THINKING

1. Introduction

If we accept that out of the box thinking is important, especially when hith-
erto existing solutions are applied to little avail, then understanding this process 
is also extremely important. 

The primary observation here is that out of the box thinking is powerfully 
constrained by the very nature. In addressing this phenomenon we need to rec-
ognize that once the mind is furnished, it is difficult for it to entertain novelty.1 
Viewing the situation through the metaphor of canyon and plain not only allows 
for an insight into this question but also offers a method of inducing a change.

2. Canyon

Fancy that you are moving along some deep canyon and all you can see are its 
walls of stone. You feel safe inside and just follow the unique direction possible.

As much evidence shows, some part of human thinking may be compared 
to torrents flowing in deep canyons. And as in a real ravine the visual perspective 
is confined by its slopes and one can follow the only path, similarly, the train of 
thoughts is limited to the most easily accessible and immediate “pathways” with-
out perceiving the possibility of choice or change. These are real thinking can-
yons, i.e. most deeply rooted and long-standing beliefs, attitudes, and opinions. 
They are the last to be changed. They play the role of a censor sometimes causing 
a  cognitive dissonance, for example, a  person who is asked to write an article 

1  I do not mean the “novelty” complying with canyons.
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defending views contrary to their own and paid a negligible amount of money 
experiences cognitive dissonance and to avoid it starts to agree with what he/she 
has written. Thus, their prevailing canyon: I am rational, remains unaltered. Even 
Einstein succumbed to the canyons (he was convinced that the universe cannot 
change) and added a cosmological constant to stop the expansion (or contrac-
tion) predicted by his own relativity theory.2 

The question about the source of such canyons has at least two complemen-
tary answers.

First, this feature of thinking seems to be strictly connected with the traits 
of our memory, but not, which should be emphasized, with any memory im-
pairment. According to Eysenck, Keane (Eysenck, Keane, 2010: 272, 631, 636) 
declarative (explicit) memory registers events, rules, references and meanings, 
while non-declarative (implicit) one registers procedures and is connected with 
emotions, skeletal musculature, habituation, and sensitization (increase in the 
responsiveness to a stimulus as a result of its repeated presentation), and prim-
ing (increased sensitivity to certain stimuli due to prior experience) (Forster, 
Davis, 1984). The latter two supposedly explain the tenacity of canyons. 

Moreover, the storage of memory and its persistence suggest the existence 
of engrams3 by which memory traces are stored. Engram is thought of as a per-
manent impression left on protoplasm as the result of stimulus, i.e. any psychic 
experience. Neuroscientists have long sought the location of these memory 
traces. Recently (Liu, Ramirez, Pang, 2012) have identified the cells that make 
up part of an engram for a specific memory and reactivate it using a  technolo-
gy called optogenetics. Memories of experiences are encoded by chemical and 
physical changes in neurons, and by modifications to the connections between 
the neurons. The study also provides further evidence that memories are stored 
in networks of neurons that form memory traces for each experience we have.

Thinking, being naturally immersed in memory, shares its features. The dif-
ferences between kinds of memory are reflected on neurological level, neverthe-
less, although separated, they often share neurological regions yielding kind of 
resonance, for example, She is like lemon juice apart from semantic regions acti-
vates sensual ones. (This is important for co-occurrence and reconciliation pre-
sented below).

2  When Hubble’s study of nearby galaxies showed that the universe was in fact expanding, 
Einstein regretted modifying his theory and viewed the cosmological constant as his “greatest 
mistake”. However, now it is again seriously reconsidered. 

3  The term introduced by Richard Semon, German zoologist, in 1921.
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When we gain a novel thought, a new engram appears and once it is formed 
it becomes part of memory/ies. The trace is left and cannot be wiped out. This 
must greatly influence the way people think, and especially what they think. 
Namely, they tend to think what they have already thought. Stereotypes are the 
most commonly recognized members of this group. In light of neuroscience can-
yonical thinking is biologically grounded. 

Second, apart from biological, there are pragmatic reasons of this constancy. 
Our tendency to stay within/in the canyon seems to be ruled by Zipf’s principle 
of least effort (PLE) (Zipf, 1949). The principle may be briefly spelled out as: 
the greatest effect with the least effort! It holds for all fields of human activity. 
The principle explains both: changes, for example, the linguistic preference for 
abbreviations rather than full forms as “flu” for “influenza”; as well as stagnation 
when its estimated value does not mean any gain as, for example, the refusal to 
replace the known computer software with a new one. 

What is important, the principle seems to imply its conscious and free ap-
plication assuming that people always strive to minimize the expenditure. How 
much freedom is actually realized is a  different matter. The favorable balance 
may be disturbed by manifold factors, for instance, addictions. Sometimes the 
confrontation between evidence and reason turns into a  battlefield on which 
the latter loses. The experiments conducted to investigate possible change of 
our opinions concerning others show that despite the fact that the evidence was 
sound, people chose not to adjust their beliefs to the new pieces of information, 
no matter how irrefutable these were. Once judgments have been formed, they 
have tendency to persevere even in face of totally discrediting data (Anderson 
et al., 1980). This is possible due to the nature of brain (undoubtedly, it is dif-
ficult to leave a precipitous canyon) but also due to PLE because people see no 
reason to invest in such an unprofitable change. No additional psychological 
aspects that may block the change as rigid thinking, fears or compulsions have 
been considered, although they may pose an insurmountable obstacle to bear 
a new thought. For example, trauma makes canyons deeper and sometimes less 
reasonable, for a victim may even avoid people in the shoes similar to the ones 
the oppressor used to wear. Marginally, note that of special interests may be here 
the link between canyons, persuasion (psycho-manipulation), and PLE. 

Canyons are carved by experience, either sensual, emotional, or discursive 
(information, persuasion, argumentation). The most intriguing, however, are 
canyons that enter by the back door. They often accompany “official visitors”, 
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i.e. messages (or events) we are aware of. Such invisible guests are in fact can-
yon occurrences stemming from canyon types encoded in the language. In other 
words, some canyons are an inherent part of language and when language is used 
to communicate, canyons pass unnoticed but obviously they bear their content. 
Two such canyons can be specified: Hannah Arendt’s petrified analogies and La-
koff and Johnson’s conceptual metaphors. In cognitive terms, both are codified 
mappings of one domain (source domain) into another (target domain). This 
will be specified in the sequel.

Hannah Arendt (see: Arendt, 1991: 153) (following Kant) observed that 
abstract concepts are not referred to with the vocabulary indirectly related 
to our thinking abilities but by means of the words primarily connected with 
our common sensory experience. The process of borrowing the words is not 
arbitrary but based upon analogy. For Kant, analogy (metaphor) is the only 
way of being of pure reason. Metaphysical knowledge is possible due to anal-
ogy. According to Arendt all philosophical concepts are metaphors, which she 
calls petrified analogies. The function of metaphor is to direct the mind towards 
the world in order to connect mind’s activity and the abstract outcomes of its 
activity with comprehensible words directly related to the world. One of the 
examples is the word idea. When Plato was introducing this word into philos-
ophy he could hear it occasionally used in a pre-philosophical sense; it meant 
a  pattern, model, image that an artisan must have before his eyes to make 
a concrete object like a vase, or a robe. Through such an etymological insight 
into words referring to abstract concepts there emerge petrified canyons with 
their dormant power of directing thoughts towards source domains, i.e. their 
original meaning. 

Similar mechanism of viewing one thing in terms of another stands behind 
other canyons inherent to language, conceptual metaphors. Conceptual meta-
phors are glimpsed behind linguistic (dead) metaphors and are a cognitive phe-
nomenon of mapping, as the tiny example below shows:

a.  Man consumes energy. Machine consumes energy.
b.  Replace part of the body with… Replace part of the machine with…

The conceptual metaphor here is: man is a machine.
Conceptual metaphors display systemic nature and show that we are more 

rational than it may have seemed so far. Lakoff and Johnson, having analyzed 
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some basic conceptual metaphors like: life is a journey, love is war, time is space, 
category is a container concluded that they pervade language and exert great 
influence on our thoughts and perception (Lakoff, Johnson, 1980). Neverthe-
less, their power in carving canyons is still underestimated. Strong connection 
between conceptual metaphor and models and paradigm is especially notewor-
thy in this context. 

Canyons are a  hidden power behind the throne. Concrete thoughts, deci-
sions, and actions reveal their presence but not necessarily make them explicit in 
the form of clearly stated assumptions or reasons. Although they are detectable 
traces in different brains regions, the question how to elicit them remains open. 
The next question is how to change or replace them in order to initiate out of the 
box thinking. The strategy proposed is called plaining. 

3. Plain

You have just managed to get upon the canyon edge. Standing on the cliff, you 
can see a plain all around with its fairy colors and shapes. New perspectives, almost 
unlimited number of directions, and finally… the necessity to choose one in order to 
continue the march.

Any kind of invention (but not only) is closely connected with a more gen-
eral process that I call plaining.4 One reaches the upper edge of the canyon and 
gains a double view, an old one on the canyon and a new one on the surrounding 
plains. Some fusion of the views is experienced and, in result, each looks different. 

Plaining would consist in providing the system of thoughts (canyons) with 
a novel point of reference. On the one hand, it is true that everything is undergo-
ing change in a continuous manner, so that we can enjoy novelty all the time. But 
on the other hand, we already have fixed engrams. Therefore, only in some cases, 
plaining may be a spontaneous response to the stimuli coming from the outer 
world. More often, it must be an intentional act performed with some effort. As 
the history of science shows, plaining that stands behind the eureka moments 
of the creative process, although is experienced as sudden and unexpected, is al-
ways provoked by the preceding thought labor. The question is how this crucial 
moment may be captured and turned into a more regular practice. This is not 

4  Plain – a large stretch of flat land, but also: clear, easy to see, hear or understand.
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a new question and, for example, the creative use of metaphors is one of the an-
swers. The present proposal is its natural extension. To this aim, next two steps 
can be made: co-occurrence and reconciliation.

4. Co-occurrence

You look and compare in order to choose the most suitable way or at least the one 
you like the most at the moment of choice. 

Our brain tends to compare things. It also focuses on comparing things that 
are easily comparable and avoid difficult comparisons (Ariely, 2008: 7). We are 
always looking at things around us in relation to others, and not only physical 
things but states, emotions, attitudes, points of view, abstract concepts, anything. 
We always compare, and “analogy is the core of cognition” (Hofstadter, 2001). 
Most people even do not know what they want without comparison. Co-occur-
rence is a natural environment of comparison. Every co-occurrence of any items 
(experienced, perceived, thought of, imagined), is like reaching the edge of the 
canyon in the sense that two perspectives meet at the same point, some center 
of comparison. For example, the experience of passing through the shady can-
yon exerts influence on our attitude towards the sunny plains. Similarly, every 
thought and experience modify what is coming next, which may be called the 
extended priming effect. Even if the influence is subtle or not obvious, it seems 
that it always affects our ways to certain degree.

Most spectacular co-occurences procured by men in the fields of science 
(eureka effect), arts, and jokes (humor) have been described by Koestler as biso-
ciation (Koestler, 1964). Koestler, investigating the secrets of creativity and in-
ventions of various scientists and artists, noticed that their way of thinking is not 
associative but bisociative. He coined the term in order to make a distinction be-
tween the routine skills of thinking on a single plane, and the creative act, which 
always operates on more than one plane. The former can be called single-mind-
ed, the latter double-minded, “transitory state of unstable equilibrium where the 
balance of both emotion and thought is disturbed” (Koestler, 1964: 34–35). For 
Koestler, bisociation is the mixture of concepts taken from two contexts or cate-
gories of objects that are normally considered separate by the literal processes of 
the mind. It means to join unrelated, often conflicting, information in a new way. 
The pattern underlying the creative act is “the perceiving of a situation in two 
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self-consistent but habitually incompatible frames of reference” (ibid.: 35). This 
has been justly objected by Hans Lenk who noticed that we frequently deal with 
more than two plains and, therefore, there are “multiple collisions, collusions 
(playing together), confounding phenomena, interconnections and inter-stim-
ulations of many kinds and planes…” (Lenk, 2007: 307). More general term of 
co-occurrence adopted here, embraces an arbitrary number of elements com-
pared. Moreover, it covers all cases of interstimulations and not only those char-
acteristics for scientific and artistic achievements or jokes. 

For Koestler there are two things making co-occurrence, and thus compar-
ing, interesting. The first is pleasure found either in beauty of any kind (art) or 
in good humor (jokes). The other is the benefit of introducing a new model in 
science. Our point of departure is different, namely, the motivation to compare 
what co-occurs is a need to fill in gaps. Gaps arise in a wide variety of situations 
when, for instance, we face the unknown or feel lost, and are just a characteristic 
feature of our human condition. Gaps are byproducts of canyons and directly the 
effect of the way our brains work. The subsequent step, reconciliation, aims at 
gap filling. Davidson (see: Davidson, 1984) remarked, a propos the role of simi-
larity in metaphorical meaning that everything is like everything else. So what is 
so interesting in comparing? I think that the chance for filling a gap, i.e. reconcil-
iation, is. 

5. Reconciliation

Reconciliation, like a puncture, forces us to stop and change…

Reconciliation is filling in gaps. Practically, it is a co-occurrence that induces 
change in thinking, i.e. a canyon shift which later may be manifest in action. But 
this change is always motivated by the discomfort of a gap. Any arbitrary co-oc-
currence may result in a kind of “puncture” in the way of thinking and resembles 
re-pumping of our mind. Reconciliation, by definition concerns only the switch 
of thinking and not the sways of moods nor cases of changes of cognition con-
nected with physiology as, for example, the dependence of our sense of time flow 
on blood pressure. It must be admitted, however, that it often follows feelings5 

5  That affect is not necessarily post-cognitive was for the first time claimed by Robert 
B. Zajonc.
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and is not so much the outcome of reasoning and argumentation as of mere com-
paring, as eight examples presented in the sequel show. It should be emphasized 
that a novel canyon introduced by it can transform perception, meaning, under-
standing, attitudes, and deeds.

Comparing is a vastly discussed topic. From Aristotle up till now a lot has 
been written on similarity, resemblance, analogy, common characteristics (Rich-
ards), associated commonplaces (Black), potential connotations (Beardsley), 
entrenched associations (Grady), or in more dynamic terms, mapping (Lakoff, 
Johnson), redescription (Black), and many other terms linked with metaphor 
and comparing. Although it is impossible to deal with this abundance in this pa-
per, some traits of a comparing act must be specified to describe how and when 
it may result in reconciliation. It would be convenient to preserve the cognitivist 
terms for two domains compared (usually two are considered but I do not ex-
clude more): source and target. Typically the target system is new or abstract – it 
is to be understood, explained, investigated, while the source system is the one 
in terms of which the target system is described, it is familiar and perhaps visual-
isable. Source and target correspond, respectively, to: 

–– the elements of metaphor structure My dog is a  donkey (dog –  target; 
donkey – source);

–– to scientific field of investigation (target) and its model (source), 
e.g. sound waves – water waves; 

–– to a problem (target) and its solution (source), e.g. murderer – a beast 
or a virus; 

–– to something unnamed (target) and its proposed name (source) 
x – idea. The last one is the case of Black’s catachresis.

As the authors of Mental Leap observed, similarity, structure, and aim con-
straint comparing (mapping, analogy) (Holyoak, Thagard, 1995). I claim that the 
predominant aim of comparing is to fill in the gaps and not mere interest or curios-
ity mentioned by the authors. Koestler’s art and joke bisociations as not induced by 
gaps are not cases of reconciliations. The examples of reconciliations are: 

1.  Sensory illusion6.
2.  Metaphor.
3.  Model in science.
4.  Advert especially mind seducing.

6  Exceptional character of a gap.
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5.  Some psycho-manipulation techniques.
6.  Biblical parable.
7.  Generative metaphor.
8.  Psychotherapeutic story.
They all consist in seeing something as something else and are gap-oriented.

Co-occurence Reconciliation/
puncture They

Sensory illusions of two (or more) physical 
items

brain cognitive gap cheat the senses

Metaphors (linguistic) of two (or more) words, 
phrases, sentences

gap in meaning express other-
wise inexpress-
ible*

Scientific models of two domains (one 
theoretical)

gap in understand-
ing why or how

elucidate

Seducing adverts

Psychomanipulation

of two (or more) visual, 
auditory and linguistic 
items

gap in control seduce to do 
something

Parables of two layers of reality: 
physical and metaphysical

gap in access reveal what 
is otherwise 
covered

Generative metaphors

Psychotherapeutic 
story

of two phenomena: prob-
lematic and generative

of two stories: problematic 
real life story and genera-
tive reference story

gap in solution inspire to find 
solution

*  It seems that even paraphrasable metaphors are created in the situation when the proper 
meaning is sought and not found in literary language. Besides, there are also gap-lacking meta-
phors used as pure decoration.

All the above examples are briefly described below.
1.  Optical illusions boggle us but what we know for certain is the fact that 

they result from such a co-occurrence of elements that exposes gaps in our brain’s 
fragile sense of reality. For example, two lines being actually perfectly straight and 
parallel look like they were bulging outward in the middle. Or if you hold two box-
es, one large and the other small, of equal weight, you will perceive the larger box 
as lighter. One feels these illusions despite all of the information to the contrary. 
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That is the most tactile case of the power of co-occurrence and reconciliation re-
vealing how helpless we may be while experiencing them.

2.  However, such a feeling of helplessness seldom accompanies metaphors. 
Black initiated the change of paradigm concerning the metaphor (Black, 1962b). 
Since then metaphor has made a brilliant career leaving the exile of poetry, where 
it was admired but not treated seriously, and becoming the main mechanism 
of thinking. Metaphor may be described by means of three properties spelled 
out by Aristotle (Poetics, 1457b): transference, transformation (of meaning), 
and similarity/analogy (Rybarkiewicz, 1997). Notice that these properties are 
all known by various names in the philosophical, semantic, pragmatic, cognitive, 
literature. Aristotle’s transference is a special co-occurrence of words of which 
one is used beyond its usual context, like “broken-winged bird” in:

Life is a broken-winged bird
That cannot fly.7

Broken-winged bird in this context is like a sudden sight of plains and as both 
landscapes are compared, so are the terms in the poem. The gap in meaning is 
filled by means of Aristotelian analogy. In the resulting reconciliation mind fixes 
the attention on the most accessible in a given context meaning and adheres to 
it. This accessibility is driven by experience so the interpretations may vary sig-
nificantly. And just as only one direction of march across the plains is possible, 
comparing cannot be reversed (and thus metaphorical similarity is asymmetric): 

(1)	 His dog is a donkey. 

is not a synonym of

(2)	 His donkey is a dog.8

Black says that in metaphor we look at one thing through the lens of the 
other. Nevertheless, as more recent theories point out, both elements constitut-
ing metaphor influence each other and the meaning of the apparently neutral 
element – target – is also altered (for example, blending theory).

7  From Dreams by Langston Hughes.
8  Different features are the clue of interpretation: in (1) (possibly) obstinacy and in (2) 

(maybe) attachment.
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The role of metaphorical co-occurrence has been thoroughly discussed in 
a great number of areas. Generally, it helps to convey complex information in 
brief time. It reserves blank space for individual interpretation, highlights and 
hides particular aspects of the presented information. Due to these advantages it 
has been adopted as a handy tool in many areas, some as remote from language 
as visual arts, music, dance, or architecture. Referring to these cases by means 
of co-occurrence and reconciliation permits to preserve traditional meaning of the 
word metaphor, which may be an additional advantage of the presented approach.

3.  Scientific models seem to share the cognitive mechanism with metaphors. 
For this reason, they are also called metaphors. However, their sources and tar-
gets vary essentially, which justifies keeping separate terms for them. Many scien-
tists who commented on the nature of their discoveries had the idea of a model 
and employed it in practice. For example, Huygens developed the wave theory of 
light making use of the known wave conception of sound, and Fourier’s theory of 
heat distribution was based upon the analogy to the fluid dynamics laws. Scien-
tists like Maxwell consciously applied models that were some known structures 
of abstract relations to construct their own theories. Black distinguishes scale, 
analogue, mathematical, and theoretical models and describes the conditions of 
their use (Black, 1962b). For example, analogue model reproduces the structure 
or web of relations of the original in some new medium. Its dominating principle 
is isomorphism. Theoretical model emphasizes the transfer of elements of one 
(secondary) system, which is “relatively unproblematic, more familiar, or better 
organized” (Black, 1962b: 230) (domain) into the primary system, which is the 
original field of investigation. There must be some “principle of assimilation” to 
start the transfer, and that principle was referred to in many various ways: analo-
gy, intimations of similarity, framework through which one system is seen. Black 
calls this transfer the metaphorical redescription of the domain investigated. The 
transfer is a reconciliation resulting from the co-occurrence of two domains of 
which at least one is theoretical, the other may be “a serpent swallowing its tale”. 

4. Adverts are success pursuing co-occurrences directed to raising sale rate. 
The gap lies in the control of the market. Heath claims that the most effective are 

“mind seducers” (Heath, 2012: 4–6). He describes an astonishing case of advertis-
ing campaign: in 2001 a mobile network operator was launched under the name 
O2 and ran advertising campaign that showed blue water with bubbles bubbling 
through it and some lilting music in the background. The information was rath-
er enigmatic: O2, See what you can do. Despite its cryptic character (blue water 
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and bubbles are hardly characteristics one might look for in a mobile phone), O2 
had become market leader in four years. How is this possible? All schools of ad-
verts sticking to a   reliable information presented in an attractive way could be 
surprised by this absurd campaign. Heath suggests that the success may be at-
tributed to the seduction of our consciousness. One of the possible explanations 
of how mind is seduced by such an advert is mere exposure effect (Zajonc, 1968). 
Mere exposure effect subsumes that the contact with a given thing alone suffices 
to change the attitude connected with this thing. It also happens in case of sublim-
inal or peripheral exposure of less than 40 milliseconds. All such phenomena may 
be further explained by a Perceptual Fluency Model of R. Bornstein according to 
which perception without awareness “leads to inexplicable familiarity, which in 
turn raises favourability” (Bornstein, 1992, from: Heath, 2012: 81). 

5.  Closely connected with seducing are some methods of propaganda and 
psycho-manipulation. They also often resort to a straightforward co-occurrence. 
The most evident is the so called association technique already recommended in 
the Antiquity: Greek and Roman rhetoricians discovered that what we now call 
visualization (gr. hypotyposis) is more powerful in persuasion than any logical 
arguments. Some words as flower, sun, lion, sea immediately evoke an image thus 
activating various neural regions and have an overwhelming effect making us see, 
smell, hear and feel emotions. In brief, they bring synergy effect, which is difficult 
to control.

Especially Machiavellian is the co-occurrence of someone’s name and a lie. 
When consequently repeated, a lie like: X is a thief adheres to a person spoken 
about. Even if officially the audience declares misbelief, X is perceived as con-
taminated, which may be summed up: X has something to do with a theft. Blocking 
the canyon shift is almost beyond the will of the persuadee. Thanks to the mere 
exposure effect, reconciliation is flexibly adjusted to the purposes of the persuad-
er. Notice that X is a thief is not a metaphor but, certainly, metaphors can also 
persuade with the same mechanism. 

6.  Parables serve not the control gap as adverts and psycho-manipulation do 
but are to fill in the gap in our access to otherwise inaccessible knowledge, expe-
rience, world. In the Bible they are to reveal the matters of the Kingdom of God 
to  people. They are not mere moral instructions as some would like to think 
(McKenzie, 2005). In this sense a parable is a co-occurrence of two worlds: the 
known human, and the unknown divine. The analogies found may be so various 
that even the Apostles requested Jesus to explain the parables. Hermeneutics is of 
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much help in this case as the audience having no idea of the target (heavenly mat-
ters) has difficulty in the reconciliation; contrary to the scientists who match more 
known (a model) to a lesser known but known (theory they are just developing). 

7.  Generative metaphor is a  practical strategy of problem setting that em-
ploys the typical co-occurrence aiming at reconciliation. It aims at finding a solu-
tion via transference of the problem somehow hulled out and set in a new context. 
The idea was introduced by Schön whose main field of interest was social poli-
cy (Schön, 1993). Schön noticed that dominant metaphors, i.e. co-occurrences 
within a discipline define the problems, i.e. canyons of this discipline and argued 
that the essential difficulties in social policy have more to do with problem set-
ting than with problem solving. For Schön “the framing of problems often de-
pends upon metaphors underlying the stories which generate problem setting 
and set the direction of problem solving” (ibid.:139).

As an example he explores the case of slum housing. If the underlying co-oc-
currence of a slum is a blight or disease, then this encourages a reconciliation gov-
erned by the corresponding medical remedies, including the surgery whereby 
the blight is removed. On the other hand, if the co-occurrence is that the slum 
is a natural community, then this orients a reconciliation in terms of enhancing 
the life of that community. The two co-occurrences and reconciliations are quite 
distinct and have quite different consequences in practice. 

A variation of this kind of problem setting appears in the context of psycho-
therapy in a form of a story where the problematic real life story is replaced with 
a  generative reference story seen either as a  reinterpretation of the past or as 
a plan for future behavior. The psychological literature abounds in examples.9 

6. Summary

1. Our thoughts flow in canyons, at neural level they tend to freeze and re-
main stable. For us, it means that once we have learnt something, we stay with-
in this “knowledge” for two reasons: first, change would entail effort (which is 
regulated by PLE); second our brains are adjusted to survive, their engrams 
must be fixed to make us react quickly and properly if, for example, we come 
across a  viper. Our tendency to stick to canyons is also encoded in language. 

9  See, for instance, Rosen (1982). 
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Petrified metaphors (Arendt) and conceptual metaphors (Lakoff and Johnson) 
are petrified proofs of this process. Usually we think, react, and act in a canyonical 
way and canyons are our basic assumptions. 

2. Despite the resistance mentioned, we can leave a canyon. This is realized 
by means of a co-occurrence that presents us with a novel area to be compared, 
and gap-filling reconciliation which is an actual choice of the direction of the shift 
of canyon. I cannot think of any case of just leaving a canyon and remaining on its 
edge in a pre-decision state. Rather, our thinking tends to sink into another can-
yon, horror vacui at least on Earth, and either some external agents or we choose 
which. Two variations of the whole process are possible: aware or unaware.

3. An adequately procured co-occurrence and the resulting reconciliation is 
a more or less overt technique applied in manifold areas (examples above), but 
the main emphasis is laid upon turning it into a habitual thought pattern that 
not only enhances our creativity and rationality but also expands the sphere of 
canyons under (our own) control. 

Natural field of further investigation will concern the effects of reconcil-
iation: a  canyon shift often influences categories, recalibrates assumptions, re-
adjusts perception and touches emotions (not necessarily in this order). In 
consequence, purposes, decisions and concrete deeds are affected. Alas, often 
covertly. Then, discrete reconciliation should be another focus of inquiry.
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Annika Wallin

THE EVERYDAY OF DECISION-MAKING1

In this paper I will argue for the importance of studying the everyday of decision 
making, if we want to know more about what decision processes look like, how ra-
tional human beings are, and how we (if necessary) can improve decision making. 

1. Decision making without the everyday

When issues such as rationality and decision making are discussed, we often 
go back to standard decision theoretic descriptions of decision making, leading 
to recommended strategies such as the Principle of Maximizing Expected Utility. 
In order to use this principle we have to have access to at least two courses of 
action that lead to different outcomes. Savage (1954) describes this situation by 
a chef cooking an omelet. At the time of the decision this person has broken five 
good eggs into a bowl, but a sixth one is available. For some reason, this egg has 
to be used now or thrown away (perhaps the kitchen is closing for the summer?). 
Savage describes the situation in the following way: 

Act
State

good rotten
Break into bowl Six-egg omelet No omelet, and five good eggs 

destroyed
Break into saucer Six-egg omelet and a saucer to wash Five-egg omelet and a saucer to wash

Throw away Five-egg omelet and a  good egg 
destroyed

Five-egg omelet

1  This paper is partly based on the chapter “Decision making in everyday life” (Wallin, 
2008), but has been updated and changed.
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In order to decide upon a course of action the chef will have to decide how 
good or bad each possible outcome is. This is done by assessing the utility of a six-
egg omelet, the same omelet with a saucer to wash, no good omelet and five good 
eggs destroyed, and so on. In addition the decision maker will have to have an idea 
of how probable it is that the egg is rotten. Once this is done, the expected utility for 
each possible action can be determined. For instance, the chef who thinks the prob-
ability of a rotten egg is low, and hates waste will probably break the egg directly into 
the bowl, whereas a cautious and hungry person will use the saucer. Bayesian deci-
sion theory states that a decision maker should always select the alternative with the 
highest expected utility. This is the Principle of Maximizing Expected Utility.

It is not entirely clear from the Principle of Maximizing Expected Utility how 
decision makers should proceed when making a decision. Should they make lists, 
like the one above, or do they have other options? The reason that Bayesian de-
cision theory is relatively mute on the specifics of decision-making is that it is 
a normative theory. It describes what a good decision looks like, but does not 
presume anything about how decisions are made. Nevertheless, the most obvi-
ous option for someone attempting to maximize expected utility is to identify 
each possible action and state of the world, to assign each state a probability and 
each possible outcome an utility. But although the recommendation to do so 
seems very sensible, it is not altogether easy to follow. As a matter of fact, the the-
oretical framework developed by Savage requires an agent that has, among oth-
er things, full information and infinite sensitivity. This is obviously not true for 
any living decision maker, but the intention of models of ideal rational behaviour 
(such as Savage’s) is not to be realistic, but rather to explore the nature of rational 
choice (cf. Sahlin et al., 2010; Wallin, 2013). 

2. Decision making without the everyday 
in judgment and decision-making

Interestingly, however, the ideal rational model (often named Economic 
man) has had a strong presence in the area of judgment and decision making de-
spite the fact that it is obviously unrealistic. This is not entirely unsurprising: af-
ter all it is a model of rational decision making, and alternative models are scarce. 
Ward Edwards explicitly introduced Economic man into the field of judgment 
and decision-making in the 1950s: 
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It is easy for a psychologist to point out that an Economic man who has the properties dis-
cussed above [complete information, infinite sensitivity, rationality] is very unlike a  real 
man. In fact, it is so easy to point this out that psychologists have tended to reject out of 
hand the theories that result from these assumptions. This isn’t fair. […] The most useful 
thing to do with a theory is not to criticize its assumptions but rather to test its theorems. 
(Edwards, 1954: 382)

This approach was picked up by Amos Tversky and Daniel Kahneman’s 
heuristics and biases research. Perhaps it culminated with a Science paper (Tver-
sky, Kahneman, 1974), in which violations of some very fundamental “statisti-
cal rules” were summarized and described (ibid.: 1130). Among other things, 
participants did not seem sensitive to the prior probability of an outcome, to 
sample size, or to predictability. Through such deviations the authors argued for 
the existence of heuristics: simple decision rules described as being “highly eco-
nomical and usually effective”, but leading to “systematic and predictable errors” 
(ibid.: 1131). These, and similar results, have been famously described as having 
“bleak implications for human rationality” (Nisbett, Borgida, 1975: 935). How 
the results should be interpreted, whether participants violate fundamental sta-
tistical rules, and whether the implications for human rationality are truly bleak 
has been discussed since. The resulting debate has been named the rationality 
wars by Richard Samuels and colleagues (2002).

I will not focus on the rationality wars here, nor on the issue of how ratio-
nality has to be studied. I will simply point out that the research traditions that 
aim at studying how closely human behaviour approximates Economic man has 
a focus on using paper and pencil tasks where, for instance, sensitivity to prior 
probabilities is examined. This leads to famous and extremely well investigated 
tasks involving taxicabs, feminist bank tellers and Asian diseases that have little 
resemblance to the type of decisions and judgements we usually are engaged in. 
It is my strong belief that this research has to be complimented by studies of real 
life decision-making and this for three reasons. First, if our decision-making is 
shaped by anything, it is by common activities for which we receive feedback. 
Therefore, the decisions strategies shaped by, for instance, the tasks we accom-
plish in a supermarket, are more likely to influence our decision making regard-
ing complex issues such as choice of medical treatments, voting behaviour and 
economic commitments than the other way around. Second, if we study familiar 
tasks we will get a more realistic, useful and likely positive view of human ratio-
nality. Thirdly, the study object – the tasks with which decision making is usually 



	   Annika Wallin  	

172

studied, is likely to have a great impact on what the resulting cognitive models 
are. In this I wholeheartedly agree with Ward Edwards when he says: “My own 
guess is that most successful models now available are successful exactly because 
of their success in describing tasks, not people” (Edwards, 1971: 640).

3. Why is it important to focus on the everyday?

Looking at real life decision situations it is obvious that decision makers do 
not compute the expected utility of each possible choice, as has been suggested 
by decision theoretical approaches to decision making. The important question, 
in my mind, then becomes how decisions are made – in real life settings – and in 
general.

One way in which my colleagues and I have tried to understand this is by 
investigating consumer behaviour in stores. By approaching people that do their 
everyday shopping we get a completely different decision task; a task that is fa-
miliar, where people are motivated, and where they over time receive feedback 
on the trade off between effort and decision outcomes. 

In one of our studies we observed shoppers buying (among other things) 
jam in a supermarket. These consumers had a choice of 91 different types of jam, 
all differing in taste, size, price, land of origin etc. in up to at least 90 different attri-
butes. Despite this plethora of information, the average participant spent only ap-
proximately half a minute contemplating his or her choice (Gidlöf et al., 2013b). 
If Bayesian decision theory is interpreted as a recommendation to compute the 
expected utility of every possible jar of jam, and to select the one that best satis-
fies the decision makers’ demands, grocery shopping would literally take forever. 
This state of affairs has been obvious to all researchers on decision-making, but 
regardless of this fact, the Principle of Maximizing Expected Utility was for a long 
time the only available description of how decisions are made. It was so ingrained 
in our way of thinking that researchers have spent decades trying to prove that it 
does not describe decisions in everyday life (see above). But if people do not list 
utilities and probabilities when they make a decision, what do they do? Can less 
taxing decision-making strategies still be reasonably successful? The answer is 
yes, but as we will see, decision quality then depends on the situation in which it 
is made. This is why I think that everyday decision-making is important. 

So then, what do consumers do it if they do not maximize expected utility?
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One possibility is that the consumers bought the same kind of jam they ordi-
narily prefer, not even trying to update their knowledge about the other available 
kinds. Such a  strategy saves time, and given that the shoppers are happy with 
their default choice, it is bound to be reasonably successful. Note however that 
these consumers run the risk of ignoring an even better option – perhaps a jam 
similar to their preferred one in all respects except a lower price. Thus a shop-
per sticking with what he or she knows is willing to trade an optimal choice for 
a quick, sufficiently good one. Herbert Simon (1956) called this principle of try-
ing to find something “good enough” satisficing. 

There are many strategies of this type. Decision makers can, for instance, 
use the strategy elimination by aspects: first compare all jams with respect to one 
of their attributes, such as their price. If one jar is cheaper than the rest, pick it. 
If several jars remain, compare these (and only these) with respect to another 
attribute, such as how much fruit they contain. Continue searching through the 
attributes in this way until you are left with only one jar of jam (Tversky, 1972). 
It is of course possible that there is another jar of jam somewhere on the shelf 
that has a better combination of attributes than the one you picked. Thus, a con-
sumer eliminating by aspects is also satisficing. They trade the cost of not finding 
the best possible option for the gain of not having to spend too much time and 
energy searching for the jam they buy. Such strategies are generally quicker and 
less demanding than comparing the utility of each option. 

It is clear that people use relatively little time and information in most every-
day decisions. To remain within the supermarket setting, Hoyer (1984) observed 
consumers buying detergent and found that they spent on average 13 seconds in 
the isle. When they were approached and interviewed about their decisions an 
overwhelming majority (90%) gave merely one reason for their choice such as 
its price, or their experience with the products’ performance. That consumers 
pay little attention in such everyday decisions is further confirmed by the fact 
that if you approach consumers just after they have selected a product not even 
half of them can correctly estimate its price, and a fifth cannot even give a rough 
estimate (Dickson, Sawyer, 1990). It is highly unlikely that these decisions were 
made according to Savage’s recommendations. The consumers’ behaviour is far 
more similar to Simon’s satisficers. 

A decision maker using a relatively easily applied decision rule may also get 
additional advantages. There is some evidence that a decision that is too complex 
decreases in quality, both with respect to how satisfied and confident decision 
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makers are with their choice and with respect to how likely they are to actually 
decide. One way in which this can happen is if decision makers are given too 
much information. This phenomenon has been given several different names 
over the years: information overload, choice deferral, the too much choice effect, 
and the paradox of choice. A  particularly elegant demonstration of how com-
plexity negatively affects decision makers is a study by the psychologists Sheena 
Iyengar and Mark Lepper (2000). They placed a tasting booth at an upscale su-
permarket where shoppers could stop and sample a variety of exotic jams. Some 
days the variety was larger, so that 24 types of jams were on offer. Other days only 
a subset of 6 of these 24 jams could be tasted (selected so that it contained the 2 
most and least popular jams, and two jams of medium popularity). The shoppers 
were about twice as likely to try some of the 24 jams than they were to do so with 
the smaller set. But far more of those that stopped and sampled from the small 
selection actually bought a jar of jam. 

One way this phenomenon has been explained is that it is too difficult to 
make a choice when the variety is large. A consumer choosing from a large variety 
will be confronted with more options, and someone trying to make an informed 
choice will thus have to consider more information. As a matter of fact, just tell-
ing people more about the properties of different options – such as the qualities 
of a particular jam – is enough to make choice more difficult and sometimes too 
difficult (Malhortra, 1982). Naturally the more information a decision rule re-
quires, the more affected will the decision maker be when the amount of infor-
mation increases. Thus it is possible that decision makers that rely on rules that 
require little information are less affected by the too much choice effect, that is, 
when they have to choose among many options, or are given lots of information 
about these options. 

On the other hand it is clear that a decision maker that ignores information 
runs the risk of making a bad choice in the sense that s/he misses an even bet-
ter opportunity. How worried should we be by this possibility? How much do 
decision makers loose by satisficing instead of optimizing? Even a satisficing de-
cision maker may end up with the best possible option, however that is defined. 
To determine how damaging it is to ignore information we have to consider also 
the environment in which a decision is made. For instance, simulations reveal that 
a decision maker looking at a single most important attribute – say, price in the 
case of grocery shopping – is still highly likely to select one of the best available 
options (within 90% of the best possible value) if the environment is such that 
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attractive features such as low price and a high content of fruit are positively cor-
related (Fasolo et al., 2007). For decisions in which positive attributes co-vary, 
decision makers that ignore all information except that pertaining to a single sub-
jectively important attribute will still make highly successful predictions. When 
positive attributes do not co-vary, ignoring information may lead to worse out-
comes. Thus an important aspect of decision-making is to select strategies that 
fit the environments in which they are used. Research in judgment and decision 
making indicate that people’s decision strategies vary with types of tasks and de-
cision environments (see for instance: Payne et al., 1993; Gigerenzer et al., 1999), 
and we know from our research that consumers in supermarkets are moderately 
successful (Gidlöf et al., 2013a). This leaves us with an important research ques-
tions: which strategies work well in which decision environments? (later on we 
will also ask how different decision strategies are activated).

4. Which strategies work well in which 
decision environments?

Decision strategies used in everyday life have to be frugal (i.e. require little in-
formation) and fast. It is impossible for a shopper facing almost a hundred types 
of jam to process all information carefully. Does this mean that we are bound to 
make bad choices? Actually not. Depending on the decision environment, fast 
and frugal decision strategies can be as successful as more complex strategies. 
They can even sometimes do better. 

Imagine, for instance, a group of American and German students trying to 
determine for long lists of randomly selected pairs of cities, which is the larger 
one. Is Dortmund larger than Munich or vice versa? And what about San Diego 
and Sacramento? When actual students are given the same choices a remarkable 
thing happens: the American students make equally good predictions for Ger-
man cities as they do for American ones (Gigerenzer, Goldstein, 1996; Gold-
stein, Gigerenzer, 1999; 2002). How can this be? 

The answer appears to be that ignorance is not random. Students, and peo-
ple in general, tend to recognize cities that are larger. Gigerenzer and Goldstein 
compared the number of mentions German cities got in the New York Times, 
and American cities in Die Zeit, and found a generally strong correlation between 
number of mentions and population size. If recognition is mediated by, for 
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instance, mentions in the press, the ecological validity of recognition is, in this 
case, quite high. This means that a  relatively ignorant student can utilize the 
non-random character of his or her ignorance when making a choice. Students 
that are familiar with both cities cannot, and have to rely on other information, 
such as the fact that Sacramento is the state capital of California. Such knowl-
edge can be misleading (San Diego is actually bigger) and in such circumstances, 
knowing less can outperform knowing more. Ignorant people can make better 
choices – when the environment is right. 

The recognition experiment demonstrates that it is sometimes an advantage 
to be ignorant. But there is other evidence that simple decision rules, such as tak-
ing the city you recognize (the recognition heuristic), may do well. Czerlinski and 
colleagues (1999) constructed 20 decision environments in which decision mak-
ers (in this case simulations following pre-defined decision rules) could search in-
formation about pairs of options and pick their winner, just as in the city example 
above. They were, for instance, required to predict dropout rates at high schools 
in Chicago given information about such things as their proportion of low-in-
come students, non-white students and SAT scores. Another task was to predict 
the selling prices of houses in Pennsylvania based on information such as proper-
ty taxes, garage space and total living space. These decision environments were 
based on statistics textbooks and reports, and were as true to real life as they could 
be. The authors constructed different rules that could be used to predict which 
house would be more expensive or which high school would have fewer dropouts. 
Some were relatively complicated such as multiple regressions, and some added 
the pros and cons without assigning them any weights (Dawes’ rule). Other rules 
were even more simple, such as a rule that basically searched information in the 
order of its validity and made a decision as soon as one piece of information dif-
ferentiated between the options. Since the rule searches information in order of 
its validity, that is, how accurate a decision based on this information will be, the 
rule was called take-the-best (note its similarity to elimination-by-aspects). The 
decision rules were then allowed to train on half of the available data sets (setting 
weights, or learning the validity of the different pieces of information as best as 
they could), and to make predictions for the other half. In this task the take-the-
best-rule surprisingly outperformed both multiple regression, and Dawes’ rule. 
A rule that ignored most of the available information thus made better predictions 
than rules that took all of it into account. How can this be? The most probable ex-
planation is that the more complicated rules take information into consideration 



	   The everyday of decision-making  	

177

that does not help them make correct predictions. They take too much of the in-
formation in the training set into account – and “overfit” to circumstances that do 
not generalize (cf. Martignon, Hoffrage, 1999).

The conclusion to draw from the above is that sometimes using less informa-
tion can be better – when the environment is such that it pays off. Nobel laureate 
Herbert Simon put it in the following way: “Human rational behavior is shaped 
by a scissors whose two blades are the structure of the task environment and the 
computational capabilities of the actor” (1990: 7). It is clear that most human en-
deavours (and in particular everyday decision-making) have to use limited time 
and resources. The fact that simple decision rules can perform so well thus gives us 
good reasons to assume that it is these types of strategies that people use in their 
day-to-day activities. Whether this intuition is true will have to be, and is current-
ly, tested in experimental studies. They will not be covered here. Instead the next 
question we will turn to is how people recognize which environment they are in.

5. When are different decision rules activated?

Oppenheimer (2003) challenged Gigerenzer and Goldstein’s recognition 
heuristic by constructing pairs of cities in which some where well-known and 
small (such as Chernobyl and Los Alamos) whereas others did not exist, but 
sounded like they were situated in densely inhabited areas (such as, Al Ahba-
hib, Weingshe, and Las Besas). Not surprisingly, participants were more likely to 
guess that the non-existing (and therefore not recognized) cities were larger. In 
a way this is not surprising, since these pairs of cities were explicitly constructed 
to recognitions’ disadvantage. However it points to an important question: what 
determines whether a decision rule is activated or not? 

One answer could lie in adaptation. With time and experience decision mak-
ers learn that a particular strategy is generally successful in a certain type of set-
tings (e.g. Payne et  al., 1993; Gigerenzer et  al., 1999). Such an adaptation can 
occur at both an individual and a cultural level (Wallin, 2007). Cultural and in-
dividual adaptation can also explain how particular decision rules could function 
unproblematically in relatively unknown environments. For instance, decision 
makers use possible causal relations between cues and criteria (the available in-
formation, and the outcome to be predicted) as a proxy for the ecological validity 
of each cue (Garcia-Retarmero et al., 2007). In this way, a rule such as take-the-
best can be used also for environments in which cue validity is unknown. 
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Another answer is that we often have no choice. Given the type of situation 
we are in, the time, information and computational resources available for a de-
cision may be small, and thus force us to use a  relatively fast a  frugal decision 
rule. A wonderful example of this is a study by Ap Dijksterhuis and colleagues 
(2006). They presented participants with more or less complex decisions, such 
as choosing a house or a car. One group of participants were given time to think 
about their choice, whereas others were prevented from conscious deliberation 
through a distractor task. Those that were given time to think about their choices 
were less likely to pick the best out of four cars when the choice was complex 
(i.e. the options had 24 attributes). When the choice was not complex (the op-
tions had only 4 attributes) those that had thought about their choice did better. 
Dijksterhuis and associates explain this by the advantages of unconscious pro-
cessing. Another explanation, that better fits the theme of this chapter, is that 
even if the environment determines that little time will be spent on a decision, 
reducing the information that is consciously processed in order to reach it might 
improve decision-making. 

Naturally there are also differences between people in how much time they 
spend on a decision, or which decision rules they use. There have been attempts 
to measure this as a personality trait with questionnaires such as “need for cog-
nition”. Dijksterhuis and colleagues complemented their laboratory studies with 
one in real life. They looked a choices made in two different actual stores. One 
of them offers relatively complex choices (IKEA) whereas the other sells more 
simple products such as clothing accessories (Bijenkorf). Costumers were ap-
proached as they exited the store and were asked to fill in a questionnaire aimed 
at identifying consumers who had thought a  lot, or relatively little about their 
choice. Some weeks later the customers were contacted and asked how happy 
they were with their choice. Non-thinking consumers were generally more hap-
py with their complex choices, than thinking consumers were, and the opposite 
effect was found for the less complex products. 

6. Summary

The goal of this chapter has been to show that everyday decision making 
matters. It is not enough to construct formal, normative, models of how deci-
sions should be made, because these models are difficult to apply to real life deci-



	   The everyday of decision-making  	

179

sion tasks. Furthermore, the environments in which decisions are made to a large 
extent determine the success of different decision rules. Given the right environ-
ment, ignorance can even outperform knowledge. There are many, highly use-
ful, shortcuts to good decision making, such as exploiting ignorance, imitating 
others, or ignoring less important information. Such decision strategies can only 
be fully understood if we study the environments of everyday reasoning. 
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SHORT- AND LONG-TERM SOCIAL INTERACTIONS 
FROM THE GAME THEORETICAL PERSPECTIVE:  

A COGNITIVE APPROACH

1. Introduction

Game theory is a  growing field of analytical modelling of interactions be-
tween agents. It has found many applications in economics and business ad-
ministration, as well as in social and cognitive sciences. Among various forms 
of one-off and multi-period games, the probably most popular one is known as 
a prisoner’s dilemma. This paper analyses the social interactions from the per-
spective of the equilibria resulting from the prisoner’s dilemma models with 
a short and indefinite time horizon.

A one-period interaction modelled in the prisoner’s dilemma setting results 
in an equilibrium point where the agents are maximising their short-term profit 
and thus, interacting, they reach a suboptimal point of overall welfare. However, 
in a model with an indefinite time framework, it is likely to reach an equilibrium 
which is consistent with the cooperative behaviour over a longer period of time. 
In result, an optimal point from the perspective of welfare is reached. In the fol-
lowing analysis, we relate these model results to social interactions and discuss 
their possible applications in cognitive science.

The paper is related to the literature on game theory and its applications in 
social interactions. Research in game theory dates back to the nineteenth century, 
when, among others, the theories of strategic interaction in oligopolies have been 

1  Views expressed in this paper do not necessarily represent the views of the European 
Central Bank.
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developed (see, e.g. Bertrand, 1883, or Varian, 2006 for an overview). In the first 
half of the 20th century, Neumann and Morgenstern (1944) applied game the-
ory to the economic interactions among agents who maximise their utility (see 
also Neumann, 1928 or Copeland, 1945 for the review of Neumann, Morgen-
stern, 1944). Following this, the field grew intensively, with the range of under-
lying concepts developed and extensive applications to many areas of economic 
research (see, e.g. Shapiro, 1989; Kreps, 1990 and Selten, 1999). In particular, in 
1994 John C. Harsanyi, John F. Nash Jr. and Reinhard Selten received the Nobel 
Prize in Economic Sciences “for their pioneering analysis of equilibria in the theo-
ry of non-cooperative games”. Following this work, game theoretical results have 
been validated from the behavioural perspective, as well as by experiments (see, 
e.g. Smith, 1992 or Crawford, 1997),2 while the framework to analyse conflict 
and cooperation of economic agents has been developed further.3 In cognitive 
science, game theory has been also widely used for a variety of applications and 
research questions (see, e.g. Carlsson, 1998; Skyrms, 2010). The contribution of 
this paper is to add some new aspects to this discussion.

The remainder of the paper is structured as follows. Section 2 outlines a basic 
model of the prisoner’s dilemma, with focus on a one-period and multi-period in-
teractions. Section 3 analyses social interactions from the perspective of the equi-
libria of prisoner’s dilemma game, as derived in section 2. Section 4 concludes.

2. Prisoner’s dilemma

The most popular model in the game theory is the prisoner’s dilemma. The 
game stems originally from the research conducted for military purposes in the 
middle of the 20th century. The following section discusses, first, the one-period 
interaction, outlining the game’s set-up, the Nash equilibrium and the welfare 
calculation. The second part of the section presents the iterated prisoner’s dilem-
ma, discussing possible strategies and their dominance. 

2  2002 Nobel Prize in Economic Sciences for Daniel Kahneman “for having integrated in-
sights from psychological research into economic science, especially concerning human judg-
ment and decision-making under uncertainty” and for Vernon L. Smith “for having established 
laboratory experiments as a tool in empirical economic analysis, especially in the study of alter-
native market mechanisms”.

3  2005 Nobel Prize in Economic Sciences for Robert J. Aumann and Thomas C. Schell-
ing “for having enhanced our understanding of conflict and cooperation through game-theory 
analysis”.
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2.1. One-period interaction

Prisoner’s dilemma game is a standard example of a cooperation problem. 
The game in its simple set-up has two parties, who interact in a one-off meeting. 
Originally, the game formulated by M. Flood and M. Dresher in the context of 
military-related research was formalised in Kuhn and Tucker (1950). The game 
is described as a problem of two prisoners, accused of committing jointly a crime, 
and facing an interrogation. Each of them can decide, without consulting with 
the other one, to admit the crime or not. If they both refuse to confess, they will 
both get only a mild conviction – an outcome resulting in a maximal joint wel-
fare. In case one of the prisoners confesses, while the other will deny the crime, 
the latter will suffer a long conviction, while the confessing prisoner will be set 
free – an outcome implying a maximum profit for one of the parties and a maxi-
mal loss for another party. 

In a more general setting, each of the players faces a simple choice: to “co-
operate” or “defect”. The outcomes of the game for each of the players can be 
summarised as follows:

Player II

cooperate defect

Player I
cooperate (A,A) (B,C)

defect (C,B) (D,D)

Fig. 1. Matrix of outcomes for one-period game

where C > A > D > B, and 2A > (B + C) > 2D. In a numerical example, the above 
setting would correspond to the following:

Player II

cooperate defect

Player I
cooperate (100,100) (0,150)

defect (150,0) (25,25)

Fig. 2. Matrix of payoffs for one-period game
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The outcome always denotes the payoff in units of each of the players, de-
pending on their action as well as the action of the counterparty (i.e. units received 
by player I, units received by player II). The contingencies involve a choice be-
tween “cooperate” and “defect” for each player. This would correspond to “re-
fuse to confess” and “confess” in an original example of the game. 

Analysing the possible outcomes from the overall welfare perspective, it is 
generally optimal that both players “cooperate” with each other, as they would 
maximise the joint payoff and minimise the inequality of the payoff distribution. 
However, from the perspective of a strategy, which is an optimal response to the 
other players’ strategies, i.e. from the perspective of Nash equilibrium, the opti-
mal strategy is quite different. Nash equilibrium can be defined as follows. The-
orem as in Nash (1950): 

Let (P, R)m×n be the payoffs of a bimatrix game.4 Then there exists a mixed 
strategy x* = (x1*, x2*, …, xm*) for player I and a mixed strategy y* = (y1*, y2*, …, 
ym*) for player II such that for any mixed strategy x = (x1, x2, … xm) for player 
I and for any mixed strategy y = (y1, y2, … ym) for player II, 

and

For a broader discussion, see also Raghavan (2002) and Hillas and Kohlberg 
(2002), as well as Khan and Sun (2002), all in Aumann and Hart (2002). 

Nash equilibrium of the prisoner’s dilemma game implies the outcome, 
where both players defect and reach the jointly minimal payoff. The Nash equi-
librium is reached by the players following their individual profit maximising 
strategy, which implies that they would prefer the choice yielding their person-
al maximum payoff. In particular, the decision faced by each player is that the 
choice of the strategy “cooperate” is less productive than the choice of the strate-
gy “defect”, i.e. C > A in the example above. Knowing this, each player anticipates 
the strategy of the counterparty, and tries to maximise his profit, given the strat-

4  A bimatrix game is a finite non-cooperative game with two players I and II, with payoff 
matrices P and R, respectively.
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egy, i.e. max((B,D)|counterparty strategy “defect”). Chammach and Rapoport 
(1965) show that the analogous result for the Nash equilibrium holds for several 
available strategies.

Another way to present the same problem is the diagram of choices of one of 
the players, depending on the unknown decision of another player:

Fig. 3. Diagram of choices for one-period game

In this form, a  solution can be found by dividing the game into parts, so-
called subgames, with subgame perfect Nash equilibria (see also Harsanyi, Selten, 
1988). In the example above, the overall game would consist of two subgames 
played by player II, with the choice of player I set as exogenous in each of the 
subgames. The Nash equilibrium derived in this way is also (“defect”, “defect”). 

Overall, the one-period prisoner’s dilemma game implies that if players fol-
low a  rational expectation of anticipating the counterparty’s move, the equili
brium will always be suboptimal form the perspective of (i) individual payoffs 
and (ii) the overall welfare.

2.2. Multi-period interactions

In a repeated prisoner’s dilemma game, the uncooperative equilibrium is not 
straightforward any more. The cooperation can be theoretically supported either 
in an infinitely repeated game (see, e.g. Rubinstein, 1982), or in a game with a fi-
nite number of iterations and an uncertainty about the counterparty’s strategy 
(see, e.g. Kreps et al., 1982). 

Player I

Player II

(A,A)

cooperate

cooperatecooperate

defect

defect defect

(B,C) (C,B) (D,D)

Player II
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As a starting point, consider a two-period game of a prisoner’s dilemma with 
a payoff structure as in section 2.1. The cumulative payoffs of players I and II, 
depending on possible sequences of choices between “cooperate” and “defect” 
strategies, are the following:

Iteration 1 Iteration 2 Sum payoff

(c,c)

(c,c) (200,200)
(c,d) (100,250)
(d,c) (250,100)
(d,d) (125,125)

(c,d)

(c,c) (100,250)
(c,d) (0,300)
(d,c) (150,150)
(d,d) (25,175)

(d,c)

(c,c) (250,100)
(c,d) (150,150)
(d,c) (300,0)
(d,d) (175,25)

(d,d)

(c,c) (125,125)
(c,d) (25,175)
(d,c) (175,25)
(d,d) (50,50)

Fig. 4. Matrix of payoffs for multi-period game

The solution of this game can be found by identifying subgame perfect Nash 
equilibria and using backward induction (see, e.g. Harsanyi, Selten, 1988). In the 
final iteration of the game, each player decides between their two strategies, con-
tingent on the outcome of the previous iterations, i.e. starting in the respective 
point in the decision tree. The above calculation shows that for any outcome 
of iteration 1, the strategy “defect” is optimal, in the sense of Nash equilibrium, 
for each player. As a result, through backward induction, the players would have 
to decide on their moves for iteration 1, knowing that the outcome of iteration 
2 will be (“defect”, “defect”). Comparing the payoffs from rows with (d, d) in 
iteration 2, again, a Nash equilibrium would be (“defect”, “defect”) in iteration 1. 

The same logic can be applied to finitely repeated games. The players an-
ticipate the last round, where it is optimal (in the Nash sense) to defect, and de-
fect in the previous round, going along the decision tree back to the first round. 
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However, when the horizon is infinite or the end point is distant and uncertain, 
other equilibria may occur. One of the possibilities is a strategy, which starts with 
a  cooperative move and always reflects the move of the opponent in the pre-
vious round, the so-called “tit-for-tat” strategy. Kreps, Milgrom, Roberts, and 
Wilson (1982) show that in a prisoner’s dilemma game with a small probability 
of a small fraction of players having a “tit-for-tat” strategy, this strategy starts to 
dominate and other players converge to it as well. As an outcome, players may as 
well reach a welfare-optimal equilibrium of cooperation in each round. Confirm-
ing this empirically, Axelrod (1984) reports on a contest of an N-step prisonner’s 
dilemma, where participants needed to submit the strategies. In fact, the “tit-for-
tat” strategy, submitted by A. Rapoport, appeared to be the dominating strategy 
in the contest (see also, e.g. Chammach, Rapoport 1965, and Rapoport 1970).

To summarise, this section illustrates how the same set-up of interactions 
can accommodate materially different equilibria, only depending on the horizon 
of the interactions. In particular, in a game with a one-off interaction, an uncoop-
erative equilibrium is achieved, where agents receive their second-worst pay-offs 
and overall welfare is suboptimal. A similar result is achieved in a multi-step set-
ting with the end-point of interaction being commonly known and not distant. 
In contrast, a setting of multi-period interactions with indefinite (or very distant) 
end-point, may likely result in a  cooperative behaviour with higher individual 
pay-offs and, consequently, a higher overall welfare. All these results are based on 
rational maximisation of profits from the individual perspective. 

In the next section, the theoretic equilibria of one-period and multi-period 
prisoner’s dilemma are related to social interactions.

3. Social interactions in the equilibrium of prisoner’s 
dilemma – cognitive applications

The results discussed in section 2 can be used in social sciences in two 
distinct but complementary ways. First, they can serve as theoretical explan-
atory model to understand different attitudes of social agents towards coop-
erative behaviours, depending on whether the horizon of social interaction is 
finite or not. Second, from the point of view of cognitive science, they provide 
a successful computational framework to model complex interactions between 
intelligent agents.
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The explanatory power of the above analysis may seem rather obvious. The 
correlation between the anticipated horizon of interaction and the increase of 
cooperative attitudes appears to be fully compatible with everyday experience. 
In case of both commercial and social interactions, individuals seem to be more 
likely to cooperate depending on the expected horizon of coexistence. The same 
is supposed to be true even for international relations.5 What is less obvious is 
how this observation can be used as a persuasive or negotiating tool to obtain 
optimal point from the perspective of individual payoffs or overall welfare.

The most intriguing aspect of the results presented above is that they can 
provide a sufficient mathematical explanation for the whole complex of phenom-
ena documented in social psychology. We mean the well-documented fact that 
the willingness to cooperate increases if agents are faced with potential infinity 
and inevitability of interaction (see, e.g. Aronson 2011, Darley, Berscheid 1967). 
For example, it has been observed that xenophobic attitudes decrease as a result 
of the interaction between people of different ethnic groups, provided that it was 
seen as unavoidable for the future coexistence (Aronson 2011).

Conventionally, these socio-psychological phenomena have been explained 
in purely psychological terms. They can, for example, be interpreted within be-
havioural learning paradigm (as one of many instances of the attitudes shaped 
by the behaviours), or, alternatively, regarded as an example of cognitive-disso-
nance reduction (Aronson 2011). Sometimes they are simply considered to be 
self-explanatory, or at least explainable by common-sense reasons.

While being intuitively appealing, conventional approaches seem insufficient 
for a precise and formal analysis of social interactions. Also, predictions about 
likely human behaviours need a more formal underlying model. Consequently, 
conventional approaches to understanding socio-psychological phenomena are 
of limited use for the purposes of the operationally-oriented cognitive science. 
This leads us to the second point mentioned above, i.e. the use of computational 
framework to model complex interactions between intelligent agents. In contrast 
to the socio-psychological explanations, the mathematical framework presented 
in section 2 provides sufficient formal theory for computational modelling of at-
titude changes in short-term and longer-term social interactions.

5  However, the issue becomes more complex when more sophisticated models are consid-
ered. In at least some cases the results considered here can lead to counterintuitive conclusions. 
Consider, for instance, arms race games or war games with the conventional/nuclear distinction 
as a determinant of interaction horizon.
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While the theory is very appealing, there still remains a methodological prob-
lem of adequacy, i.e., the correspondence of theory to reality. In other words, it 
seems important to ask whether the theory is true. While this issue is essential if 
the realistic explanatory theory is needed (i.e., if you want to describe what is re-
ally going on in agents’ minds), it seems less important form the instrumentalist 
point of view. In fact, if the proposed formalism is to be applied in the operation-
ally-oriented cognitive science, the issue of adequacy becomes irrelevant. The 
reason for this is that the model simulating human behavior must not necessarily 
work the same way as human mind. In the following, we leave it open for discus-
sion, whether the above should be interpreted in a realistic or instrumentalistic 
manner (even though we are inclined to the latter opinion). This is, in fact, part 
of a wider problem of the epistemological status of a game-theoretic approach as 
a whole, which, nevertheless, has been successfully applied from the very begin-
ning of cognitive science.

4. Conclusion

In this paper, we discuss the social reactions from a perspective of the game 
theoretical model of prisoner’s dilemma. The model results in largely different 
equilibria, depending on the length of the interaction between agents. In a short-
lived interaction, the model results in a suboptimal point of overall welfare due 
to the fact that agents maximise their short-term profit and act in an uncooper-
ative manner. In an interaction of long indefinite duration, the model results in 
an optimal point of overall welfare due to the fact that agents, maximising their 
long-term overall profit, act in a cooperative manner. Overall, this paper pres-
ents theoretically founded explanation of the strategically different behaviour in 
short-term and long-term social interactions, providing successful computation-
al framework for cognitive modelling.
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