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Abstract. In this paper I discuss one of the key issues in the philosophy of neuroscience:
neurosemantics. The project of neurosemantics involves explaining what it means for states of
neurons and neural systems to have representational contents. Neurosemantics thus involves
issues of common concern between the philosophy of neuroscience and philosophy of mind. I
discuss a problem that arises for accounts of representational content that I call “the economy
problem”: the problem of showing that a candidate theory of mental representation can bear
the work required within in the causal economy of a mind and an organism. My approach in
the current paper is to explore this and other key themes in neurosemantics through the use of
computer models of neural networks embodied and evolved in virtual organisms. The models
allow for the laying bare of the causal economies of entire yet simple artificial organisms so
that the relations between the neural bases of, for instance, representation in perception and
memory can be regarded in the context of an entire organism. On the basis of these simulations,
I argue for an account of neurosemantics adequate for the solution of the economy problem.
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Neurosemantics and the economy problem

The question of neurosemantics is this: how can something happening in a
brain come to constitute a representation of something else – something typi-
cally not happening in a brain? Whether cast specifically in terms of brains
or not, the essence of the question of neurosemantics is also at the heart of
much philosophical work concerning attempts to naturalize representational
content.

Representations are hypothesized to play diverse roles in the mental lives
of creatures. Perceptions involve representations of present events, memories
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involve representations of past events and intentions involve representations
of future events. Representations may be further distinguished in terms of the
direction of fit between representation and world. Indicative representations
are supposed to fit the world in virtue of being brought into conformity with
the world. In contrast, imperative representations are supposed to fit the world
in virtue of the world being brought into conformity with the representations
(Searle 1983).

These various aspects of representations can be characterized in terms
of the distinction between representational contents (what the representa-
tions are representations of) and representational vehicles (the representations
themselves). Thus, for instance, consider the difference between a memory of
some perceived event and a plan or intention to do something. One mark of
contrast may be made in terms of differences in content as follows. In the case
of memory, the representation is of some past event, whereas in intention the
representation is of some future event. Another mark of contrast may be made
in terms of the different characteristic causal interactions that vehicles enter
into with each other as well as the rest of the organism. Intentions, being
imperative representations, will thus play causal roles distinct from those
played by indicative representations such as perceptions and memories.

While there are many theories of what representational content is and how
representations come to have it, it is not entirely clear that these theories
are compatible with basic assumptions about the diverse roles that represen-
tations play in the internal causal economies of organisms. Let us call the
problem of showing the compatibility of a theory of content and these pre-
theoretic assumptions about the roles of representations within a causal
economy “the economy problem.”

The economy problem is due in large part to the emphasis that perception
has received in theories of content. Consider the kind of stock example typical
of this literature. Smith has a mental representation heretofore referred to as
“/cow/.” As the story goes, /cow/ means cow, that is, Smith has /cow/ in his
head and /cow/ represents a cow, or cow-ness, or cows in general. On the
standard story, Smith will come to have a tokenning of the representation
type /cow/ when Smith is in perceptual causal contact with a cow and comes
to believe that there is a cow, presumably by having, in his head /there/ +
/is/ + /a/ + /cow/ or some other concatenation of /cow/ with various other
mental representations. The main question addressed in this literature is how
/cow/, a physical sort of thing in Smith’s head, comes to represent a cow, a
physical sort of thing outside of the Smith’s head. This focus on the perceptual
case has made causal informational proposals seem rather attractive to quite
a few people,1 so let us focus on the following sort of suggestion, namely,
that /cow/ represents cow because in typical scenarios, or ideal scenarios,
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or in the relevant evolutionary scenarios, /cow/s are caused by cows, that
is, /cow/s carry information about cows. Thus, tokenings of /cow/s in the
heads of Smith and his relatives are part of the operation of a cow-detector.
A widespread presumption of this kind of view, and a not necessarily bad
one, is that the /cow/s you find in the perceptual case are the same things
that will be deployed in the memory, planning, and counterfactual reasoning
cases too. The presumption, inherited from a long empiricist tradition, is that
what ever happens in perception to wed representations to their contents,
can simply be passed along and retained for use in non-perceptual mental
tasks. In its most literal form, this is the view that whatever happens to items
in the perception “box” is sufficient to mark those items (picture them as
punch cards, if you like) as bearing representational contents. Those items
can thus be passed to other boxes in the cognitive economy, and retain their
marks of representational content even after they may go on to play quite
different causal roles. This is an interesting suggestion, but certainly open for
questioning. That is, what might seem like a good idea about the nature of
representations in connection with perception may not generalize to all the
other sorts of things mental representations are supposed to do. Presumably,
/cow/s, that is, mental representations of cows, have a lot more work to do
than take part in perceptions. Consider that /cow/s are used to remember
cows, to make plans concerning future encounters with cows, and to reason
about counterfactual conditions concerning cows (e.g., what if a cow burst
into this room right now?). Perhaps, then, the sorts of conditions that bestow
representational contents onto perceptual states are very different than the
conditions on representation in memory, which are yet different from the
conditions for representation in planning, counterfactual reasoning, and so
on.

A second concern, not unrelated to the first, is how you tell what and where
the /cows/ are in the first place. Focusing on the case of perceptual belief
brings with it certain natural suggestions: point Smith at some cows and look
for the brain bits that seem to “light up” the most. Much talk of representation
in neuroscience is accompanied by precisely this sort of methodology. But are
the bits that light up during the retrieval of memories of cows or counterfac-
tual reasoning about cows the same bits that light up in perceptions of cows?
And more to the point, how will various theories of representational content
cope with the different possible answers to this question?

The economy problem might best be seen as decomposing into a pair
of problems, the first concerning a question of representational content and
the second concerning a question of representational vehicles. The economy
problem for content is the question of whether the conditions that establish
representational content for perceptual representations are the (qualitatively
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or numerically) same conditions that establish the representational contents
of memories and intentions or whether distinct conditions are necessary. The
economy problem for vehicles is the question of whether the vehicles of
perceptual representations will be the (qualitatively or numerically) same
vehicles as in memories and intentions or whether distinct vehicles are
necessary.

These questions may seem particularly daunting to answer. What I am
asking about is how representations fit into the rest of a mind, that is, whether
recent stories about representational content are consistent with the most
plausible stories about what counts as fitting in. It would be nice, in this
context, to have some examples of minds simple enough so that we can
examine them in their entirety. So, instead of starting with a theory of repre-
sentation, either explicit or tacit, and poking around in real, complex, human
brains looking for the /cow/s, what I propose is a somewhat reversed strategy:
start of with some simple minds of some simple organisms, describing
how their survival promoting behaviors are accomplished, and then work
backwards to a naturalization of representation.

Animat methodology

The above questions concerning representation are pursued here by
employing a cognitive scientific methodology come to be known recently
as bottom-up AI or the animat approach (for a review see Guillot and
Meyer 2001). An animat is an artificial animal, either computer simulated
or robotic. Animat methodology involves three characteristic explanatory
strategies: synthesis, holism, and incrementalism. The synthetic element
involves explaining target phenomena by attempting to synthesize artifi-
cial versions of them, a characteristic inherited in large part from earlier
versions of Artificial Intelligence (Good Old Fashioned Artificial Intelligence
(GOFAI) as well as connectionist approaches). The holism referred to here is
not necessarily restricted to the semantic holism familiar in other areas of
philosophy of mind or cognitive science2 but is instead concerned with func-
tion more generally. The holistic take on function is that the function of an
organ or a behavior is best understood in the context of the whole organism,
or, more broadly still, in the context of the organism’s physical and/or social
environment. It is thus both embodied and embedded (Clark 1997). However,
this holistic impulse might seem to conflict with attempts to synthesize
phenomena. Synthesis must simplify to be tractable, yet whole organisms
are more complex than their subsystems, and social systems and ecosystems
are even more complex. An older strategy of simplification involves focusing
on subsystems of human cognitive processes, for example, as was done in
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Figure 1. Two Braitenberg vehicles and a stimulus source. Figure drawn by Pete Mandik.

GOFAI and connectionist models of word recognition. The comparatively
newer strategy of simplification embraced by the Animat approach involves
focusing on the entirety of organisms much simpler than the human case,
thus heeding Dennett’s rallying cry/question, “Why not the whole iguana?”
(1998: 309). In animat research projects of synthesis involve modeling the
simplest intelligent behaviors such as obstacle avoidance and food finding
by chemotaxis. The incrementalism of the animat approach involves building
up from these simplest cases to the more complex via a gradual addition of
complicating factors, as in, for instance, roboticist Rodney Brooks’(1999)
ongoing project of building an incrementalist bridge from robotic insects like
Attilla through to the humanoid robot, Cog.

Some of the earliest practitioners of animat methodology did not emanate
from the engineering and computer sciences, but were instead neuroscientists.
The neuroscientists Grey Walter (1963) and Valentino Braitenberg (1984)
have had a deep impact on the practice of animat methodology. Walter built
his robotic “turtles” Elmer and Elsie out of vacuum tubes and other elec-
tric components of the day. Elmer and Elsie were wheeled animats with
perceptual sensitivity to light and sound and capable of a rudimentary form
of associative learning. Unlike Walter, Braitenberg did not implement his
ideas in hardware, but the thought experiments conducted in Vehicles: Exper-
iments in Synthetic Psychology inspired the projects of many robotocists.
Braitenberg’s animats, the vehicles of his book’s title, were envisioned as rela-
tively simple collections of sensors and motors with excitatory and inhibitory
connections between them. Figure 1 depicts two of Braitenberg’s simplest
vehicles in the proximity of a stimulus.

The vehicle on the left has a single sensor on its front connected to a
single motor in its rear. If the line connecting the sensor to the motor is excit-
atory, then increased sensor activity will result in increased motor activity.
Stimulation of the sensor will result in the vehicle accelerating toward the
stimulus. The vehicle on the right has two sensors with crossed connections
to two motors. If the connections are excitatory, the vehicle will turn toward
a stimulus. For example, if the stimulus is to the right of the vehicle this
will result in higher activity in the right sensor than the left sensor, resulting
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in higher activity in the left motor than the right motor. If, in contrast, the
excitatory connections are parallel and not crossed, then the creature will
move away from the light.

Two points of immediate concern, both discussed by Braitenberg himself,
fall out of a consideration of Braitenberg’s vehicles. The first is the ques-
tion of to what degree it seems natural to attribute psychological states to
the vehicles, for example, to describe these creatures as loving or fearing
the stimulus source. The second is the question of whether relatively simple
systems can give rise to models of coherent behaviors such as taxis (the
movement toward or away from a stimulus source) and kinesis (movement
triggered by a stimulus) – that is, the question of whether these systems
are amenable to neuroscientific and neuroetholgical description. The terms
“sensor,” “motor,” “excitatory connection” and “inhibitory connection” have
natural applications in the neurosciences. And the promise of seeing how
they work together in the context of an entire organism to give rise to survival
promoting behaviors like food finding by positive phototaxis or chemotaxis
sparks the hope that along this path lies accounts of the evolutionary function
of the earliest brains and nervous systems more generally.

Contemporary practitioners of animat methodology have at their hands
techniques for addressing these evolutionary questions that arise. Nowadays
many computer programs exist that allow for the evolution of minim-
ally cognitive behaviors in populations of relatively simple neural network
controlled critters (for a review see Taylor and Massey 2001). Such programs
allow for the simulation of evolution by natural selection by providing for the
mechanisms of the variable inheritance of fitness. Such programs allow for
simulations that capture the embodied, embedded, and evolutionary aspects
of cognition.

The point of the simulations described below is to show that relatively
simple autonomous agents – agents with neural controllers of only, for
example, a dozen neurons and neural connections – are capable of acquiring
and sustaining in an evolutionary context several varieties of mental represen-
tation. The successes of these simulations have implications for addressing
the economy problem.

Overview of the simulations

The simulations described below were run using Framsticks 3-D Artificial
Life Software developed by Maciej Komosinski and Szymon Ulatowski
(Komosinski 2000, 2001). Framsticks allows for the simulation and evolution
of artificial organisms. Organisms are modeled as collections of connected
line segments (“sticks”), although visualizations usually depict these sticks as
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Figure 2. A sample Framsticks creature. This is a four legged land creature walking from the
lower left of the figure to the upper right. The creature has a single sensor on its head.

Figure 3. The nervous system of the creature depicted in Figure 2. This nervous system is
composed of two distinct parts. The smaller part is a stimulus orientation network that connects
a single sensor to a steering muscle in the creature’s torso. The larger portion is comprised of
a three neuron central pattern generator that drives the bending muscles of the limbs, thus
driving the creature’s walking.

cylinders. A sample creature is depicted in Figure 2. The simulated physics
of the Framsticks virtual world allows for the specification of the properties
of the sticks such as weight, friction, elasticity, and resilience. Additionally,
the world may be modified to allow for the simulation of underwater or dry
land environments. Creature construction allows for the use of neural network
controllers for the determination of creature behavior. The neural networks
of the creatures may be composed of sensory input neurons, motor output
neurons (for muscles located at the joints between sticks) and interneurons.
The state of each neuron is a sigmoidal function of the weighted sum of the
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neuron’s inputs. Figure 3 depicts the neural network of the creature from
Figure 2.

The arrangement and properties of sticks and neurons that comprise a
single creature is determined entirely by the creature’s genotype (no devel-
opmental factors are modeled). The genotype of the creature is a string of
symbols. The symbol string may be hand coded by the user or modified by the
evolutionary algorithm. A population of creatures is represented as a collec-
tion of symbol strings. Evaluation of creature fitness involves translating the
genotype into a creature, and assessing the behavior of the creature in the
world during the creature’s lifetime. Fitness may be defined by the user in
terms of weighted proportions of the following criteria: life span, horizontal
velocity, horizontal distance, vertical position, vertical velocity, body size,
and brain size.

The experiments described below involve four categories of mobile
creatures. The first category – The Creatures of Pure Will – contains creatures
that have no sensory inputs and the remaining categories all involve creatures
with sensory inputs. The second category – The Creatures of Pure Vision
– contains creatures that directly perceive certain environmental properties.
The remaining categories, in contrast, have to compute or infer the pres-
ence of environmental properties based on comparatively degraded sensory
input. The third category – The Historians – contains creatures that employ
a memory mechanism that allows the comparison between a current stimulus
and a remembered stimulus. The fourth category – The Scanners – contains
creatures that infer or compute the locations of environmental properties
based on a comparison of sensory representations of the environment and
representations of the states of their own bodies and actions. The scanners
thus employ a form of action oriented representation as described in Mandik
1999.3

Creatures of pure will: Procedural representation

The projects of synthetic psychology (Braitenberg 1984) and synthetic neur-
oethology (Mandik 2002; Cliff 1998; Beer 1990), count among their goals
to determine what the simplest possible systems are that exhibit phenomena
interestingly considered as mental. The assumption shared by all investigators
is that the target systems will need to be capable of movement. Motile organ-
isms as simple as euglena are thus more plausible candidates for mentality
than sessile organisms as complex as oak trees.

The initial investigations of the neural bases of the sustenance and modula-
tion of locomotion must come to terms with complexities completely ignored
by the synthetic psychology informing Braitenberg’s vehicle designs. In
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(a) (b) (c)
Figure 4. Figures 4a, 4b, and 4c depict three central pattern generator networks of increasing
complexity. They are, respectively, a single neuron with a single connection, two neurons with
two connections, and two neurons with four connections.

Braitenberg’s vehicles, the locus of propulsion is conceived of simply as
motors, black box devices on the posterior of the vehicle that might be imple-
mented by powered wheels, propellers or turbines. The control networks for
any Braitenberg vehicle need only send some level of activation or other to the
motors. But when we turn to consider how biological locomotion is accom-
plished, we quickly realize the neural network controllers will have more to
do than simply relay a signal to the motors with the content equivalent of “full
steam ahead.” Natural instances of motile organisms do not have motors that
can be simply turned on or off. Instead, forward propulsion is maintained by
some repetitive action: swimming animals must repetitively flagellate a fin
or tail, walking and crawling animals must repetitively move their legs, and
flying animals must repetitively beat their wings. Sending repetitive signals
to the relevant muscles is thus one of the major tasks of neural control
structures. One hypothesized class of neural mechanisms thought to generate
such signals are known as Central Pattern Generators (CPGs) (Eliasmith and
Anderson 2000).4 CPGs are thought to be typically instantiated in neural
networks as sets of reciprocally connected neurons. The simplest CPG would
consist of a single, self-connected neuron: a neuron whose sole input is a self
directed output as depicted in Figure 4a. More complex CPGs would include
additional neurons and/or additional connections. Figure 4b shows a CPG
with two neurons and two connections and Figure 4c shows a CPG with two
neurons and four connections.

One hypothesized advantage of more complex CPGs is that they allow
for the creation of a more complex command signal that is better suited to
the dynamics of the creature’s body in motion. That is, they allow for a
more appropriate motor representation of the ideal configuration of bodily
motions that will propel the creature forward. Note that the hypothesized
representations output by the CPGs are conceived of here as representations
with imperative contents, contents with success conditions instead of truth
conditions.

Designing the topology of such networks by hand is a relatively simple
task, but specifying the connections weights that will give rise to the oscil-
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Figure 5. The two-legged land creature used to compare the performance of central pattern
generators with the topologies depicted in Figure 4.

lating mutual excitation required to generated a repetitive command signal is
considerably more daunting. The challenge is not merely to create a repetitive
oscillation, but further, one suited to the musculo-skeletal configuration of the
motor organs and rest of the creature’s body. Fortunately, the evolutionary
algorithm in the Framsticks software allows for an automated solution to this
problem. Creatures with the connection weights in their CPGs initially set
to zero can be evolved to have weights optimized to generate a command
signal suited to the repetitive motion of their limbs. The following experi-
ment involves a comparison of the evolved performance of CPGs of varying
complexity.

The body of the creature used in this experiment – a two-legged land
creature – is depicted in Figure 5. Three kinds of creatures were compared,
each different kind had one of the three different kinds of central pattern
generators depicted in Figure 4. The creature’s bodies and neural topologies
were designed by hand, with the connection weights in the central pattern
generators initially set to zero. The creatures were subjected to an evolu-
tionary scenario in which fitness was defined as horizontal distance and
mutations were allowed to only the neural network connection weights. Five
populations of each kind of creature were evolved for 200 million steps of the
simulation.

The results of the experiment are depicted in the graph in Figure 6:
creatures with more complex central pattern generators out performed
creatures with less complex central pattern generators. The results support
the representational hypothesis mentioned above: the ability to create more
complex imperative representations enhanced the networks’ ability to sustain
the creature’s motion.



105

Figure 6. Results of the experiment comparing the performance of creatures with central
pattern generators of varying complexities.

While the evolutionary scenario modeled here is highly constrained, this
simulation illuminates the plausibility of evolving central pattern generators
in less constrained, more realistic evolutionary scenarios. Additionally, it
helps to see how our first variety of representation – motor imperative or
procedural representations – might be the products of evolutionary processes.
Note that the possibility sketched here is the possibility of evolving imper-
ative representations in the absence of any sensory input, that is, in the
absence of representations with any indicative declarative contents. Ruth
Millikan (1996) has argued that such a thing is impossible, claiming instead
that representations with only imperative contents cannot exist without there
first being representations that combine both imperative and declarative
contents. I will return to this topic later. For now, let us move to consider
what would be involved in introducing indicative representations into the
Framsticks creatures. It is time now to turn attention to slightly more complex
creatures and consider the addition of sensory inputs.

Creatures of pure vision: Sensory representation

The simulations discussed in this and the next couple of sections all involve
creatures that have sensory inputs sensitive to the presence of food in the
environment. This allows us to consider the next level of complexity in
our exploration of the simplest neural control structures that will support
minimally cognitive behaviors. The artificial creatures described below will
utilize sensory inputs to exhibit both taxis and kinesis. Taxis and kinesis are
commonly distinguished as follows. Taxis involves motion toward or away
from some stimulus, as in, for instance, positive phototaxis, the motion toward
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Figure 7. Miron Sadziak’s four legged food finder.

Figure 8. The nervous system of Miron Sadziak’s four legged food finder.

a light source. Kinesis, in contrast, is not as sensitive to the location and
heading of the stimulus, but is instead motion that is either triggered by or
suppressed by a stimulus. An example of kinesis would be if an animal ran
around at random within a certain temperature range and stopped moving
when outside of that range (Hale and Margham 1991).

For a simple example of how positive taxis can be modeled within Fram-
sticks, consider the following creature, the 4 legged food finder designed and
evolved by Miron Sadziak. Figure 7 shows the body of the creature, Figure 8
shows the creature’s neural network.

Note that there are two distinct portions of the creature’s nervous system.
One part contains a central pattern generator that drives limb muscles for
walking. The other part is a stimulus orientation network consisting of two
sensors5 feeding into a single bending muscle in the torso of the creature that
controls the creature’s steering. The stimulus orientation network functions
so that if the activity in the right sensor is higher than the left, due to a
food source being closer to the right sensor, the steering muscle will guide
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the creature toward the right, and conversely for a food source on the left.
Driving taxis with a two-sensor system has some relatively obvious biolog-
ical validity, as in the photo taxis exhibited by caterpillars (Rachlin 1976:
125–126).

Miron Sadziak’s four-legged food-finder was largely hand designed. The
question arises of how evolveable such a solution might be within the
Framsticks software environment. Much of the trick involves the correct
specification of fitness, since the software does not have a specific fitness
criterion for amount of food found. One seemingly obvious approach would
be to provide food-rich environments and define fitness in terms of life span.
Creatures are born into the world with a finite store of energy and they die
when their store reaches zero. Their life span may be extended indefinitely
if they replenish their store with an indefinite quantity of food. However,
selecting for life span turns out not to be an optimal way of evolving food
finders because in many evolutionary runs sessile solutions (like growing
roots) are often favored over motile solutions of going to the food. On casual
experimentation I have found that selecting for distance is a more reliable
means of evolving food finders. Selecting for distance not only gets the
creatures moving in the first place, but increasing the distances they traverse
before they starve to death requires that they increase their likelihood of
finding a meal along the way.

There is a relatively straightforward sense in which creatures that find
food through the use of a pair of sensors have neural states that represent
two dimensions of spatial location of the stimulus in an egocentric reference
frame. The activation in a single sensor indicates one-dimension of spatial
location: how near or far the stimulus is from the sensor and thus from the
creature. The addition of the second sensor allows for the representation of
a second dimension of spatial information: in addition to near or far, right
and left are added to the mix (I postpone momentarily discussing how a third
dimension might be added). A walking creature or one swimming in relatively
shallow water is essentially confined to a two dimensional world and a two
sensor stimulus orientation system thus allows the creature to represent the
(egocentric) location of food items in that world. A creature with only a single
sensor is at a comparative disadvantage, since it will be incapable of telling
whether a given stimulus is, say, five feet to the left or five feet to the right.
However, there might still be some advantage to representing one dimension
of stimulus location as opposed to none at all. Single sensor creatures may
not have a genuine form of taxis (although this assumption will be subjected
to further scrutiny in sections Objections and replies and Conclusion) but
may nonetheless make use of it for a form of kinesis: the creature may scurry
about randomly until it is close enough to the food to absorb it. Being able
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to detect a single dimension of proximity can thus allow the creature to stop
long enough to enjoy the meal.

Elsewhere (Mandik 2002), I describe a Framstick experiment, the results
of which confirm the above hypothesis that representing two dimensions is
better than representing one dimension – which is itself better than none at
all. I evolved creatures in conditions similar to those described in the CPG
experiment described above. I hand designed bodies and neural topologies
for legged land creatures. Fitness was defined as horizontal distance. Addi-
tionally, food items were randomly distributed throughout the environment.
Three kinds of creature were tested: creatures with two sensors, creatures
with one sensor, and creatures with no sensors. Five populations of each kind
of creature were evolved for 200 million steps of the simulation. As expected,
two sensor creatures performed better than one sensor creatures which in turn
performed better than creatures with no sensors (Mandik 2002: 26–27).

There are interesting parallels between the performance and neural
networks employed by these single sensor Framstick creatures and the real
life example of the nematode worm C. Elegans. C. Elegans utilizes chemore-
ceptors to navigate up nutrient gradients. However, even though C. Elegans
has more than a single chemoreceptor, these organs are thought to be too
close together to give rise to meaningful differences of activation within
the very diffuse gradients that the worms navigate (Pierce-Shimomura et
al. 1999: 9557). They are thus, for all sakes and purposes, single receptor
creatures. Pierce-Shimomura et al. (1999) also note the pirouette motions that
C. Elegans make in nutrient gradients and Morse et al. (1998) have modeled
similar pirouette behaviors with a single sensor robot. I have observed that
the single sensor Framsticks creatures exhibit similar motions.

The Framsticks software allows for the modeling of swimming creatures
as well as walking creatures. Simulating food finders in a deep water environ-
ment allows one to utilize the evolution of taxis to address the issue of
representing three dimensions of the spatial location of a stimulus: near-far,
left-right, and up-down. A swimming creature able to represent two dimen-
sions of stimulus location is depicted in Figure 9 and its nervous systems is
in Figure 10.

Swimming is achieved by flagellation of a tail which is in turn achieved
by the sinusoidal activation of a chain of muscles driven by a central pattern
generator. This means of sinusoidal swimming is oft hypothesized in models
of, for example, lamprey locomotion (Ijspeert et al. 1999). This Framsticks
creature has two smell sensors on its left and right, which feed into a steering
muscle. Although this creature is virtually flawless in its ability to locate
food in shallow water environments, in deep water it cannot tell whether a
given food source is above it, below it, or in between. One possible way
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Figure 9. A 2-D food finder: a creature capable of detecting the location of a stimulus source
within two spatial dimensions.

Figure 10. The nervous system of the 2-D food finder depicted in Figure 9. A central pattern
generator drives a chain of muscles in the creature’s tail. A pair of sensors and a single
left-right steering muscle constitute the creature’s stimulus orientation network.

that one might attempt to endow a swimming creature with the ability to
represent all three spatial dimensions is by giving it a second two-sensor
orientation network mounted perpendicular to the first one. Such a four sensor
creature would have top and bottom sensors to drive an up-down steering
muscle in addition to left and right sensors corresponding to a left-right
steering muscle. However, I have run Framsticks simulations to show that
a four sensor system is not the minimal way to achieve the perception of
three dimensions of stimulus location: the feat may be accomplished with
only 3 sensors. I hypothesized that a configuration of three sensors, one on
the top and two on the bottom left and right would be sufficient for finding
food in three dimensions. I created the creature “Trishark” to implement
this idea.6 Trishark’s general body style is the same as depicted in Figure 9.
Trishark’s nervous system is depicted in Figure 11. Trishark’s stimulus orient-
ation system consists of three smell sensors, a hidden layer of 4 reciprocally
connected interneurons, and two steering muscles (up-down and left-right).
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Figure 11. The nervous system of Trishark, a swimming creature with a body of the same
style as depicted in Figure 9. Trishark’s stimulus orientation network, depicted in the bottom
portion of the figure, consists of three sensors, a four neuron hidden layer with lateral and
self-connections in addition to sensory inputs, and a two muscle steering system (containing a
left-right muscle and an up-down muscle).

The connection weights in the stimulus orientation network were developed
in an evolutionary scenario in which food was present, fitness was defined in
terms of lifetime distance and mutations were allowed to only the connection
weights.

The graph in Figure 12 shows the comparative performance of the two
sensor and three sensor food finders in varying depths of water. The 2-D food
finder excels in water depths between 1 and 7, but its performance dips far
below the performance of the 3-D food finder in depths of 8 or greater.

It is worth noting the inference based on differential performance used
here. It is not the case that the creature that represents more is, across the
board, more fit or better adapted than the creature that represents less. This
is especially evident in the comparison of performance between the 2-D and
3-D food finder in the shallow water environments. There are, nonetheless,
demonstrable effects on the performance of the creature’s different repres-
entational abilities, as is clear regarding their performance in the deep water
environments.

So far we have seen three kinds of creatures with sensory inputs for dis-
cerning the egocentric spatial location of food: single sensor creatures capable
of representing one dimension of the spatial location of the distal stimulus,
two sensor creatures capable of representing two dimensions of spatial loca-
tion, and three sensor creatures capable of representing three dimensions of
spatial location. Based on this observation, one might be tempted to accept
the following hypothesis: the minimal number of sensors for the represen-
tation of N dimensions of the spatial location of the distal stimulus is N.
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Figure 12. Results of the experiment comparing the performance of 2-D and 3-D food finders
in water of varying depths.

However, the simulations described below show some interesting challenges
to this hypothesis. In the simulations below, creatures utilize memory and
active scanning of the environment to do with a single sensor what the above
creatures required two sensors to accomplish. However, a modified version
of the hypothesis equating number of dimensions represented with number
of sensors will be true if restricted to creatures utilizing pure sensory repre-
sentation and thus helps to serve to distinguish pure sensory representation –
the creatures of pure vision – from the other kinds discussed below.

The historians: Memorial representation

The creatures described in the previous section used relatively simple neural
mechanisms to achieve positive taxis. I have been happy to attribute repres-
entational contents to certain neural states of these creatures. However,
other philosophers might be more conservative with their attributions. For
example, Dretske (1988) is skeptical of describing such mechanisms as genu-
inely representational, in large part because they do not exhibit learning.
Whether or not Dretske’s grounds for dismissing non-learning systems
as non-representational are ultimately sound, reflection on learning and
memory does inspire the pursuit of implementing it in simple neural network
controlled creatures. Another reason for seeking to implement memory in the
simple creatures described here is that memory provides clearer instances
of representation than the so-called pure sensory cases. As discussed in
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Mandik (2002) many would think it a requirement on representations that
they represent the spatially and/or temporally remote. If this “remoteness
constraint” is indeed a constraint on representation (and I am not saying that
it is), then creatures utilizing memory offer instances that more obviously
satisfy of the remoteness constraint than the kinds of creatures discussed in
the previous section (Mandik 2002: 17).

Implementing memory in Framsticks requires overcoming several chal-
lenges. First, Framsticks allows no changes to a creature’s topology or
connection weights within a creature’s lifetime, thus no kind of associative
learning or Hebbian mechanism can be implemented. Further, the early
version of Framsticks utilized here (version 1.78) allows very little control
over the placement of creatures and environmental features. For example,
creatures and food sources are placed in the world at random locations, so
there is not enough environmental stability for creatures to learn something
like where the food usually is.

In spite of the above challenges, there are certain aspects of memory that
are relatively easy to model within Framsticks. If memory is conceived of
encoding information about the past, then the construction of such networks
should be relatively easy. As discussed in Mandik (2002), the simple recur-
rent networks that serve as central pattern generators might also be pressed
into service as short term memory stores. Input to a recurrent network can
trigger a series of oscillations that eventually decay, thus mirroring at lest one
aspect of natural memory. However, this solves only a fraction of the memory
problem. Memory involves three components: encoding, maintenance, and
retrieval. The memory network envisioned so far only supplies a mechanism
for encoding and maintenance. The challenge remains of supplying a mech-
anism of retrieval, that is, supplying a means whereby the creature is able
to utilize the information that is stored. Additionally, there is the further
challenge of finding a use for memory within the rather limited domain of
food finding.

Below I describe a solution to these challenges that I have arrived upon.
Before describing the solution, it is worth briefly describing the solution’s
inspiration: some fascinating studies of memory in bacterial chemotaxis
performed by Daniel Koshland (1977, 1980). The bacterium E. Coli is able
navigate extraordinarily diffuse nutrient gradients. Due to the small size of
the bacterium, it is incapable of making use of anything like the multiple
sensor solutions described above. The difference between the concentrations
of nutrient impinging the different sides of the creature are too small to give
the creature any means of determining the direction of greatest concentration.
The problem faced by the bacterium might be thought of as analogous to
determining, by looking out a airplane window while flying through a dense
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cloudbank, the direction of greatest cloud density. Koshland hypothesized
that the bacterium was making use of some kind of memory to solve the
problem. To see how memory might be employed, think of the airplane
example. Suppose that you took a Polaroid photograph of the fog outside of
the window, and then waited a while. After waiting, you compare the photo-
graph to the current perception of the fog. If the current perception is that the
fog is lighter than the photographed scene, then you may infer that the plane
is heading away from the center of concentration. However, if the perception
is darker than the photographed scene, then the plane is heading deeper into
the clouds. By comparing percept to memory (instantiated here as the external
memory of the photograph) a moving creature can infer whether it is heading
up or down a gradient. Koshland tested the hypothesis by placing the bacteria
in different uniform concentrations and noting their change in direction. A
bacterium placed in a higher uniform concentration than it was in previously
will continue its heading, but if placed in a lower concentration will change its
heading. In both cases it is evident that the bacterium is storing some record
of past events, since how it acts in some particular environment is not deter-
mined solely by the current environment, but depends on what the difference
between the present and the past is. Perhaps the mechanism employed by the
bacterium is analogous to the one illustrated in the airplane example insofar
as it involves a comparison of the current stimulus to a memory of a past
stimulus.

The network in Figure 13 depicts an attempt to implement in a Framsticks
creature an analogous mechanism for comparing present and past stimuli.
The stimulus orientation network, like the network in a 2-Dimensional food
finder, involves a steering muscle that receives a pair of inputs. However, the
input to the network itself is only a single sensor. One of the inputs to the
steering muscle is a direct connection to the single sensor. The second input
to the steering muscle also comes from the single sensor, but the signal is
passed through a memory buffer consisting of a chain of neurons. There is a
slight delay between the receipt of a neuron’s input and the discharge of its
output. Thus, by increasing the number of neurons connected in serial, one
introduces an increased delay of the signal transmitted across the channel.

The stimulus orientation network depicted in Figure 13 thus offers a means
of implementing a memorial solution to taxis with a single sensor via a means
similar to that hypothesized for E. Coli. An intriguing hypothesis is that,
through the use of a memory circuit, a creature with only a single sensor
can do with only one sensor what the 2-D food finders were doing with
two sensors: through a comparison between the present and past distances
to the stimulus, represented in a single dimension, it is able to represent the
egocentric location of the stimulus in two dimensions.
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Figure 13. The nervous system of a creature that uses memory. The stimulus orientation
network is depicted in the top portion of the figure. Information from a single sensor passes
to a single steering muscle via two routes. The top route is a memory buffer containing eight
neurons wired in serial. The second route is a direct and thus faster connection from the sensor
to the steering muscle.

The Framsticks software allows two benefits in the pursuit of the truth
of this hypothesis. First, it allows for an experimental test of whether such
a scheme is feasible, and second, the evolutionary algorithm allows for the
possibility of tuning the connection weights in such a way to allow for the
information encoded to also be utilized by the behaving organisms. I describe
several experiments conducted along these lines.

In the first experiment, four legged single sensor creatures (similar in body
style to the creature depicted in Figure 2) were divided into two groups,
those with memory buffers and those without. The creatures with memory
buffers had neural topologies as depicted in Figure 13 whereas the creatures
without memory buffers and nervous systems similar to that depicted in
Figure 3. Creatures with memory buffers had the weights of all the buffer
neural weights set to an initial value of one, to guarantee that signals would
be propagated through the buffer at the earliest stages to the simulation. The
weights of the inputs to the steering muscle were 10.0 and –10.0 respectively.
Creatures had pre-evolved central pattern generators, so at the beginning of
the simulation they were already quite capable of forward locomotion. Five
populations of each of the two groups were evolved for 200 million steps.
Food was present, mutations were allowed to only neural weights, and fitness
was defined as lifetime distance. Results are shown in the chart in Figure 14.
The results show a clear superiority of the creatures with memory over the
creatures without. Whether the creatures are constructing a representation of
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Figure 14. Results of the experiment comparing creatures with memory and creatures without.

the two dimensional location of the food is not entirely clear, but it is more
clear that the evolved creatures are utilizing a representation of the past. They
not only encode and maintain the memory record, they retrieve it as well.

Despite the success of the first experiment, many questions remain
unanswered and here I focus on two. The first question concerns whether the
memory creatures are really utilizing a comparison between perception and
memory or whether the introduction of the delayed signal is alone bearing
the burden of their superior food finding.7 To test this, I selected the best
individual from the last generation of the best population of creatures with
memory buffers. By looking at the portion of the genotype of the evolved
creature that coded for the connections and neural weights in the orientation
network, I verified that all of the weights were non-zero, thus showing that
the steering muscle would be receiving sensor information through both the
direct route and the memory-delay route. As a further test, I subjected the
creature to various lesions and compared the creature’s performance in intact
and lesioned conditions. The categories of lesioned creature were creatures
with memory only, creatures with the direct (non delayed) sensory informa-
tion only, and creatures with absolutely no sensory information arriving at the
steering muscle. Intact and lesioned creatures were run for 4 million steps in a
version of the simulation that disallowed mutations. As shown in the chart in
Figure 15, intact creatures out performed the various lesioned creatures. The
results of the lesion study provide yet further evidence that the food finding
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Figure 15. Results of the comparison of intact and lesioned memory utilizing creatures.

ability was not achieved by mere reliance on the memory information, but
involved a comparison between the remembered and current percept.

A second question raised by these experiments is whether creatures util-
izing memory will evolve if the hand coding of their connection weights,
at the start, is farther away from their final connection weights. That is,
can memory evolve in conditions where buffer neuron weights are not set
to one at the beginning? The next experiment addresses this. Creatures had
all of the initial weights in their stimulus orientation networks – including
both memory buffer neurons and connections to the steering muscle – set to
zero. Results are shown in Figure 16. As anticipated, creatures without any
memory were inferior to those with memory. A lesion study analogous to
the one described above was conducted yielding analogous results. These are
presented in Figure 17.

Note the somewhat closer performance between the intact condition and
the memory only condition. This result suggests that a somewhat heavier load
is born by the memory portion of the orientation network. Nonetheless, two
points remain. The first is that the use of memory seems to be superior to the
cases lacking memory. The second is that the case in which both the memory
and the percept are compared are superior to the memory only case.
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Figure 16. Results of memory experiment in which creature’s initial memory buffer connec-
tions weights were set to zero.

Figure 17. Results from the lesion study on the second batch of memory creatures.
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Figure 18. The creature Radar has a long scanning organ for a head that the creature utilizes
to sweep a single sensor from side to side.

It is worth mentioning that casual observation of the trained creatures
reveals pirouette motions similar to those discussed above in connection
with the gradient navigation of C. Elegans worms. This raises the possibility
that the kinds of strategies employed by the nematodes involves a kind of
memory similar to these Framstick creatures. Whether this suggestion bears
fruit remains to be seen. But currently, this much remains clear: having
information about the past can provide a demonstrable benefit in evolved
creatures.

The scanners: action-oriented representation

In the previous experiments the limits of representing only a single dimension
of spatial information in sensory input were overcome through the capacity
to represent past as well as present events. In the current section I explore a
different way in which these limits may be overcome. The creatures employed
in this next simulation had a single sensor mounted on a long limb that was
used as an oscillating scanner. The creature “Radar” is depicted in Figure 18.
Radar’s neural network is depicted in Figure 19.

Radar’s stimulus orientation network receives as inputs the activity from a
single smell sensor and feedback from the muscle that controls the scanning
motion. This pair of inputs may, in theory, encode information about the two
dimensional stimulus location in the following way. Sensor activity encodes
proximity information, thus providing the first dimension of location. The
second dimension – left-right – is achieved by a comparison between sensor
state and muscle feedback. If sensor activity is high and the muscle is bending
to the right, then the food is to the right. If sensor activity is high while the
muscle is bending to the left, then the food is to the left. If sensor activity is



119

Figure 19. Radar’s nervous system. The stimulus orientation system, depicted on the right
portion of the figure, involves input from a single sensor and muscular information concerning
the state of the scanning muscle. These two sources of information are connected to a four
neuron hidden layer which is connection to the single steering muscle. The scanning muscle
is driven by the same central pattern generator (on the far left) that drives all of the walking
muscles.

low while bending to the right, the food is to the left, and if sensor activity is
low while bending to the left, then food is to the right.

Another way in which a single sensor can be used to build up a two
dimensional representation through scanning is by comparing sensor activity
to an efference copy of the command signal sent to the scanning muscle,
instead of comparing the sensor activity to muscular feedback. Even though
the efference copy is an imperative (efferent) representation and the muscular
feedback is a declarative (afferent) representation, they have overlapping
representational content: both concern the bending of the scanning muscle
(this efference copy strategy of building up a representation of the two dimen-
sional location of the stimulus helps give further credence to describing the
outputs of the central pattern generators as representational in the first place,
as discussed above). Such a representational scheme thus implements the
action-oriented representations I discuss in Mandik (1999). In that paper,
describe a thought experiment concerning a creature named “Tanky” that
locomotes through the use of tank treads (1999: 53–55). I discussed two
different ways in which Tanky could keep track of his location. The first was
by sensory feedback counting the rotations of his tank treads. The second, and
potentially equally reliable, method would be to keep track of the commands
sent to the tank treads. This latter kind of solution constitutes the use of action
oriented representations of Tanky’s egocentric space. See Mandik (1999)
for further discussion of the psychological and physiological evidence for
the prevalence such action oriented representations in natural systems. My
main concern here is to see how such representations might fit within the
evolutionary context of my synthetic creatures.
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Figure 20. Results of experiment comparing different neural controllers for the scanners.

To see if Framstick creatures could utilize action-oriented representa-
tions, I conducted an experiment to compare the evolved performance of
three different kinds of neural controllers for Radar’s body. The first kind of
controller – the feedback condition – had as inputs to the stimulus orientation
network both sensory and muscular information as depicted in Figure 19. The
second kind of controller – the efference copy condition – had an efference
copy instead of muscular feedback sent to the stimulus orientation network.
The third – sensory only – condition had neither muscular feedback nor
an efference copy but only information from the sensor sent to the stim-
ulus orientation network. All three kinds of creatures were hand coded and
pre-evolved to have fully functioning central pattern generators and active
scanning muscles. The initial connection weights of the stimulus orienta-
tion networks were set to zero. Five populations of each of the three kinds
of creatures were evolved for 200 million steps in an evolutionary scen-
ario containing food in which fitness was defined as horizontal distance and
mutations were allowed to only the neural connection weights. Results are
depicted in Figure 20.

While the differences in performance between the different kinds of
creatures were not as dramatic as the previous experiments discussed in this
paper, there were still mild differences with the sensory only condition doing
the best and the feedback condition doing the worst. While the performances
of the creatures remained approximately the same, the question arises of
whether the neural control strategies they evolved were approximately the
same. One possibility is that each of the three conditions were relying on
only the sensory information, like a one-dimensional food finder, and thus
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Figure 21. Results of the lesion study on two feedback scanners (on the left of the figure) and
two efference copy scanners (on the right).

neither the so called feedback and efference copy conditions were using either
muscular feedback or efference copies. A different possibility, and one that
seems to be the correct one, is that the creatures actually were utilizing the
efference copies or muscular feedback information to which they had access.
One means that confirmed that this was indeed the case was by an inspection
of the genotype similar to the inspection described for the memory creatures
in the previous section. The two best creatures in both the efference copy
and feedback condition (thus, four creatures altogether) were inspected and
confirmed to have non-zero weights in connections leading to the steering
muscle from both the sensor and the muscle feedback/efference copy connec-
tions. A second means of confirmation was by a lesion study similar to those
conducted for the memory creatures. There were two lesioned conditions
in this case. The first left the sensory connections intact while depriving
muscle feedback or efference copy. The second deprived the stimulus orient-
ation networks of sensory information altogether. The results are shown in
Figure 21.

In all four of the lesion studies of the scanners, the intact creatures outper-
formed the lesioned creatures, thus showing that these scanners were not
relying on a strategy identical to that employed by the sensory only condi-
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tion. That is, these scanners did indeed evolve to make use of the muscular
feedback or efference copies in their stimulus orientation networks. Further,
the performance of the creatures utilizing the efference copies seems not
significantly worse, and may perhaps even be better than the performance of
the creatures utilizing direct muscular feedback. This result shows the evove-
ability in synthetic creatures of the kinds of action oriented representation
discussed above and in Mandik (1999).

Discussion

It is time now to take stock of the varieties of representation in the evolved
and embodied neural networks. In so doing, it is crucial to make note of both
the vehicles and the contents of the representations, that is, to say both what
the representations are, and what the representations are representations of.
What are the representations in the Framstick creatures? There are several
varieties, although in each case they are the states of activation in neurons
and the corresponding signals sent from one neuron to the next. What are
the representations representations of? Again, there are several varieties for
the several varieties of creatures. In the Creatures of Pure Will, the represen-
tations are the motor commands issued from the central pattern generators
and what they are representations of are patterns of muscular movement.
In the Creatures of Pure Vision, the representations are states of sets of
sensory transducer neurons and the signals those neurons passed to orienta-
tion muscles. What those representations are representations of are the current
egocentric locations of food sources in one, two, and three dimensions. The
Historians had some of the same kinds of representations as the Creatures of
Pure Vision and additionally had representations in their memory buffers that
were memories of past egocentric locations of food sources. The Scanners
similarly had some of the same kinds of representations as the Creatures of
Pure Vision and, in some cases, combined these with the sorts of representa-
tions highlighted in the discussion of the Creatures of Pure Will. The Scanners
utilizing efference copies of command signals combined those signals with
sensory signals to arrive at action oriented representations of the egocentric
location of food.

With these varieties of representation in view, and further, in view within
the context of the causal economies of entire organisms and their evolu-
tionary histories, we can begin to see how these simulations shed light on the
economy problem. I begin here by considering a sketch of a naturalization of
representation that emerges from consideration of these Framsticks creatures.

First, let us make note of how far a teleological informational (teleo-
informational) account goes with regard to these creatures. On a teleo-
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informational account, a representation is a state of an organism that has
the function of carrying information about some thing, that is, being caused
by something (Dretske 1995). On a teleo-informational account then, what
a representation is a representation of, is certain causal antecedents of the
representational state. Thus the paradigm instance of a representational state
on this account would be a percept. This account has obvious application to at
least some of the Framstick creatures. For example, in the Creatures of Pure
Vision, the states of activation in ensembles of sensory transducers had the
function of carrying information about the egocentric spatial location of the
food source. Carrying this information is the teleological function of these
states because carrying this information has been survival conducive to this
creature and the creature’s ancestors.

Let us turn to see how well the teleo-informational account applies to the
memories of the Historians. Here I think the account fares quite well: the
signals that constitute the outputs of the memory buffer have the function of
carrying information about past events, events that happened some signifi-
cant increment of time earlier than the what the sensor currently represents.
Note how this account is not an instance of the overly literal empiricism
lampooned earlier in the allegory of the punch cards and the boxes. What
is not happening in the memory creatures is that items in the sensor receive
the stamp of approval that bestows sensory content and then gets sent off to a
memory module while retaining that mark. Instead, the causal relations that
give sensory states their contents are different from the causal relations that
give memory states their contents.

Informational accounts of representation are often viewed as opposed to
isomorphism based accounts, accounts in which a representation does its
work in virtue of resembling that which it represents (Cummins 1996). There
may seem to be a certain applicability of the isomorphism accounts to the
Framstick creatures. For example, the relations between greater and lesser
degrees of activity in the sensor neurons are isomorphic to the relations of
closer or more distant locations of the food source. However, the isomorph-
isms here are entirely consistent with the application of the informational
account. Indeed, not only are they consistent, but the relevant isomorph-
isms are integral to the way that information is carried and processed in
the networks. This is in keeping with the view of information that I have
elsewhere described as

an etymological understanding of information as inFORMation: some-
thing carries information about something else in part because of a
sharing of form. The boot print carries information about the boot in
part because the mud becomes rather literally inFORMed by the boot
(Mandik 2002: 4–25). Compare Cummins (1989: 2–4).
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While the teleo-information account is reasonably successful in capturing
the notions of representation applied in descriptions of the Creatures of Pure
Vision and the Historians, the account is inadequate to account for the cases of
the Creatures of Pure Will and the Scanners. For these latter creatures, crucial
representational states are those that represent their causal consequences, not
their causal antecedents. A command is a representation of that which would
occur if the command were obeyed, and thus, this is something that happens
after and because of the issuing of the command. The teleo-informational
account thus may supply sufficient conditions for representation, but not
necessary conditions. However, the account may be appended to account
for procedural (effector) representations as well as informational (affector)
representations by specifying an additional set of sufficient conditions for
being a representation: a state of an organism is a representation of some
thing if it has the function of causing that thing (Mandik 1999: 52). Lumping
together effective and affective causal relations under the heading of causal
covariation yields a formulation of representation that handles both inform-
ational and procedural representations: “it is sufficient for X to represent Y
that X has the function of being causally related to Y (alternately: ‘causally
covarying with Y’)” (Mandik 2001: 190).

I close this section with some remarks concerning where representations
came from, how they evolved, what came first, and what came last. There
are two points worth noting along these lines. The first concerns the temporal
priority of procedural over indicative representations. The second concerns
the temporal priority of egocentric over allocentric representations.

As touched on briefly above, Millikan has argued that representations
that combine imperative and indicative contents, so called “Pushmi Pulyu
Representations” or PPRs, are more primitive than – that is, must be evolved
before – representations that have only imperative content or only indic-
ative content (Millikan 1996). Her arguments for these priority claims are
quite brief. I find Millikan’s argument that indicative representations cannot
precede PPRs more persuasive than her argument against the priority of
imperative representations. Millikan’s argument against the priority of indic-
ative representations seems to be that an indicative representation cannot
come into being (because of the theoretical weight she places on evolution
by natural selection) unless it has some effect on behavior, and it can have no
effect on behavior unless it can combine with some representation that tells
you what to do. The closest Millikan comes to arguing against the priority of
imperative representations is simply to state “of course, representations that
tell what to do have no utility unless they can combine with representations
of facts” (Millikan 1996). The Framtick creatures described above offer no
counter examples to Millikan’s claim about indicative representation being
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unable to evolve unless there are first representation with imperative content.
However, I offer the Creatures of Pure Will as counterexamples to Millikan’s
claim about imperative representations. Contra Millikan, representations with
only imperative content may be evolved in the total absence of representations
with indicative content. The Creatures of Pure Will do not have states with
indicative content of the location of food, since they have no sensors. Neither
are the Creatures of Pure Will detecting the states of their own muscles, since
the connections to muscles are strictly feed-forward. The only representations
then are the outputs of the central pattern generators, messages that do not
indicate, but only command.

A second issue concerning the temporal priority in the evolution of the
varieties of representation concerns a contrast between egocentric (“self-
centered”) representation and allocentric (“other-centered”) representation.
All of the varieties of representation instantiated in the Framstick creatures
discussed above are egocentric representations: what they are representations
of concern in each case either something in the creature (as in muscular feed-
back) or something in relation to the creature (as in representing a food source
to the right or left). Egocentric representations are thus perspectival for, unlike
allocentric representations, they do not abstract away from the perspective of
the representing subject. In the causal covariational account of representation,
egocentric (perspectival) representations are defined as follows:

A subject S has a perspectival representation R of X if (but maybe not
only if) R has the function of causally covarying with X and relations
Z1 – Zn S bears to X (Mandik 2001: 191).

For example, then, the sensory representational states in the Creatures of
Pure Vision do not simply represent food the way that the proverbial /cow/
simply represents cows. Instead, the creature’s sensory states represent the
location of the food source in relation to the creature itself in virtue of caus-
ally covarying with both the food and the spatial relation the food bears to
the creature. Insofar as these Framsticks creatures count among the most
primitive evolveable instances of representing subjects, they lend credence
to the view that egocentric representations are more primitive than allo-
centric representations. An allocentric representation would be one that has
no contents about how things stand in relation to the representing subject.
So, for instance, you may acquire the belief that Neptune has uranium in its
core without thereby representing anything about the various relations you
may bear to Neptune or uranium. I currently have very little clue as to what it
would take to evolve such allocentric representations in Framstick creatures,
but it certainly appears more difficult, and thus, less primitive than egocentric
representations.8
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Objections and replies

I want to briefly consider two objections to the utility of the above computer
simulations in addressing the central neurophilosophical concerns of repre-
sentation.

Are the current simulations too constrained? One concern with the current
simulations that I take very seriously is that the conditions were so highly
constrained. The representational systems that evolved were not evolved from
scratch but from pre-designed, and in some cases, pre-evolved creatures.
Further mutations were allowed to only neural weights. More realistic would
be less constrained scenarios, scenarios in which, for instance, mutations
were allowed to neural topologies and/or body structures. While I admit that
such simulations would be good, I will not admit that this thereby renders the
current simulations useless. This is especially clear if the goal of the imagined
less constrained simulations would be to look for the varieties of representa-
tion sketched here. The current simulations can act as guides, making it easier
to recognize the varieties of representation once we turn to look for them “in
the wild.” Further, the current simulations have helped to suggest what sorts
of parameters might be useful in less constrained scenarios. For example, the
evolution of food finders in the current simulators seemed best achieved by
defining fitness in terms of life time distance. Such a fitness parameter may
be similarly useful in less constrained future simulations.

The current simulations are mere simulations. This kind of objection
comes in two flavors, one that I take seriously and another that I do not.
The flavor that I take seriously is that simulations abstract away from the real
phenomena in ways that may leave out crucial features. This is a real danger,
but it must be noted that it is not a danger peculiar to computer models. All
theorizing and all modeling must necessarily abstract away from the thing
in its self. The object of study is presumably indefinitely complex but our
descriptions and models cannot do justice to this indefinite complexity. We
hope instead that our simplifications leave out only what is inessential, but
there is always a risk of getting it wrong. I have done the best to focus on
what is essential to representational phenomena in neural networks. Whether
I have failed will not be settled by merely pointing out that I am dealing
with mere computer simulations. This leads to the flavor of the objection
to simulations that I have considerably less respect for. On this version of
the objection, nothing that goes on in a computer simulation is really real,
but instead some mere virtual and thereby fictional process. My sympathies
on this issue are so well summarized by someone else, that I will simply
quote them at length. The artificial life researcher Bruce MacClennan, in
commenting on this sort of objection to his artificial life simulations of the
emergence of communication writes:
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The objection may still be made that any communication that might
take place is at best simulated. After all, nothing that takes place in the
computer is real, the argument goes; no one gets wet from a hurricane
in a computer. To counter this objection I would like to suggest a
different way of looking at computers. We are accustomed to thinking
of computers as abstract symbol-manipulating machines, realizations of
universal Turing machines. I want to suggest that we think of computers
as programmable mass-energy manipulators. The point is that the state
of the computer is embodied in the distribution of real matter and energy,
and that this matter and energy is redistributed under the control of
the program. In effect, the program defines the laws of nature that
hold within the computer. Suppose a program defines laws that permit
(real!) mass-energy structures to form, stabilize, reproduce, and evolve
in the computer. If these structures satisfy the formal conditions of
life, then they are real life, not simulated life, since they are composed
of real matter and energy. Thus the computer may be a real niche
for real artificial life-not carbon-based, but electron-based. Similarly, if
through signaling processes these structures promote their own and their
group’s persistence, then it is real, not simulated, communication that is
occurring (1991: 638).

I see the same being applicable to the Framstick creatures. The Framsticks
creatures are patterns of energy that really exist in the computer. They really
have evolved, they really do survive, they really have environments and they
really have the capacity to represent features of their environments.

Conclusion

I have attempted to shed light on the issues of representation by constructing
and evolving simple neural networks in simple creatures. Many have used
similar artificial life work to argue against attributing representations to such
simulated organisms. For example, Randall Beer writes of his experiments on
the nervous systems of synthetic insects

there is no standard sense of the notion of representation by which the
artificial insect’s nervous system can be said to represent many of the
regularities that an external observer’s intentional characterization attrib-
utes to it. Even the notion of distributed representation which is currently
popular in connectionist networks does not really apply here, because it
still suggests the existence of an internal representation . . . . The design
of the artificial insect’s nervous system is simply such that it generally
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synthesizes behavior that is appropriate to the insect’s circumstances
(1990: 162–163).

Elsewhere (Mandik 2002) I consider arguments of antirepresentationalists
such as Beer and find them wanting. I do not wish to recount my negative
arguments from the previous work here. May aim here has been instead one of
continuing the positive line of thought in favor of attributing representational
states to the neural controllers of the evolved Framsticks organisms. I have
tried to show how the attributions constitute items in empirically predictive
discourse: attributing representational states to the varieties of Framstick
creatures served to both predict and explain their behavior.9

In this paper I have set out sketch the minimal requirements for building
micro-minds out of a small number of components. Even if my little crit-
ters do not help to accomplish the philosophical work advertised – like, for
instance, shedding light on the economy problem for theories of mental repre-
sentation – I think they should nonetheless be of interest to philosophers of
neuroscience, for they present novel opportunities to see the functioning of an
entire neural network in an entire organism. We have seen the whole iguana.
We have also seen its brain, if not its mind.
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Notes

1 Such as Fodor (1998), Dretske (1995), Lycan (1996), and Tye (1995).
2 As discussed, for instance, in Fodor and Lepore (1992).
3 Note, however, that the term “action oriented representation” is due to Clark (1997).
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4 Note that I am in no means claiming that central pattern generation, that is, purely endo-
genously initiated command signals, is the only means of creating and sustaining creature
locomotion. Of course there is ample evidence of varying degrees of sensory input involved
in the maintenance of locomotion. My intention on focusing on pure central pattern generated
motion is to get a chemically pure sample of one of several varieties of representation: proced-
ural representations – and show how they might be arrived at in evolutionary scenarios.
5 Food sources located in the environment emit a gradient that the sensors are responsive to.
Activity in the sensor corresponds to the sensor’s position in the gradient. The creators of the
Framsticks software label the sensors “smell sensors” thus making any taxis modeled a form
of chemotaxis. However, the gradients and sensors can just as easily be interpreted as optical,
thus making any taxis modeled a form of phototaxis. The preference for calling the creatures
described in this section “Creatures of Pure Vision” as opposed to “Creatures of Pure Smell”
or “Little Sniffers” is purely poetic.
6 Trishark is available for free download from the Framsticks web site (Komosinski 2001) as
part of the package of the latest version of the Framsticks software.
7 I thank to Emily Mahon for bringing this concern to my attention.
8 I am especially grateful to Tony Chemero for a stimulating discussion of the relative priority
of egocentric (subjective) and allocentric (objective) representations. Much of what the both
of us think in this regard, and what it may or may not imply for metaphysics and epistemology
more generally, is aired in public in Mandik and Clark (2002).
9 For an excellent discussion of the differenential empirical strengths of representationalism
and antirepresentationalism, see Chemero (2000).
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