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According to game theory, chaotic dynamics theory, and complexity based on the literature review about the pricing strategy and
recycling channels of the closed-loop supply chain, on the background of the widespread hybrid recycling channels in Chinese
electronic products market, this paper builds a closed-loop supply chain model with dual-channel recycling composed of one
manufacturer and one third-party. We assume that the consumer perception towards the remanufacturing products is uncertain
and limited. We carry on theoretical analysis of this model and perform numerical simulations from the perspective of entropy
theory. Results show that a precipitous speed of recycling price adjustment of the manufacturer or the third-party will both lead
the system into a chaotic state and cause the entropy of the system to increase. The system is sensitive to initial conditions in this
chaotic condition. Focusing on the harmful effects of chaotic system, we introduce adjustment parameter to efficiently control the
chaos. The results have a strong reference value to practical problems, so it has a great value in both theory and application.

1. Introduction

Along with the economy’s continuous development, waste
products have attracted more and more attention. Growth in
the living standard and people’s requirement for the quality
of life gives rise to a lot of products being wasted before
the end of their life cycle. A mass of waste products is not
only tremendously harmful to our environment, but also
a great waste of resources. So how to recycle and reuse
waste products reasonably and effectively becomes a widely
concerned problem around the world. Many countries have
introduced policies, laws, and regulations in order to increase
repetitive use rate of raw material. Nowadays, more and more
companies bring closed-loop supply chain management into
the enterprise strategic management.

In recent years, international and domestic academics
have carried on extensive researches about closed-loop sup-
ply chain, mainly focused on pricing of new products and
used products in closed-loop supply chain, the recycling
channel in closed-loop supply chain, coordination, and

contracts for profit sharing in closed-loop supply chain.
Many scholars have established a closed-loop supply chain
model from the perspective of operational research and game
theory. Liang et al. [1] held the view that new products
and reproducing products have different prices in market
and the retail price of remanufacturing products follows
geometric Brownian motion. Based on this opinion, they
introduced a model to connect recycling price with selling
price. Ketzenberg [2] analyzed the value of information in a
capacity limited closed-loop supply chain system. Salema et
al. [3] built a closed-loop supply chain with multiproduct and
multistage and put forward the optimal product flow route
design by the way of network simulation of product flow in
reverse logistics. Kannan et al. [4] performed a simulation
of the recycling of waste battery using genetic algorithm and
built a closed-loop supply chain network model with multi-
level and multiproduct, which solved the decision problem
of material purchasing, producing, distribution, recycling,
and processing. Sheu and Lin [5] presented a multiobjective
programming model including the network configuration
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cost, the profits, and consumer satisfaction level, considering
the recovery rate and subsidies from the government. Beyond
that they also take the potential risk-oriented costs into
account. Lu et al. [6] introduced service and consumers
switching to repetitive manufacturing and studied the influ-
ence of service level on profits. They put forward and proved
the importance of the factor of service. Chen and Chang
[7] discussed under what conditions Original Equipment
Manufacturer (OEM) should participate in the recycling
and reproducing. The analysis result indicates that OEM’s
strategic decision mainly depends on the remanufacturing
cost and the competition intensity between OEM recycling
and the third-party recycling. Huang et al. [8] discussed a
closed-loop supply chain with a retailer and a third-party
who specialized in recycling waste products competitively
recycling used products and compared the optimal decisions
in dual-channel recycling and single-channel recycling. Maiti
and Giri [9] considered a supply chain with a manufacturer
selling new products and remanufactured products through
a retailer and recycling waste products via a third-party.
They assumed the demand is connected with the quality of
new and reproducing products and investigate Nash game
and Stackelberg game under different channel powers. He
[10] studied the closed-loop supply chain with uncertain
demand and uncertain supply, respectively, and analyzed
the optimal decisions of recycling price and remanufactur-
ing under centralized decision-making and decentralized
decision-making. They also discussed the influence of the
uncertainty level of demand and supply on each variable
in the closed-loop supply chain. Zu-Jun et al. [11] built a
three-stage supply chain composed of one manufacturer, one
retailer, and two recycle bins and discussed the influence of
different cooperation structure on decisions in closed-loop
supply chain.

However, most of these studies on closed-loop supply
chains are static models from the perspective of operational
research methods and optimization methods. But for the
closed-loop supply chain, which needs to consider the char-
acteristics of the forward channel and reverse channel, the
static model can not reflect the actual situation of sales. As
a complex system, it is necessary to establish the model from
the perspective of complex characteristics and entropy.

Some researchers connect the complex dynamics theory
with supply chain and analyze the dynamic feature of the
system. Elsadany [12] built a duopoly game model based on
bounded rationality with delayed decision and analyzed its
complexity and the local stability of equilibrium point. It
turned out that companies with delayed bounded rationality
have more opportunities to reach the Nash equilibrium.
Guo and Ma [13] presented a closed-loop supply chain with
a manufacturer and a retailer; the retailer recollects the
waste products from consumers. They discussed the complex
dynamic phenomena of the system and the influences of the
system parameters on the base of the manufacturer being
the leader in the Stackelberg game. Ma and Guo [14] built a
closed-loop supply chain with two competitive retailers and a
manufacturer based on waste household appliance market in
China. They found that precipitous speed of price adjustment
would not only cause the chaotic state but also deteriorate
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and invalidate the competition. Xie and Ma [15] studied the
competitive behavior in close-loop supply chain with third-
party recycling using the theory of complex system.

In recent years, based on the entropy theory, some schol-
ars found that we can analyze the dynamic characteristics of
the system effectively by the magnitude of entropy values.
There are some researches who connected entropy with man-
agement and economics. In Ma and Si [16] research, entropy
was used to predict the financial time series; they drew
the conclusion that financial forecasts of foreign exchange
currency in low entropy regions have a slight advantage in
trading, and it is very difficult to achieve the predicting time
series in high entropy regions. Han et al. [17] established a
hydropower duopoly game with two time delays and analyzed
the influence of delay parameter on the entropy and dynamic
features of the system.

On the basis of previous studies on the static model,
we draw on the application of complex system theory and
entropy theory in management; we build a closed-loop supply
chain with dual-channel recycling based on the real situation
of Chinese electronic products market in this paper. We
analyze the complex systems of closed-loop supply chains
from a dynamic perspective. The structure of this paper is
as follows: the second part is the assumptions, the model
structure, symbol explanation, and model analysis; the third
part describes the dynamic characteristics of the system based
on numerical simulation; the fourth part introduces a method
to control chaos; and the summary is made in the fifth part.

2. Basic Model and Analysis

2.1. Assumption. There are mainly three kinds of recycling
ways in closed-loop supply chain—recycled by the manu-
facturer, the retailer, and the third-party. With the intensity
of market competition, recollecting used products through
hybrid channels emerged; that means different recycling
modes collect the used products simultaneously and compet-
itively. In this paper, we explore a closed-loop supply chain
with dual-channel recycling. The manufacturer and the third-
party recollect the used product at the same time. Figure 1
shows the recycling method in this paper.

According to this closed-loop supply chain system, we
made the following assumptions.

(1) The recycling function is linear. The quantity of recol-
lecting used products is only affected by the recycling
prices of itself and its competitor (the number of
the collecting is increasing function of its collecting
price), ignoring the influence of environment, service
and consumption level, and so on.

(2) The unit cost of manufacture’s recycling and reman-
ufacturing used products is less than the unit cost of
manufacturing new products, which means that the
manufacturer chooses recycling which is profitable.

(3) The collecting capability and remanufacturing capa-
bility are unlimited. In order to simplify the problem,
we assume that all the collecting products can be
remanufactured.
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FIGURE 1: Recycling method of the closed-loop supply chain with dual-channel recycling.

(4) Consumer perception of the remanufactured prod-
ucts is inferior to that of the new products. In this
paper, we denote consumer perception by the amount
of remanufactured products which consumers are
willing to buy in one time period.

(5) The manufacture and the third-party are both inde-
pendent decision makers in this closed-loop supply
chain; they make respective decisions in discrete
periodic points t = 0, 1,2, ..., to maximize their own
profits. Due to the constraints of market conditions,
decision makers cannot be fully aware of others’
behaviors and the market conditions, so they can only
make bounded rational decisions.

2.2. Symbol Description and Modeling

G is unit cost when the manufacturer or the third-
party recycles the used products from consumers.

A is unit cost saving when the manufacturer reman-
ufacture a used product instead of manufacturing a
new product.

p; is unit recycling price of the third-party from
consumers, decision variable of the third-party.

D, 1s unit recycling price of the manufacturer from
consumers and the third-party, decision variable of
the manufacturer.

So the recycling quantities of the manufacturer and the
third-party are, respectively, expressed as Q,, and Q.

Qm =a + me —Cpy
€]
Q; = a, +bp, - cp,,.

In the formula above, g, and a, stand for the quantity
of used products which consumers voluntarily return when
the unit recycling price of the manufacturer or the third-
party is equal to zero, namely, consumers’ environmental

awareness. b indicates the consumers’ recycling price sensi-
tivity coefficient. ¢ denotes the recycling price competition
coefficient between the manufacturer and the third-party,
and the coeflicients should meet the condition b > ¢ based
on the actual situation.

We use Q to signify the total quantity of recollected
products from the manufacturer and the third-party; then we
can tell that Q = Q,,, + Q,.

Because the consumer perception towards the reman-
ufactures products is uncertain and limited compared to
the new products, a parameter d which obeyed uniform
distribution in the interval [h — h;,h + h;] can be used to
show the quantity of remanufactured products consumers
are willing to buy in period t. The distribution function is
F(d), and probability density function is f(d) = 1/2h,. If
the quantity of total recollected products exceeds d, only
d can be sold to consumers, and the part beyond d would
be lost. On the other hand, if d is less than Q, all of the
remanufactured products can be sold out. But in this case,
some consumers who are willing to buy remanufactured
products in the beginning have to buy new products instead
or give up buying behavior, which will bring losses to the
manufacturer as well. We use s to denote the unit loss of the
manufacturer due to the lack of recycling products.

The profit models of the manufacturer and the third-party
can be written as follows:

(A_pm_cl)*d_(pm"'cl)(Q_d) QZd
(A=pn—6)*Q-sx(d-Q) d=Q (2

Ty =

r = (P = Pr = 6) Q.

The expected profit function of the manufacturer is

h+h,
E() = (8- pu-a)+Q-5%(@-Q)

Q
@A+ [ (a-pu-a)+Q-s

1
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1
+(0=0) (P + ) (h+hy) = s+ (a, +ay)
5 (26 +2p, —s—20) + (b= ) * (P, + p1)
# (2 +2p,, —s—2A))—(a; +a, —h+h
+(b=0) % (P + pr))
“(2(q+ pw) (@ +a,+ (b =) (p + 1))
—(ay+ay+h=hy +(b=0)(py+p))A)).

3)

As mentioned above, the manufacturers’ decision variable
is p,,, the third-party’s decision variable is p,, and the
marginal profit functions are

0 1
S = g () (2R = (b= 5+ )

- (b-o¢) = (2gh)
+hy (4p,, +2p, — (s + A)) (4)
—(h= =) (P + p1) (s + 1)

i =0y + Py t (=G + P —2p,) -
op,

Because of the complexity of the market, the manu-
facturer and the third-party cannot acquaint entirely and
predict accurately the true information of the market and the
complete information of other decision makers. Therefore, all
of the decision makers in the market are based on bounded

R, (0,0)
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rationality model. The decisions in period ¢ + 1 under
bounded rational hypothesis are

(t) aﬂ_M

P (E+1) = Py () + G1 P o

5)
0
p(E+1) = p, (1) + g,p; (1) %

In the formula above, g; > 0 (i = 1,2), respectively,
stands for the manufacturer’s adjusting speed of p,,, and
the third-party’s adjusting speed of p,. We can get the two-
dimensional discrete dynamic equation as follows:

P64 1) = P 0+ 917 () 3 a1 ) (2
—-0)(s+4)-(b-0)* (2q =N
+hy (4p,, +2p, — (s + A))
~(h==0) (P + ) (s + 1))

pe(t+1) = p,(t) + gop, () (-0, + cpyy
+b(=a+pm—2p,))-

(6)

2.3. Model Analysis. After the decision variables’ continu-
ously adjustment for several periods, the dynamical system
above can achieve an equilibrium state. In this state, each of
the decision-making parties may not increase their profit by
changing the value of the decision variable. So the value of the
decision variable would not be adjusted any more, and every
party achieves the profit maximization. The equilibrium
solution of our system is R, ~R,.

R ((a1 +ay)(-2h; —(b-¢c)(s+A) - (b-c)(2hg— (h+hy) (s +A)) 0)
’ (b—c)(4h, + (b-c) (s +A)) ’

) (7)
a2+ Cl
Rs <0’_ 2b )
Ry (P> )
In Ry,
. _ (—2a;b—a, (b+¢)(2h; + (b-¢c)(s+A)+b(b-c)(2(h+hy) (s+A)+¢(-2h; + (b—c) (s + A)))
Pr (b—c) (3% (s + A) + 2b (5hy —c (s + &) —c (<2h, + ¢ (s + A)))
Pt == (a,(b+0)(2hy + (b—c) (s+ ) +2a, (~chy + b7 (s + A) + b (3hy —c (s + A))) + (b — ) bg (s + A) ®)

+c(2ghy = (h+h)(s+A)+b—(h+h) *(s+A)+c,(6h1—c(s+A)))

x ((b=c) (36> (s + A) + 2b (5h, —c (s + A)) —c (=2h, +c (s + A))))

-1
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We can find that among the 4 equilibrium solutions
above, only R, is completely nonzero, while the other three
are partly or entirely zero. Decision makers obviously do
not allow their decision variable to be zero in economics,
which means that only R, is stable among the 4 equilibrium
solutions and R;~R; is unstable. We can verify it by solving
the Jacobian matrix of each equilibrium solution.

The Jacobian matrix of our system can be written as
follows:

J
(b=¢)g1pm (2h + (b=c) (s +A)) 9)
= T - 2h, ,
(b+¢)gap, 2
where

Jiu=1- %(91 (a; 2k + (=) (s + 4)) + 4, (21
1

+(b-c)(s+A)+(b-c)(2gh,

+hy (8p,, +2p, —s—A) (10)

~(h= =) (2py + p)) (s +1))))
Jyp =1+ gy (=a, +cp,, + b (= + p,, —2p,) — 2bp,).

We calculate the Jacobian matrix of the 4 equilibrium
solutions next to judging its stability according to the mag-
nitude of the eigenvalues. If a nonzero eigenvalues are greater
than 1, then this equilibrium solution is unstable.

The characteristic equation takes the form

F(A)=|AE-]|
R (11)
= A =+ ) A+ UiJas = TiaJar) -

According to the Jury criterion, the coeflicients of the
characteristic polynomial should satisty the following condi-
tions:

(T +J52) + UniJaa = J12Jo1) +1> 0
U+ Joa) + ISy = J12Jo1) +1>0
Jie = JiaJor <1

Jip+ ]y > 0.

(12)

In theory, we can get the system stable by solving the
condition, but our system is too complicated; we will analyze
its dynamic characteristics by numerical simulation.

3. Numerical Simulation

Nowadays, numerical simulation is widely used in the rep-
resentation of complex dynamic system. In this paper, we use
MATLAB to perform numerical simulation and analysis of its
dynamics feature. We take the parameter values as follows:
a =02a =1,6g=0L,b=1c=04A=28s=1,
h = 4,and h; = 1 Because these parameters are the necessary

factors for manufacturers to fulfill their basic production
activity and the analyzing aim is to find out the threshold of
adjustment parameters while it will affects system status in
the following study. So we pick out these basic parameters as
the fundamental precondition of further research.

In this section, we will demonstrate the dynamic charac-
teristics of the system in three ways, including the bifurcation
diagram, the largest Lyapunov exponent, and the chaotic
attractors. Entropy can also effectively measure the degree of
chaos and disorder in the system. If the entropy value is larger,
the system would be in a more chaotic state. If the energy is
absolutely uniformly distributed in the space, the entropy of
the system would maximize. We will discuss the impacts of
the decision variables’ adjustment on the system’s stability and
analyze the sensitivity to initial value.

3.1. Chaos and Bifurcation Phenomenon. Bifurcation diagram
is an intuitive approach to show the dynamic characteristics
of the system with one parameter changed and other param-
eters unchanged. Ceteris paribus, we assume that g, is fixed
at 0.01and g, changes from 0.22 to 0.4; Figure 2(a) shows the
bifurcation diagram of the manufacturer’s recycling price p,,
when g, is at [0.22, 0.4]. We can see that when g, increases
from 0.22to 0.302, p,, stays stable at 2.331. After several times’
game, the first bifurcation occurs, and the system turns into
stable cycles of period 2 when g, increases to 0.302; when
g, changes from 0.36 to 0.375, the system is stable cycles
of period 4; when g, is between 0.375 and 0.38, the system
shows stable cycles of period 8; when g, is greater than 0.38,
the system gets into chaos, It means that as g; rises, the
value of the recycling price p,, presents from one certain
value to two values and finally becomes multiple values.
From the perspective of information theory, the uncertainty
of the recycling price p,, increases, so it will lead to the
result that companies will need to gather more information
to make decisions and the information entropy of the system
increases.

The variation diagram of the third-party recycling price
P, has been shown in Figure 2(b) when g, is fixed at 0.01
and g, changes from 0.22 to 0.4. Similar to the bifurcation
diagram of p,,, p, is stable at the value of 1.086 when g,
increases from 0.22 to 0.302. The first bifurcation also occurs
when g, is at 0.302, and, after cycles 2, 4, 8, and so on, the
system is gradually into the chaotic state. It also confirms that
the entropy of the system is increasing as g, is increasing.

From the analysis above, we can find that when the
adjustment speed g, is oversized, the uncertainty of the
decision variables will increase obviously, which will cause
the entropy reach to be a very large value; the market situation
will get complex and the decision of decision makers will
become complicated. So we suspect that the profit of decision
makers will also be influenced. Figures 2(a) and 2(b) show
the variation diagram of the profits of the manufacture and
the third-party with respect to g;, respectively. As we just
predicted, the profits of the manufacture and the third-party
also stay stable at 17.21 and 1.321 when g, is smaller than 0.302
ignoring error. The profits will go into chaotic state when g,
is bigger than 0.38. Therefore, we can reach the conclusion
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FIGURE 2: (a) Bifurcation diagram of p,, with respect to g; when g, = 0.01, (b) bifurcation diagram of p, with respect to g, when g, = 0.01.

that the oversize of g; will not only complicate the decision-
making, but also impact the profits of the manufacture and
the third-party.

When keeping other parameters fixed, we assume that g,
is fixed at 0.22 and g, changes from 0.45 to 0.587; Figure 4(a)
shows the bifurcation diagram of the manufacturer’s recy-
cling price p,, when g, is at [0.45,0.587]. We can see that
when g, increases from 0.45 to 0.523, p,, stays stable at 2.337.
After multigame, the adjustment speed of the third-party’s
recycling price is beyond a certain level, which will prompt
the system into chaos. For the third-party, the adjustment
speed of the decision variable determines the length of
time to achieve its optimal decision, but the increasement
of adjustment parameter may bring chaos of the whole
recycling system. Under chaotic state, both the manufacturer
and the third-party cannot achieve a stable decision. We
can find that as g, rises, the value of the recycling price
P, changes from one certain value to innumerable values.
From the perspective of comentropy, the increasement of the
uncertainty of p,, will result in the fact that we can be able to
make the situation clear only by gathering more information.
In other words, we can also say that the information entropy
of the system increases.

Figure 4(b) delivers the similar information about the
influence of g, on the stability of the third-party’s recycling
price. When g, increases from 0.45 to 0.523, p, can maintain
stability at the value of 1.09, but if g, continues to increase
beyond 0.523, the system will step into chaos, which also ver-
ifies that the information entropy of the system is increasing
along with the growth of g,.

Just like the suspicion that the profit of decision makers
will be influenced by the adjustment parameters, we get
Figures 5(a) and 5(b) which show the variation diagram of the
profits of the manufacture and the third-party with respect
to g,, respectively. From the two pictures we can find that
the profits of the manufacture and the third-party also stay
stable at 17.24 and 1.33 when g, is smaller than 0.532 ignoring

error, and they will go into chaotic state when g, is bigger than
0.532. Therefore, we can reach the conclusion that the oversize
of g, will not only complicate the decision-making, but also
impact the profits of the manufacture and the third-party.

Furthermore, we make g, and g, change at the same time;
the changes of p,, and p, are shown in Figure 6. It can be
seen that, in the whole state of change, with the increase of
g, and g,, the chaos of the system gradually intensified, from
the steady state into the times cycle state, and finally into the
chaos.

Figure 7 shows the system’s variation of the cycle as g; and
g, change from another angle. The different colors in Figure 7
represent the different periods of the system at this time. It can
be seen that as the adjustment speed increases, the number of
system cycles increases, and finally the chaotic state appears.

We get Figures 8(a) and 8(b) which show the average
diagram of the profits of the manufacture and the third-party
with respect to g, and g,. From the two pictures we can find
that the profits of the manufacture and the third-party are
stable when g, and g, are small. And with the generation of
the bifurcation, the system gradually steps into the chaos and
both profit levels have showed a downward trend.

3.2. Largest Lyapunov Exponent. When the adjustment speed
of the decision variable in the system changes, the largest
Lyapunov exponent will have dynamic variation, so we can
analyze the dynamic characteristics of the system through the
largest Lyapunov exponent. If the largest Lyapunov exponent
is less than 0, the system is in a stable state; if the largest
Lyapunov exponent is equal to 0, the system is in a periodic
motion or quasi periodic motion; if the largest Lyapunov
exponent is greater than 0, the system is in a chaotic state.
Figure 9(a) shows the largest Lyapunov exponent when
g, is fixed at 0.01 and g, changes from 0.22 to 0.4; Figure 9(b)
shows the largest Lyapunov exponent when g, is fixed at 0.22
and g, changes from 0.45 to 0.587. Comparing the largest
Lyapunov exponent and the bifurcation diagram shown in
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Figure 8, it can be seen that the values of g; and g, when
bifurcation occurs and gets in chaos are consistent with the
bifurcation diagram shown in Figure 8.

3.3. Kolmogorov Entropy. When the adjustment speed of the
decision variable in the system changes, the Kolmogorov
entropy also will have dynamic variation, so we can study the
evolution of the system through the change of entropy.

Figure 10(a) shows the Kolmogorov entropy when g, is
fixed at 0.01 and g, changes from 0.22 to 0.4; Figure 10(b)
shows the Kolmogorov entropy when g, is fixed at 0.22 and
g, changes from 0.45 to 0.587. Comparing the Kolmogorov
entropy and the bifurcation diagram shown in Figure 9, it can
be seen that the entropy of the system is increasing rapidly
when bifurcation occurs and gets in chaos. However, when
the system reenters the cycle state again, the entropy will
appear a certain degree of decline.

3.4. Chaotic Attractor. When the system is in a stable state,
attractor will be a stable fixed point; when the system goes
into a chaotic state, attractor will occupy a larger space and the
structure of the chaotic attractor will be more complicated.
When g, = 0.22, g, = 0.4, the system is stable due to the
bifurcation diagram, the chaotic attractor in this condition is
shown in Figure 11.

When g, = 04, g, = 001, g, = 022,and g, =
0.58, the system is in a chaotic state based on the bifurcation
diagram shown in Figure 11; the chaotic attractors in these
two conditions are shown in Figures 12(a) and 12(b).

From Figures 3-12, it can be seen that, in a closed-
loop supply chain with dual-channel recycling, the faster the
adjustment of the decision variables in the system is, the
more responsive the enterprise is and the more easily the
market will get into chaos. According to the information
theory, when the system is stable and in order, the probability
of optimal price information will be pretty large and the
information entropy will be low; when the system is chaotic,
the information of the decision variables is out of order and
the information entropy will be high. When the initial value
of decision variable is fixed, the equation will not change
with the adjustment speed; however, the velocity can affect
the period of the market from order to chaos. Therefore, in a
closed-loop supply chain with a manufacturer and a third-
party recycling competitively, both the manufacturer and
the third-party should make their decisions with an overall
consideration about the market situation and competitor’s
response rather than adjust their recycling prices over quickly
and blindly.

3.5. Sensitive Dependence on Initial Conditions. When g, =
0.22, g, = 0.4, the system stays stable according to the three
judgment methods above. The initial values of the recycling
prices p,, and p, are both taken 1 and 1.01. After multi-
iterations, the differences between the two sets of numerical
solutions are shown in Figure 13. We can find that, in the
beginning iterations, there is a little difference, but after about
15 times iterations, the difference gradually reduces to zero.

Thus it can be seen that chaotic system is very sensitive to
initial value; just like the butterfly effect, a small difference in
initial value can cause a huge deviation after multiepisodes.
This gives us a revelation that decision makers should choose
the initial value of their decision variables more prudently.

4. Chaos Control

From the previous discussion, chaotic phenomenon is unsta-
ble and initially sensitive, which will always be harmful to
the economic market. Therefore, we should take measures to
prevent chaos before it occurs and control chaos after it has
occurred. In this paper, parameter control method is used to
control chaos.

The discrete dynamic system which has not been con-
trolled can be expressed as

pm (t+ 1) = fl (pm (t)’pt (t))

pt+1) = f5(pn (1), p, (1))

After being controlled by parameter adjustment, the
controlled system can be written as

Pt +1) = (1 =1) f, (P (), p; (1)) + up,, ()
prt+ 1) =1 =) f (P (1), (1) +up, (£).

We can discuss the influence of control parameter u on
the chaotic system by numerical simulation. When g, = 0.4,
g, = 0.01, the system is in a chaotic state from the analysis
above. After adding u, the variation diagram of the recycling
price p,, and p, with change of the control parameter u is
shown in Figure 11. It can be seen that when u = 0, the whole
system is in a chaotic state and the two variables are both
uncontrollable. As 1 increases, the two variables gradually go
from chaos, via double-periodic state, to a stable state finally.
It means that the entropy decreases as u increases, and the
chaos is controlled effectively.

Figures 14(a) and 14(b) indicate the variation of recycling
prices p,, and p, under chaos control. It is obvious that when
control parameter u > 0.25, the system comes to stable statue
and keeps in it. As shown in the equation of controlled system,
it is time to use feedback control and parameter adjustment
when the system is out of control and even falls in chaos,
which enables the system to go back to stability from harmful
chaotic state. From theoretical perspective, the controlled
system equation describes control process as the chaos points
gradually converge to the Nash equilibrium points.

On the other hand, chaos control benefits recycling
market management. As we know, recycling market is in its
infancy, and it is hard to be managed for lacking of perfect
recycling system. If there exits chaos in the system, it can be
explained as a result of malicious price competition among
channels, which damages the ordering of fresh established
recycling market. In consequence, chaos control is of vital
importance to recycling market. This paper introduces meth-
ods of state feedback control and parameter adjustment to
control the chaos that occurs in the repeated game process
by suppressing or delay chaos.

(13)
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FIGURE 4: (a) Bifurcation diagram of p,, with respect to g, when g, = 0.22, (b) bifurcation diagram of p, with respect to g, when g, = 0.22.

Both the manufacturer and the third-party hope that
the market is stable, because they can make decisions more
easily and pursue the maximum profits steadily. However, the
closed-loop supply chain market is complicated; the change
of the decision variables may lead the market from stability to
chaos. Hence the manufacturer needs to be cooperative with
the third-party and take some measures in order to delay or
eliminate chaos to the benefit of the market developing and
stability.

5. Conclusion

In this paper, we build a closed-loop supply chain model
according to real market situation with dual-channel recy-
cling composed of a manufacturer and a third-party. Consid-
ering that the consumer perception towards the remanufac-
tures products is uncertain and limited compared to the new

products, we introduce a parameter d to show the quantity
of remanufactured products consumers who are willing to
buy in a period cycle. We analyzed the dynamic game
model and try to find the condition that keeps the system
stable. Using MATLAB to perform numerical simulation,
we discussed the dynamic characteristics of the system by
bifurcation diagram, Largest Lyapunov exponent, and chaotic
attractors. We analyze the system from the perspective of
the information entropy. We also analyzed the initial value
sensitivity, which is a feature of the chaotic system. Finally,
we introduced an efficient method to control chaos. We get
the following conclusions:

(1) If the manufacturer and the third-party adjust their
decision variables too quickly, the entropy of the
system will increase; the system will go into a chaotic
state. In chaos, the manufacturer and the third-party
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FIGURE 6: 3D Bifurcation diagram of p,, and p,.

are so difficult to predict their prices and profits that
they cannot acquire steady profits to meet the market
demand. According to the information theory, when
the system is in a stable state, the information is
in order and has more value which means that the
entropy is low; when the system is in chaos, the large
uncertainty of variable information will lead to the
result that more additional information is needed to
make it clear and the entropy is large.

(2) When the system is in a stable state, the difference
value of the decision variables because of the initial
value’s subtle change will gradually become zero as the
iterations increase. When the system is in a chaotic
state, the difference value of the decision variables
because of the initial value’s subtle change will enlarge
by hundreds of times after several iterations.

(3) The chaotic system can be delayed or eliminated
effectively by adding a adjustment parameter, so the
manufacturer and the third-party should cooperate
with each other to take some measures to prevent
and control chaos. We believe that this conclusion
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FIGURE 5: (a) Bifurcation diagram of 7, with respect to g, when g, = 0.22, (b) bifurcation diagram of 7z;, with respect to g, when g, = 0.22.
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FIGURE 7: 2D Bifurcation diagram of p,, and p,.

has not only theoretical direction but also practical
significance.

At the same time, we believe that in order to better improve
the model and further contact to the actual situation, this
article can be further explored in the following areas:

(1) Further increase the number of manufacturers which

participate in the game, although a small number
of oligopolies occupy a large share in real life, but
a small number of small recyclers which provide
professional services may also bring a certain impact
on the traditional market.

(2) Establish a cooperation mechanism between the

game sides to maximize the collective interests of the
game, and the establishment of the corresponding
supply chain coordination mechanism.
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(3) When the recovery work has made some progress
and sufficient data are available, a more accurate
numerical fit can be made.
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