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1 Why This Volume?

In recent decades, philosophers have developed a rich conceptual frame-
work for thinking about individual epistemic virtue in general, as well 
as discrete epistemic virtues like open-mindedness, curiosity, intellec-
tual humility, and intellectual courage (Turri et al. 2017). This work has 
sometimes been developed to help address unresolved epistemological 
problems and puzzles, such as the Gettier problem (Zagzebski 1996; 
Turri 2011) or the analysis of knowledge (Sosa 2007, 2009; Greco 2010). 
In addition, the field has taken on a life of its own. Even if an account 
of epistemic virtue does not help us formulate an account of knowledge, 
it is worth thinking through what it takes to be intellectually virtuous 
and vicious (Hookway 2006). More recently, several philosophers have 
developed a philosophy of epistemic vice and analyzed a range of dis-
crete vices, such as closed-mindedness, testimonial injustice, intellectual 
arrogance, intellectual cowardice, and epistemic insouciance (Battaly 
2014; Cassam 2016, 2018; Kidd 2016, 2018; Lynch 2018; Tanesini 
2018, 2021).

In parallel, epistemology has become more social on multiple dimen-
sions. There has been an efflorescence of research on group epistemology 
(can groups believe? can they know? what would it mean for them to 
make assertions?) (List & Pettit 2011; Gilbert 2013; Lackey 2014, 2021; 
Tollefsen 2015; Brady & Fricker 2016), extended knowledge (can the 
vehicle of knowledge extend beyond the brain and body of the knower?) 
(Carter et al. 2018a, 2018b), the ethics and epistemology of gossip and 
whistleblowing (when should one pass along testimony, and to whom?) 
(see, e.g., various chapters in Coady & Chase 2018), the epistemic foun-
dations of democracy (Anderson 2006; Brennan, 2017; Landemore 2017; 
Goodin & Spiekermann 2018), the most fruitful structure for scientific 
communities and communications (Zollman 2007; Weisberg & Mul-
doon, 2009; Boyer-Kassem et al. 2017; O’Connor & Weatherall 2019), 
and a range of other topics and questions.

Meanwhile, outside of philosophy, people have begun to worry about 
an epistemic crisis. A 2017 lead article in the New Scientist proclaimed, 
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“Philosophers of knowledge, your time has come!”1 In a recent interview, 
Barack Obama, too, suggested “We are entering into an epistemological 
crisis” (Goldberg 2020). As outcries about fake news demonstrate, we 
need a better understanding of how knowledge, ignorance, and error 
spread in a world characterized by communities. Conspiracy theories, 
too, seem to be spreading at an alarming rate, often accelerated and 
supercharged by technologies such as social media (Facebook, Twitter, 
Instagram, Reddit) and recommender systems (YouTube; Alfano et al. 
2018; Klein et al. 2018). These problems are not currently well under-
stood, but they all relate in various ways to the networked character of 
contemporary knowledge, error, and ignorance. How can communities 
and their members acquire and retain the capacities to learn from each 
other, including from others who disagree with them, and how can they 
respond rationally to conflict?

What does it take to be a good or bad epistemic agent in this contem-
porary environment? Within this question, we can distinguish between 
dispositions, behavioral patterns, and attitudes that are likely to make 
someone successful (i.e., to help them harness the wisdom of crowds, 
avoid the madness of masses, steer clear of fake news, broadcast their 
own knowledge to others in a way that secures uptake, etc.) and disposi-
tions, behavioral patterns, and attitudes that are likely to make someone 
beneficent (i.e., to help others harness the wisdom of crowds, avoid the 
madness of masses, steer clear of fake news, learn from experts rather 
than cranks, etc.). In other words, in the context of social epistemology, 
there are both self-regarding and other-regarding virtues (and correla-
tive vices). Anecdotally, we all seem to know an uncle or grandfather 
who tends to amplify fake news, conspiracy theories, and other epistem-
ically problematic viral content via email, social media, and other dig-
ital interfaces. This impression was born out by a recent article, which 
found that there are significant individual differences in the disposition 
to share fake news (Guess et al. 2019). In particular, the authors found 
that conservative and older social media users were significantly more 
likely to share fake news associated with the 2016 American presiden-
tial election. Remarkably, users over the age of 65 shared seven times 
as much fake news as younger users. This demonstrates that there are 
meaningful individual differences in people’s social epistemic disposi-
tions. Some are more socially epistemically virtuous (or vicious) than 
others.

2 The Structure of the Volume

We have divided the volume into four parts, each with a different theme: 
Foundational Issues, Individual Virtues, Collective Virtues, and Meth-
ods & Measurement. The divisions, and assignments of chapters to 
them, are impressionistic even by the standards of edited volumes. This 
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is as it should be. For one, a key lesson of social epistemology has been 
the degree to which the individual and the collective are difficult to dis-
entangle. For another, a key lesson of virtue theory more generally has 
been that individual virtues often derive their value and their grounding 
from the interplay between individual excellence and collective flourish-
ing (Tiberius 2018).

Further cementing this interdependence is this volume’s structural ex-
periment in collective discussion and reply. Each chapter received com-
mentary from two other authors in the volume, and each original author 
then replied to these commentaries. This is a volume that attempts to 
practice what it preaches: the authors form part of a collective conversa-
tion about how we can know about what we know.

2.1 Foundational Issues

In the first part of the volume, we find chapters concerned with the foun-
dational relationship between the individual and the collective, between 
what it takes to be a good knower and the specific capacities that might 
ground epistemological virtues and vices. Steven Bland’s “Interaction-
ism, Debiasing, and the Division of Epistemic Labour” suggests that 
different factors give rise to different sorts of epistemic vices. Broadly 
speaking, reliabilist vices are best handled by interventions on internal 
factors, while responsibilist vices should be tackled by looking at exter-
nal factors.

In her “Attunement: On the Cognitive Virtues of Attention”, Georgi 
Gardiner focuses on the cognitive role of attention and the unique in-
terplay between attentional traits and epistemic virtues and vices. She 
argues that disproportionate attention—paid either by individuals or 
by groups—can be epistemically distorting even if the first-order repre-
sentation of facts is impeccable. Disproportionate attention paid to, for 
instance, the potential downsides of an all-plant diet can distort one’s 
overall evaluation of veganism, even if none of the particular facts or 
particular episodes of attention are problematic.

In “From Vice Epistemology to Critical Character Epistemology”, Ian 
James Kidd suggests that a full picture of social virtue epistemology 
might move beyond individual virtues and vices to what he calls charac-
ter epistemology. Focusing on epistemic vices in particular, he sketches a 
theory of epistemic corruption, on which an individual can become sus-
ceptible to patterns of epistemic vice. Corruption is initiated and stabi-
lized by repeated interactions with bad environments and bad knowers.

Continuing the environmental theme, Neil Levy’s “Narrowing the 
Scope of Virtue Epistemology” suggests that, while virtues and vices 
may be plentiful, if we focus on the ameliorative aims of social virtue 
epistemology then we may (ironically) end up focusing less on virtues 
and vices at all. Levy defends the idea that the environment is the best 
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point of intervention for many purposes and that the epistemic virtues 
are grounded mainly by the ways in which they bring about good epis-
temic environments.

Continuing a common theme, Tanesini’s “Mindshaping and Intellec-
tual Virtues” rounds out this part by focusing on the role of “mindshap-
ing” in developing the intellectual virtues. The mindshaping literature 
attempts to go beyond mere theory of mind to show the ways in which 
predictions about others’ mental states and commitments to behaving 
in explicable ways end up shaping our understanding of both ourselves 
and others (McGeer 2015). Tanesini leverages this work to argue that 
intellectual virtues, while in some sense individual, end up shaping and 
being shaped by their crucial social role.

2.2 Individual Virtues and Vices

Social virtue epistemology opens up the possibility that there are unex-
pected or unexplored virtues and vices that individuals might exhibit. 
There are a variety of ways in which individuals might systematically 
contribute to, or detract from, their epistemic environment.

In “The Vices and Virtues of Extremism”, Quassim Cassam suggests 
that extremism is a particular way of being epistemically vicious—a 
mindset, as he puts it, that constitutes a whole pattern of “attitudes, 
preoccupations, emotions, and thinking patterns”. Properly understood, 
Cassam argues, extremism is epistemically problematic independent of 
the background motivations, political context, or specific beliefs.

Sandy Goldberg’s “Expectations of Expertise: Bootstrapping in So-
cial Epistemology” turns to the complex role of expertise—which pre-
sumably consists in the possession of intellectual virtues, among other 
things—and the role of the appropriate attitudes towards expertise in 
the community. Otherwise-justified belief, he argues, can be undercut 
if there is available expertise that an agent has overlooked. By thinking 
of social obligations towards expertise in this way, we make possible 
a kind of social-epistemic bootstrapping in which the development of 
individual epistemic excellence can be translated into a better epistemic 
community.

Marco Meyer and Mark Alfano turn to the consequence of intellec-
tual vice in their “Fake News, Conspiracy Theorizing, and Intellectual 
Vice”. They present the results of a large pre-registered study showing 
that measures of intellectual virtue negatively correlate with belief in 
fake and conspiratorial news items. Notably, this is a self-assessment 
questionnaire. This suggests that epistemic vice, at least sometimes, need 
not be “stealthy”.

Finally, in “Playfulness versus epistemic traps”, Thi Nguyen turns to 
positing a specific undertheorized virtue of intellectual playfulness. He 
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argues that open-minded, playful examination of issues from a variety 
of angles is virtuous. Play is an activity done for its own sake, and is less 
rule-bound than comparable activities in the same space— involving 
a certain lightness with respect to the rules, as Nguyen puts it. Play-
fulness can be an intellectual virtue because it helps individuals avoid 
“epistemic traps”, a common phenomenon in which rigorous inquiry 
can (through no fault of an inquirer) become stuck in a small space of 
options.

2.3 Collective Virtues and Vices

While traditional virtue theory focused on individuals, there has been 
an increased interest in virtues and vices that can be attributed to whole 
groups, over and above those that are merely possessed by their individ-
ual members. Virtue epistemology is no exception, and indeed the move 
to social virtue epistemology makes it natural to focus on the epistemic 
virtues of communities as a whole.

In her “Solidarity: Virtue or Vice?”, Heather Battaly considers the 
complex, distinctively collective virtue of solidarity. Battaly gives sev-
eral conditions that a group must have in order to count as having the 
trait of solidarity, including shared aims, shared goals, and a trust in the 
testimony of other members. Importantly, she also notes that solidarity 
considered as a collective trait might leave open whether it is virtuous 
or vicious in particular groups, and notes that we can find both sorts of 
cases.

Adam J. Carter’s “Collective (Telic) Virtue Epistemology” looks at the 
broader issue of collective epistemology. He draws on Ernest Sosa’s telic 
virtue epistemology to explicate the conditions under which a group can 
be said to know and argues that, contrary to what others have suggested, 
Sosa’s virtue epistemological framework does lend itself to an analysis of 
collective knowledge. There are a number of reductive and nonreductive 
accounts of group knowledge in the literature. Carter argues that we 
improve on these if we adopt a telic account, on which an important 
condition of group knowledge is that a group has the trait of committing 
to and aiming at knowledge.

Jeroen de Ridder’s “Three Models for Collective Intellectual Virtues”  
gives a synoptic review of different models of collective epistemic  
virtues. He notes that many models assume that there is one set of vir-
tues that can be had both by individuals and collectives, but that it is 
quite possible that some virtues are distinctively collective, which is to 
say they can only be possessed by collectives. Byerly and Byerly’s sol-
idarity (discussed by Battaly in this volume) is an obvious candidate, 
as are group traits like mutual understanding and good interpersonal 
deliberative practices.
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Barend de Rooji and Boudewijn de Bruin continue this thread in their 
“Real Life Collective Epistemic Virtue and Vice”. They note that the 
idea of collective vice often gets real traction when we turn to praising 
or criticizing agents: we readily say that Boeing’s arrogance caused un-
necessary crashes, even if no individual engineer has this vice. Thinking 
of collective virtues in this way also opens up interesting ameliorative 
possibilities, as we can begin to think about ways that organizations can 
scaffold collective virtues and avoid collective vices.

Finally, in her “The Social Virtue of Questioning: A Genealogical Ac-
count”, Lani Watson considers another kind of virtue that arises from 
the collective social practice of questioning. Individual questioners ad-
vance knowledge. But there is also a collective practice of asking ques-
tions and receiving answers. Done well, it can make for epistemically 
virtuous collectives—and indeed may be something of a foundational 
collective virtue.

2.4 Methods and Measurements

The final part addresses a cluster of issues that arise around the study of 
virtues (individual or collective) and potential interventions upon them. 
Social virtue epistemology has often been motivated by a strong amelio-
rative streak: the goal is not merely to identify the virtues that lead to 
good epistemic outcomes and environments but to find ways to promote 
and enhance them.

In “An Interdisciplinary Methodology for Studying Collective Intel-
lectual Character Traits”, Ryan Byerly outlines a project for operation-
alizing epistemic traits for further study. Importantly, this assumes (as 
did many of the chapters in the previous section) that there are non- 
summative, emergent traits of collectives. He then sketches ways in 
which groups might be surveyed to elicit both individual and collective 
attitudes, in order to discover relationships and divergences between 
the two.

Kate Devitt et al. focus on technological scaffolds for enhancing 
virtuous traits in their “A Bayesian Social Platform for Inclusive and 
Evidence- Based Decision Making”. They note that virtuous and vicious 
actions can be enhanced by technological design decisions in online plat-
forms (echoing a theme explored in Alfano et al. (2018)), and raise the 
possibility of more deliberate design to promote better epistemic agents. 
They report on BetterBeliefs, a working proof of concept for a platform 
that allows for agents to pool credences in such a way that better beliefs 
overall can be achieved.

Marco Meyer’s “Measuring Social Epistemic Virtues: A Field 
Guide” offers reflections on the use of survey instruments for mea-
suring social-epistemic virtues. He notes the need for reliable, well- 
validated survey instruments, especially if one is to address situationist 
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challenges to trait-based explanation. The chapter also explores what 
might need to be added to individual instruments in order to go beyond 
correlational evidence to causal claims about the role of the intellectual 
virtues.

“Learning from Ranters: The Effect of Information Resistance on the 
Epistemic Quality of Social Network Deliberation” provides a useful 
demonstration of Laputa, a powerful agent-based modeling framework 
for studying information flow in epistemic networks. Michael Morreau 
and Erik J. Olsson use this to demonstrate the counterintuitive conclu-
sion that “ranters”—people who consistently spread misinformation—
can actually benefit epistemic networks in the right circumstances. If 
agents can keep track of the overall reliability and anti-reliability of 
sources, then ranters can actually help open-minded agents calibrate on 
the truth.

Finally, Michel Croce and Duncan Pritchard’s “Education as the 
 Social Cultivation of Intellectual Virtue” outlines a framework within 
which virtue-based models of education might promote intellectual ex-
cellence. They note the important role of intellectual exemplars—that 
is, of people who consistently exemplify the intellectual virtues to an 
above-average degree. The recognition and deployment of exemplars in 
an educational context is a social project and one that might play an 
important role in scaffolding and developing the virtues discussed in 
this volume.

3 A Tentative Taxonomy

The chapters in this volume span a variety of different virtues and vices. 
As with any field in its infancy, social virtue epistemology is still explor-
ing its conceptual terrain. That said, we think that a new research field 
often benefits from a sort of rough taxonomy. We conclude by suggesting 
one way in which one might carve up the social-epistemic virtues (and 
their corresponding vices).

At a first pass, we might distinguish between two orientations had 
by virtues: self-regarding and other-regarding. Self-regarding virtues 
are those with a primary aim of enhancing one’s own epistemological 
position in a social-epistemic network; other-regarding virtues aim to 
improve the position of others in their network. As several chapters in 
this volume note, this is more a matter of emphasis than a hard-and-fast 
demarcation. Social-epistemological virtues often improve the individ-
ual in ways that help the group, and vice versa.

Crossed with each of these are three activities which the virtues pro-
mote: monitoring one’s epistemic position by keeping track of the qual-
ity of the information that flows through a social-epistemic network; 
adjusting one’s epistemic position by tweaking the trust one gives to var-
ious sources in one’s network; and ameliorating one’s epistemic position 
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by changing the structure of one’s network: adding or deleting sources 
and adding, deleting connections between sources, or changing one’s 
network altogether. The cross between orientations and activities gives 
a six-way cut on virtues. In addition, any of the virtues (we assume) can 
be held by both individuals and collectives. Thus, we have a 12-way 
potential taxonomy of social-epistemological virtues. Beyond that, each 
virtue presumably has at least one correlative vice, making for a 24-way 
taxonomy.

Some of these virtues and vices have been enumerated and described. 
Other cells remain blank on the map for future exploration. We thus 
sketch the different possibilities (conjoining individual and collective, as 
well as virtue and vice, for the sake of brevity).

Self-regarding monitoring: In order to benefit from the knowledge em-
bodied in one’s social network, one should understand the structure of 
that network. Are the people I hear from all amplifying a message from 
a single source, or are they independent? In the latter case, I may be able 
to benefit from the wisdom of crowds, as the Condorcet Jury Theorem 
and related proofs indicate. In the former, I may not. Knowing how my 
social network is structured requires ongoing vigilance—and, as Gar-
diner notes in her contribution, the right sort of attention. By contrast, 
neglecting to monitor the structure of my social network is liable to 
make me epistemically insecure. In addition, I can only benefit from the 
wisdom of crowds if the independent sources I listen to are sufficiently 
reliable. This requires keeping track of their record of verisimilitude in 
different domains and contexts, so that ranters’ testimony can be safely 
disregarded as Morreau and Olsson discuss. By contrast, neglecting to 
monitor epistemic track records is liable to make me epistemically in-
secure. Watson’s contribution to questioning suggests a way in which 
interrogative practices might similarly be seen as a form of self-regarding 
monitoring at the collective level.

Other-regarding monitoring: Likewise, I may be able to benefit oth-
ers by recommending sources to them (or telling them to stop listening 
to certain sources). But I can only do this if I monitor the structure of 
their social networks and the epistemic track records of their sources. 
This is challenging, potentially privacy invading, and time consum-
ing. It takes real effort to embody this other-regarding monitoring 
virtue. However, if I fail to do so, I may leave others epistemically 
vulnerable.

Self-regarding adjustment: Every real social epistemic network is im-
perfect, at least to some extent. If I manage to monitor the structure 
of my own network sufficiently well, I may be able to adjust my cre-
dences to account for its imperfections. The monitoring virtue is thus 
conceptually prior to the adjusting virtue. And the two are distinct. In 
principle, I could monitor adequately without being disposed to take 
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the imperfections I track into account when updating my beliefs. This 
would be a social epistemic vice. Likewise, I could monitor the epistemic 
track records of my sources adequately without being disposed to dis-
trust those who have proven themselves unreliable. Again, this would 
be a social epistemic vice. This adjustment process might be relatively 
formal or might take the form of what Nguyen calls  playfulness—a 
willingness to stay open to possible adjustments. Similarly, the collec-
tive virtue of solidarity discussed by Battaly suggests a way in which 
groups might perform a kind of self-regarding adjustment in response 
to collective concerns.

Other-regarding adjustment: Similarly, I may be able to benefit others 
by suggesting that they put more or less trust in various sources located 
in their social epistemic network. Contrariwise, I may be able to harm 
them epistemically by making opposite suggestions. The ability to do so 
depends on other-regarding monitoring dispositions, but exercising that 
ability (ir)responsibly is its own epistemic virtue or vice. Proper other- 
regarding adjustment might involve the right sort of technological scaf-
folding as Devitt et al. emphasize in their contribution.

Self-regarding amelioration: While all real social epistemic networks 
are imperfect, sometimes they are so flawed that they need to be modi-
fied. Networks can (to some extent) be rewired. This could involve seek-
ing out new sources, no longer listening to sources one had previously 
trusted, building connections between previously unconnected sources, 
effecting more distal changes in the structure of the network, or, most 
radically, abandoning one’s network altogether and plugging into an-
other one. Doing this well depends on sufficiently successful monitoring 
(virtues in group 1), recognition that attempts to adjust credences are not 
up to the task (virtues in group 3), and the motivation and capacity to 
identify efficient and effective changes that one actually has the power 
to enact. The latter dispositions are components of ameliorating self- 
regarding social epistemic virtues. And, as with the other dispositions 
in this taxonomy, one could embody correlative vices instead of virtues. 
One could, for instance, be disposed to cut oneself off from reliable tes-
tifiers, plug oneself into networks that amplify fake news and conspiracy 
theories, and so on.

Other-regarding amelioration: Finally, just as there are self- regarding 
virtues and vices related to rewiring one’s social epistemic network, so 
there are other-regarding virtues and vices related to rewiring other 
people’s social epistemic networks. Levy’s contribution suggests that 
many apparent failings of others are best approached as opportunities to 
improve a social environment. Similarly, Croce and Pritchard’s empha-
sis on the role of intellectual exemplars might be seen as a call for the 
development of a corresponding series of other-regarding ameliorative 
virtues. Getting other people to stop trusting reliable sources and to 
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plug themselves into amplifiers of fake news and conspiracy theories is a 
practice often employed by sexual harassers and abusers, perpetrators of 
financial and academic fraud, and other epistemically malign actors. By 
contrast, being disposed to help others rewire their trust (and distrust) 
networks so that they are epistemically better off and less vulnerable is 
an other-regarding social epistemic virtue.

This taxonomy is tentative; it may not be comprehensive, and it may 
neglect some important distinctions. Nevertheless, the fact that many 
of the virtues discussed in this volume find a home there suggests that 
the taxonomy picks out real dispositions with significant epistemic, so-
cial, and political impact. Regardless of the ultimate taxonomy, how-
ever, we hope that this volume convinces the reader that social virtue 
epistemology is already a vibrant subfield, uncovering new domains 
and novel and interesting points of intervention on our epistemological 
lives.

Note
 1 See https://www.newscientist.com/article/mg23431194-000-philosophers-of-

knowledge-your-time-has-come/, accessed 25 August 2019.
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Part I

Foundational Issues
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The psychological literature on cognitive biases has been a fecund 
source of philosophically significant controversies for the last five de-
cades. Among the issues that divide its practitioners is the source of bi-
ased cognition. Internalists think that biases typically result from the 
operation of sub-optimal psychological processes. This camp includes 
psychologists working within the heuristics and biases paradigm, who 
blame biased cognition on our favouring efficient heuristics over sound 
reasoning. This paradigm fits well with virtue theoretic accounts of cog-
nitive biases as manifestations of epistemic vices. Externalists claim that 
biases are usually the result of environmental conditions, rather than 
inherent features of human psychology.1 Gigerenzer and others argue 
that putatively biased judgements are often artefacts of hostile infor-
mational environments. Mercier and Sperber contend that individuals 
perform poorly on reasoning tasks because these tasks are undertaken 
in isolation, rather than in dialectical engagement with others. These 
views suggest that virtue-theoretic treatments of cognitive bias should 
be contextualist and/or collectivist.

In addition to giving rise to debates about the nature of epistemic vir-
tues and vices, this divide has spawned disagreement about how best to 
attenuate the vices associated with biased cognition. Internalists gener-
ally favour debiasing strategies that intervene at the level of biased minds 
(inside strategies), while externalists favour strategies that intervene at 
the level of hostile environments (outside strategies). This disagreement 
is the focal point of my chapter.

It seems uncontroversial at this point to say that both internal and 
external factors are to blame for cognitive biases. But the fact that they 
interact in complex ways, producing non-linear effects, suggests that no 
straightforward combination of inside and outside strategies will ade-
quately succeed in its ameliorative purpose. For example, attempts to 
mitigate myside bias in individuals can blunt the debiasing power of 
collective deliberation. We want lawyers to be biased in favour of the 
positions they’re defending, so they will critically vet one another’s argu-
ments more thoroughly than they would if they were impartial. What’s 
required, then, is a coordinated approach that harnesses the interactions 
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between internal and external factors. My principal aim in this chapter 
is to offer one plausible plank in such an approach. My main claim is 
that various sources of bias are profitably handled by distinct strategies: 
reliabilist vices are best addressed by inside strategies, while responsi-
bilist vices are best addressed by outside strategies.2 This division of cog-
nitive labour has important consequences for institutional design and 
educational reform. In particular, it calls into question central claims 
within the growing literature on the role of education in cultivating in-
tellectual virtues.

1 Internalism

The internalist orientation of the heuristics and biases paradigm meshes 
well with virtue theories that explain epistemic successes and failures in 
terms of the virtues and vices manifested by individual agents. In this sec-
tion, I argue that the research within this paradigm indicates the need for 
an epistemic theory that recognizes both responsibilist and reliabilist vir-
tues/vices. According to this view, biased cognition can be ameliorated by 
the cultivation of these virtues in tandem, a task that virtue theorists think 
is best accomplished by means of proper instruction and habituation.

The heuristics and biases paradigm was generalized in the dual- 
process model of cognition, which distinguishes between two sources, 
or types, of cognition: Systems 1 and 2. System 1 produces representa-
tions automatically, involuntarily, efficiently, and in parallel. It does so 
with little or no cognitive strain, and without our being aware of how it 
does so. Most importantly, System 1 is unreflective and innumerate: it 
is insensitive to the quantity and quality of evidence that bears on our 
judgements. By contrast, System 2 processing is effortful, slow, com-
putationally costly, and serial. It can assess evidence consciously and 
deliberately, albeit with more strain and cognitive resources. Thus, we 
represent the world with some combination of intuitions and reflective 
judgements; the balance between them is determined by an efficiency- 
accuracy trade-off. System 1 is our default mode of cognition because 
it is fast and efficient; System 2 has the final say on our judgements and 
decisions because its deliverances are generally more accurate. Cognitive 
biases result when System 2 fails to correct the deliverances of System 1. 
This is what happens when many people answer the following question 
(Kahneman and Frederick 2002):

A bat and ball cost $1.10
The bat costs one dollar more than the ball.
How much does the ball cost?

The intuitive response is 10 cents, which is most peoples’ answer. A sim-
ple calculation reveals that this answer is incorrect – the correct answer 
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is 5 cents – which means that most people are not sufficiently engaged 
in System 2 processing when answering the question. Keith Stanovich 
calls this propensity to over-rely on System 1 cognitive miserliness 
(Stanovich 2011).

This model suggests that biased thinking is the result of insufficient 
reflection: we avoid cognitive biases by taking System 1 offline and us-
ing System 2 to generate more accurate representations. To the extent 
that this cognitive decoupling admits of conscious control and moti-
vational influence, its consistent practice is a prime candidate for a re-
sponsibilist virtue (Samuelson and Church 2015, 1107). Samuelson and 
Church label the virtue of properly decoupling from the representations 
of System 1 epistemic humility; the failure to do so they classify as the 
vice of epistemic arrogance. Roberts and West (2015) similarly focus 
on cognitive miserliness, and advocate for the virtues of self-vigilance 
and intellectual vitality: to avoid biased cognition, we must know when 
System 1 is likely to lead us astray (self-vigilance), and engage System 2 
in those conditions, to consider evidence beyond our intuitions (intellec-
tual vitality).3

While the disposition to engage System 2 when needed is necessary to 
prevent or correct the cognitive biases that result from System 1 process-
ing, Stanovich argues that it is insufficient. In addition, System 2 must 
have the requisite cognitive resources to make these corrections:

An aspect of dual-process theory that has been relatively neglected 
is that successful Type 2 override operations require both procedural 
and declarative knowledge. Although taking the Type 1 response 
priming offline might itself be procedural, the process of synthesiz-
ing an alternative response often utilizes stored knowledge of vari-
ous types.

(Stanovich 2011, 95)

To give the correct answer to the bat and ball problem, we must not 
only stifle the intuitive answer, but generate the correct answer. Accom-
plishing the latter task requires that we know how to perform the nec-
essary arithmetical calculations. Stanovich uses the term ‘mindware’ to 
denote the knowledge, rules, procedures, and strategies that System 2 
uses when overriding the deliverances of System 1. Some biases result 
from the mindware used by System 2, rather than our disinclination to 
engage those resources; Stanovich calls these cases of mindware prob-
lems. When the mindware we use fails to correct the deliverances of 
System 1, the source of our biases is not cognitive miserliness, but a 
problem with our mindware. For example, if we don’t know how to 
compute the probability of independent events, we will likely fall prey 
to the gambler’s fallacy, no matter how thoroughly we scrutinize our 
intuitions.4 Though many cognitive biases result from both cognitive 
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miserliness and mindware problems, Stanovich insists that we recognize 
their distinct contributions, to better understand the distinct sources of 
cognitive bias, and design more effective debiasing strategies.

Stanovich’s elaboration of the dual-process model requires a similar 
elaboration of epistemic theory. What’s needed is not more responsi-
bilist vices and virtues, but the addition of an entirely different theory: 
virtue reliabilism. This is obvious given Stanovich’s distinction between 
sound and contaminated mindware. Contaminated mindware includes 
superstitious thinking; an over-reliance on folk wisdom; and a belief in 
the superiority of intuition. Good mindware includes logical inference; 
statistical reasoning; and experimentation. Mindware is sound when its 
use reliably yields accurate beliefs, and contaminated when its use fails 
to do so (ibid. 193). Thus, manifesting the ability to use good mindware 
is a reliabilist virtue, and failing to do so is a reliabilist vice. But having 
a reliable competence is no guarantee that we will exercise it whenever 
we should; the bat and ball problem is a case in point: everyone can 
calculate the correct answer, but most people endorse the intuitive an-
swer without doing the calculation. Avoiding cognitive bias requires that 
we not only possess sound mindware, but manifest the disposition and 
motivation to use it discriminately. Our successes in doing so seem at-
tributable to virtuous character traits (intellectual vitality; self-vigilance; 
epistemic humility), and our failures seem attributable to responsibilist 
vices (epistemic arrogance; intellectual laziness). It seems, then, that 
a hybrid virtue theory will do the best job of capturing the epistemic 
norms that have emerged from the heuristics and biases research on 
judgement under uncertainty.

Furthermore, the theory must be holistic, since minimizing biased cog-
nition requires that reliabilist and responsibilist virtues be manifested 
together. Cognitive decoupling is only as good as the mindware it uses, 
but possessing sound mindware is no help if it’s not used when needed. 
In other words, our cognition is fragile with respect to the causes of bias: 
either reliabilist or responsibilist vices are sufficient to yield systemati-
cally inaccurate judgements. This pessimistic insight may explain why 
cognitive biases seem so commonplace. It also highlights the importance 
of developing strategies that effectively cultivate both types of epistemic 
virtues.

Given that virtue theorists blame cognitive biases on internal factors, 
it is hardly surprising that they usually endorse what Trout calls inside 
debiasing strategies: “An inside strategy is a voluntary reasoning process 
designed to improve the accuracy of judgment by creating a fertile cor-
rective environment in the mind” (Trout 2005, 418).5 These strategies of 
developing corrective virtues typically consist of some combination of in-
struction and habituation. With respect to the former, Roberts and West 
claim that we are more likely to be intellectually vital and self-vigilant 
when we appreciate our susceptibility to cognitive biases. They emphasize 
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that because most people lack this knowledge, “Our proposal depends 
crucially on education” (Roberts and West 2015, 2562). Courses on crit-
ical thinking and the psychology of human judgement can teach students 
when they’re likely to be biased, and what they can do about it. In addi-
tion, courses on formal logic, statistics, and economics, among others, 
can provide students with some of the mindware needed to make better 
judgements and decisions. Thus, a curriculum that targets the epistemic 
vices responsible for cognitive biases, and the epistemic virtues capable 
of correcting them, is often a key feature of virtue theoretic programs 
that seek to ameliorate the problem of cognitive bias.

However, it isn’t enough to have the ability to identify, avoid, and 
correct cognitive biases in compromising situations; we must also have 
the inclination to do so. This can be a tall order, since it often requires a 
substantial investment of cognitive effort and resources. But this needn’t 
be the case. Many theories emphasize the important role that habitua-
tion plays in the cultivation of virtues: the more often we behave vir-
tuously, the easier it becomes to do so. There’s no reason to think that 
epistemic virtues are exceptional in this respect. With enough training, 
many cognitive tasks can be exported from System 2 to System 1; read-
ing and basic arithmetic are obvious examples. If the cognitive processes 
required for debiasing can be trained to a level of automaticity, then our 
chances of performing them are more promising. This training requires 
a significant initial investment of time, energy, and resources, and is best 
guided by someone who has already been trained. As such, educational 
contexts are well suited to provide the instruction and training required 
to develop corrective virtues, and mitigate biasing vices.

For example, students should be instructed that they are particularly 
susceptible to confirmation bias and overconfidence when reasoning 
about matters on which they have pre-existing opinions or in which they 
have some personal stake. Once students appreciate this fact, they can 
be trained to use a number of debiasing techniques, such as consider- the-
opposite: when you suspect that you are under the influence of confirma-
tion bias and/or overconfidence, consider some of the reasons why your 
beliefs could be mistaken (Samuelson and Church 2015, 1105). By hav-
ing students repeatedly engage in this process, across several domains, 
educators instil in them sound mindware and the propensity to properly 
use it.

2 Externalism

Externalists emphasize the role of situational factors in cognitive pro-
cessing. They argue that any account of epistemic rationality that fo-
cusses predominantly on what happens inside our minds is bound to be 
incomplete and implausible. It is this myopic focus, they claim, that is 
responsible for the overly pessimistic conclusions within the heuristics 
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and biases literature. In particular, the jump from putatively irrational 
behaviours to irrational minds is made too often and without regard for 
the hostile environments in which those behaviours take place.

Gerd Gigerenzer has been one of externalism’s most vocal advocates. 
He argues that many cognitive illusions can be made to disappear by 
restructuring the informational environments in which they occur (Gig-
erenzer 1991). For example, he shows that a number of the biases in our 
statistical reasoning can be mitigated or eliminated by presenting infor-
mation in frequency formats rather than probability formats. Consider 
the following two ways of asking the same question:

(P) If a test to detect a disease whose prevalence is 1/1000 has a false 
positive rate of 5%, what is the chance that a person found to have a 
positive result actually has the disease, assuming you know nothing 
about the person’s symptoms or signs?

(F) One out of 1000 Americans has disease X. A test has been 
developed to detect when a person has disease X. Every time the test 
is given to a person who has the disease, the test comes out positive. 
But sometimes the test also comes out positive when it is given to 
a person who is completely healthy. Specifically, out of every 1000 
people who are perfectly healthy, 50 of them test positive for the 
disease.

Imagine that we have assembled a random sample of 1000 Amer-
icans. They were selected by a lottery. Those who conducted the 
lottery had no information about the health status of any of these 
people. How many people who test positive for the disease will ac-
tually have the disease? ________ out of ________.

The correct answer is 0.02 or 1/51. Only 18% of the students and staff 
surveyed at Harvard Medical School answered (P) correctly: half an-
swered 0.95, and the average answer was 0.56 (Casscells et al. 1978). The 
culprit for this inaccuracy, Casscells et al. conclude, is base-rate neglect: 
most participants did not factor the prevalence of the disease into their 
calculations of the posterior probability. This seems like a straightfor-
ward case of missing or malfunctioning mindware. However, Cosmides 
and Tooby (1996) found that 76% of the Stanford undergraduates they 
asked answered (F) correctly. This is puzzling because (P) and (F) are 
asking the same question, and providing the same information. But they 
are framed differently. And because we naturally think of probabilities 
as relative frequencies, rather than mathematical probabilities, we find 
the information presented in (F) easier to compute than the information 
presented in (P).6 Consequently, the inaccurate answers to (P) are not the 
result of missing mindware, but of a poor fit between the mindware we 
use and the tasks that psychologists present us with. This is a mismatch 
problem that gets misdiagnosed as a disparity problem.
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The problem with the heuristics and biases paradigm, from Gigeren-
zer’s perspective, is that it is blind to these mismatch problems. Since 
it assumes a single, invariant set of reasoning norms, its practitioners 
interpret any departure from those norms as being irrational. Yet there 
are circumstances where we should diverge from those norms: frequen-
tists should be puzzled by questions about single-event probabilities, and 
thus give non-Bayesian answers to (P). This being the case, Gigerenzer 
advocates an ecological conception of rationality, according to which 
reasoning strategies must be evaluated relative to the environments in 
which they’re used. And he claims that “Cognitive virtue is, in my view, 
a relation between a mind and its environment, very much like the no-
tion of ecological rationality” (Gigerenzer 2008, 18). We shouldn’t as-
sume that epistemic virtues are cross-situationally stable: whether or not 
an ability or trait is virtuous depends on the environments in which it is 
manifested.

Furthermore, we shouldn’t assume that the biases subjects manifest 
when tested in isolation are endemic to human reasoning generally. Mer-
cier and Sperber (2011; 2017) argue that the existence of these biases 
calls into question the intellectualist view that reason evolved to op-
timize the beliefs and decisions of individuals. In particular, the fact 
that our reasoning routinely operates under the influence of myside and 
confirmation bias makes it difficult for us to improve our beliefs and 
decisions. This enigma disappears, however, on their view that reason 
evolved to facilitate the transmission of information between human be-
ings. The stability of communication requires that most of the informa-
tion that gets transmitted and accepted is veridical; if deception were 
commonplace, then communication would impose too high a cost on 
potential communicators. Reason enables us to argue for or against the 
information that gets communicated, thus constituting a valuable tool 
for propagating and vetting this information. This argumentative theory 
nicely dispels the enigma of reason: if the reason is a tool for persuasion 
rather than optimization, then it should be biased in favour of our be-
liefs. And if argumentation serves to improve the quality of information 
that gets communicated, then we should expect it to be an effective an-
tidote to biased cognition. And it is, claim Mercier and Sperber, because 
our biased minds are inept at identifying and correcting our own cogni-
tive errors, but quite proficient at identifying and correcting the errors of 
others. Consequently, we can use dialogic environments to harness our 
cognitive limitations in ways that allow us to collectively overcome them.  
Argument is like testimony in this respect: just as testimony is an effec-
tive means of dividing the cognitive labour of acquiring information, 
interpersonal deliberation is an effective means of dividing the cogni-
tive labour of reasoning about information. Since dialectically engaged 
groups typically have more cognitive resources at their collective dis-
posal, and a greater inclination to use them, their reasoning tends to be 
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less biased than the reasoning of individuals. This is why, for example, 
deliberating groups are up to four times more likely to correctly complete 
the Wason four-card selection task than individual subjects (Moshman 
and Geil 1998; Mercier and Trouche 2015). Mercier and Sperber insist: 
“…the normal condition for the use of reasoning are social, and more 
specifically dialogic. Outside of this environment, there is no guarantee 
that reasoning acts for the benefits of the reasoned” (Mercier and Sper-
ber 2017, 247). Since almost all of the experiments within the heuristics 
and biases tradition take place outside of this environment, we should be 
neither surprised nor distressed by their seemingly dire results: they do 
not reveal shortcomings of human rationality, but of individual rational-
ity. And because its practitioners are guilty of this conflation, they tend 
to focus too much on what is going on inside the minds of individuals, 
and not enough on what is going on between them.

Externalism offers two reasons to be optimistic about the prospects 
of attenuating biased cognition. First, if human beings are contextually 
irrational, rather than constitutionally irrational, then outside debiasing 
strategies may prove effective: “An outside strategy identifies features of 
the environment whose presence can be manipulated to produce the most 
accurate or desirable available outcome” (Trout 2005, 420).7 Second, we 
might be able to implement these strategies at a relatively low cost: “I 
conjecture that changing environments can in fact be easier than changing 
minds” (Gigerenzer 2008, 16).8 Framing probabilities as relative frequen-
cies is certainly less demanding than teaching people to reason like Bayes-
ians. And it seems that minds are more readily opened with critical (and 
polite) conversations than with self-imposed strategies, such as consider- 
the-opposite. Thus, epistemic programs meant to ameliorate the problem 
of cognitive bias should provide guidance concerning the development of 
ecological and collectivist virtues, rather than focussing overwhelmingly 
on stable virtues that are attributable only to individual agents.

3 Interactionism

Almost no one can be found on the extremes of the internalist-externalist 
divide: there is general agreement that biased cognition has both internal 
and external causes.9 Consequently, it would seem that a combination 
of inside and outside strategies stands the best chance of mitigating cog-
nitive biases. Some combinations are better than others, however. The 
best way to combine them depends on the ways in which personal (in-
ternal) and situational (external) factors are related to one another, and 
how they give rise to cognition.

The conjunctive approach is to develop inside and outside strategies 
independently, and implement them jointly. Accordingly, we should in-
culcate reliabilist and responsibilist virtues, and design more benign in-
formational and collectivist environments, but these aims have little to 
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do with one another. This approach is appropriate if personal and situa-
tional factors are independent, such that “…the effect of some person[al] 
variable is the same, regardless of the situation the person is in, and the 
effect of the situation is the same, regardless of the kind of person in that 
situation” (Kihlstrom 2013, 794). Person-situation independence entails 
that inside and outside strategies won’t overlap or conflict: the cultiva-
tion of corrective virtues will make us less biased across situations, and 
the design of better environments will make us less biased across pop-
ulations. If this is the case, then the conjunctive approach is the way to 
go: the more effective strategies we implement, the less biased we’ll be.

But this isn’t the case. Psychologists now agree that behaviour is largely 
the result of interactions between personal and situational factors. This 
has given rise to the doctrine of interactionism, according to which “…
situations are as much a function of the person as the person’s behavior 
is a function of the situation” (Bowers 1973, 327). Benign framing and 
dialogic engagement tend to mitigate cognitive biases, but the extent to 
which they do so often depends on whose cognition is being de-biased. 
Framing statistical information in a frequency format will reduce base-
rate errors, but is more likely to do so when the people presented with 
this information are highly numerate. Consequently, inside and outside 
strategies can reinforce one another in ways that cannot be recognized 
by the doctrine of person-situation independence. By the same token, 
they can also interfere with one another. By reducing confirmation and 
myside bias in individuals, we can undermine the bias-mitigating dy-
namics of critical dialogue (Mercier and Sperber 2011). Thus, a conjunc-
tion of debiasing strategies can sometimes lead to worse results than the 
pursuit of a single strategy, or no strategy at all.

Furthermore, the personal and situational determinants of behaviour 
tend to influence one another: the traits that people manifest are influ-
enced by the environments in which they develop, and personal traits 
play a role in determining the situations that people put themselves in. 
Kilhlstrom (2013) calls this the doctrine of reciprocal determinism. Re-
ciprocal determinism requires that we recognize the possibility of hy-
brid strategies that are neither strictly inside nor outside (Bland 2020). 
We can improve the way people think by designing environments that 
foster epistemic virtues; this is an outside-in approach. For example, 
given that people are more likely to develop epistemic humility when 
they receive timely, unambiguous feedback about the accuracy of their 
judgements (Wilson et al. 2002), we can encourage epistemic humility 
by designing environments that regularly deliver such feedback, such as 
forecasting tournaments and prediction markets. And we can improve 
our surroundings by developing outward focussed virtues; this is an 
inside- out approach. For example, by cultivating intellectual courage, 
we can make people more likely to seek out critical feedback from oth-
ers. Thus, reciprocal determinism opens strategic avenues that would 
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not exist if person-situation independence were true. Indeed, with so 
many strategies available to us, it would be inefficient to implement all of 
them: the conjunctive approach is sure to result in redundancies.

The relationships between personal and situational factors are com-
plex, dynamic, and non-linear. Consequently, a coordinated approach 
to debiasing is not the sum of its personal and situational interventions. 
In particular, the conjunctive approach is ill advised because it leads to 
strategic conflict and overlap. This means that we should use debiasing 
strategies selectively, which gives rise to a coordination problem: how 
do we select which strategies to jointly implement? I will propose a par-
tial solution to this problem in the following section.

4 A Division of Cognitive Labour

My proposal is that different types of strategies are best suited to culti-
vating different types of corrective virtues. While the reliabilist virtues 
capable of overcoming mindware problems are best cultivated by inside 
strategies, the responsibilist virtues capable of overcoming cognitive mi-
serliness are best cultivated via situational scaffolding leveraged by out-
side, outside-in, and inside-out strategies. Since both types of virtues can 
be effective only when developed in tandem, all four strategies are es-
sential to a well-coordinated approach to debiasing, though they should 
generally have distinct targets.10 I have two reasons for this position. 
First, responsibilist virtues are more difficult to cultivate in individuals 
than reliabilist virtues. Second, responsibilist virtues are more unstable 
than reliabilist virtues, in large part because the former are emergent 
features of group cognition, whereas the latter are more likely to aggre-
gate in epistemic collectives. I develop these arguments below.

There is a growing empirical literature on the difficulty of debias-
ing that suggests that most biases cannot be personally overcome by 
developing responsibilist virtues, such as intellectual vitality and self- 
vigilance. Being intellectually vital doesn’t require that we use System 
2 all, or even most, of the time. Rather, we must be selectively vital, 
i.e., self-vigilant. To be properly self-vigilant, we must know when we’re 
likely to be biased, and herein lies a problem. Most biases arise from 
System 1 processing, yet this processing is largely closed to introspec-
tion. The result is that most biases go undetected. Yet we don’t realize 
that we lack internal signs of biased cognition. These two facts conspire 
to produce a bias blindspot, i.e., our tendency to more readily recognize 
biased thinking in others than in ourselves (Pronin et al. 2002; Pronin 
and Kugler 2007). And if we don’t often recognize when we’re biased, 
we’re unlikely to initiate any process to remedy the situation.

Roberts and West might reply that this is one of the problems that 
their virtue-based education is supposed to fix: it can teach us to look 
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for external signs of biased cognition, so that we can recognize biases 
as readily in ourselves as we can in others. For example, we might be 
conditioned to consult quantitative empirical data when attempting to 
determine the frequency of spectacular events – mass shootings; terrorist 
attacks; etc. – to avoid the biases that result from relying on the avail-
ability heuristic.

Unfortunately, says Kahneman, “…this sensible procedure is least 
likely to be applied when it is needed most” (Kahneman 2011, 417). 
The problem with such inside strategies is straightforward: they re-
quire biased minds to do the debiasing. We are biased in favour of 
easy intuition over difficult deliberation, yet we’re motivated to see 
ourselves as rational, rigorous, and accurate thinkers (Kunda 1990). 
And we are biased in favour of information that confirms our positive 
self-image. Consequently, our standing assumption that our thinking 
is unbiased often survives obvious cues to the contrary. In fact, being 
alerted to the possibility that we’re biased can make us more confident 
in our biased judgements: it gives us another occasion to look for rea-
sons supporting our objectivity (Hirt and Markman 1995; Sanna et al. 
2002; Frantz 2006).

Yet experimental studies of particular debiasing techniques seem 
to provide grounds for optimism. For example, studies have found 
that tracking accuracy and perspective-taking can mitigate overconfi-
dence: by keeping score of their judgemental accuracy and deploying 
the consider- the-opposite strategy, subjects were better able to calibrate 
their levels of confidence (Fischhoff 1982; 2002; Arkes et al. 1987). This 
is doubly good news since overconfidence leads not only to biased judge-
ments, but biased judgements about one’s own cognitive performance. 
Fostering epistemic humility, then, can serve the dual purpose of reduc-
ing bias at the level of cognition, and improving our odds of identifying 
biased cognition at the metacognitive level.

Critics are quick to point out, however, that these interventions have 
been implemented in laboratory settings that do not resemble the normal 
conditions in which individuals formulate and think about their judge-
ments. Ahlstrom-Vij reports that in experiments where feedback was 
found to reduce overconfidence,

…subjects (a) answer several questions about their degree of cali-
bration directly after having performed the relevant judgment tasks; 
(b) consult graphical representations of how well their answers cor-
respond to their actual degree of calibration; and then (c) answer 
several questions about what the relevant graphs suggest about their 
degree of overconfidence, to ensure that the subjects understand the 
feedback information.

(Ahlstrom-Vij 2013, 28)
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The chances of ordinary people routinely seeking and receiving this 
type of feedback over their normal course of affairs are remote. Where 
feedback of this kind is available, it is typically the result of well- 
designed cognitive environments, such as forecasting tournaments and 
prediction markets. Thus, experimental subjects are not being trained 
to keep score of their judgements, but to integrate score-keeping infor-
mation into future judgements. While this is no doubt a valuable skill 
for mitigating biased cognition, it is bound to remain dormant in the 
absence of feedback mechanisms that frequently operate outside a sub-
ject’s control.

Kenyon and Beaulac make a similar point about the consider-the- 
opposite strategy. In experimental settings, subjects are prompted to 
entertain alternative perspectives, and presented with information that 
makes it easier for them to do so. They argue that this is essential to the 
strategy’s empirical success, which casts serious doubt on its effective-
ness outside of laboratory settings (Kenyon and Beaulac 2014, 347).11 
Once again, the problem with self-deployed strategies is that they are 
subject to some of the same biases that they’re meant to attenuate. 
Consider- the-opposite needn’t be a self-deployed strategy, however. In 
fact, perspective- taking is more readily accomplished by dialogic inter-
action with others. The perspectives that get entertained in such con-
versations are less likely to be biased because their participants aren’t 
uniformly biased. Other people don’t share our ego-centric biases be-
cause they don’t share our egos: they have no stake in our objectivity. 
And since they typically attend to our behaviour more critically than 
we do, they’re more likely to notice and counteract our departures from 
sound reasoning. This is why collectives can be more intellectually vital, 
vigilant, and humble than individuals. And this is true even when the 
membership of collectives doesn’t manifest these virtues individually.

Consider the virtue of active open-mindedness (AOM), i.e., the ten-
dency to thoroughly seek out and process evidence that bears on our 
beliefs. Actively open-minded people are less subject to myside and con-
firmation bias. Philip Tetlock has found that this trait is disproportion-
ately possessed by individuals who are unusually proficient at accurately 
forecasting socio-political events, so-called superforecasters. Tetlock’s 
Good Judgement Project tested the forecasting acumen and AOM of 
individuals and teams of forecasters. Unsurprisingly, high-AOM teams 
outperformed low-AOM teams. More surprising are the results about 
the makeup of high-AOM teams: Tetlock and his colleagues found that 
they were not necessarily made up of high-AOM members. Rather, AOM 
is an emergent property of opinionated collectives that have a common 
interest in the truth (Tetlock and Gardner 2015, 207–208). This is pre-
cisely what one would expect from Mercier and Sperber’s collectivist 
perspective. Nor would they be surprised that teams outperformed indi-
viduals by a significant margin. But they go a step further, claiming that 
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the manifestation of virtues like AOM at the level of individuals often 
interferes with their manifestation at the level of collectives. Solutions to 
complex cognitive problems require a level of information collection and 
processing that individuals cannot readily meet. Consequently, when 
each team member is open to all of the relevant information, every team 
member is in danger of engaging that information at a superficial level. 
By contrast, in doxastically diverse groups whose members are subject 
to confirmation bias, the tasks of collecting and processing relevant in-
formation get efficiently divided: everyone devotes their limited cogni-
tive resources to the information that best fits their existing views. As 
long as all of this information gets shared and critically discussed, these 
groups will be more effectively open-minded than groups with open-
minded members.12 In other words, some of the responsibilist virtues 
that mitigate biased cognition in individuals are not only non- summative 
in epistemic collectives, they’re subtractive.13 So even if they could be 
cultivated using inside strategies, our doing so would come at the ex-
pense of more effective collectivist interventions. As we shall see, the 
same is not true of reliabilist virtues.

Before making this case, I should emphasize that reliable mindware 
seems more easily developed through inside strategies than responsibilist 
virtues. Richard Nisbett and his colleagues conducted a series of studies 
that suggest that peoples’ reasoning abilities can be improved by teach-
ing them formal rules of inference. In a longitudinal study that tested 
undergraduates’ statistical-methodological and conditional reasoning in 
their first and fourth years of study, Lehman and Nisbett (1990) found 
that students studying psychology and social science experienced a much 
greater improvement in their statistical-methodological reasoning than 
students studying natural science and humanities, while conditional rea-
soning improved much more in the latter groups than in the former. The 
first disparity can be explained by the disproportionate training that 
psychology and social science students receive in statistical reasoning in 
uncertain domains. Lehman and Nisbett conjecture that the improve-
ment in the conditional reasoning of natural science students is due to 
their training in mathematics, though they remained puzzled about a 
similar improvement in humanities students. Lehman et al. (1988) found 
a similar pattern in the effects of graduate instruction. Their cross- 
sectional study compared the performance of first-year and third-year 
students in chemistry, law, medicine, and psychology on a questionnaire 
that required them to use statistical-methodological and conditional rea-
soning to solve a variety of scientific and everyday problems. They found 
a significant improvement from first to third year in the performances 
of medicine and psychology students, but not in those of chemistry and 
law students.14 They obtained the same result in a longitudinal study 
that compared the performances of students in the first and third years 
of their programs.
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Not everyone is as optimistic about the prospects of mitigating cog-
nitive biases by means of statistical instruction. Tversky and Kahneman 
note that,

Misconceptions of chance are not limited to naïve subjects. A study 
of the statistical intuitions of experienced research psychologists re-
vealed a lingering belief in what may be called the “law of small 
numbers,” according to which even small samples are highly repre-
sentative of the populations from which they are drawn.

(Tversky and Kahneman 1974, 1125–1126)

Learning to reason in accord with the law of large numbers, it seems, 
does not eliminate the tendency to use the representativeness heuristic.

This fact alone does not impugn the efficacy of formal training for 
two reasons. First, it is compatible with the possibility that well-trained 
individuals are less susceptible to statistical biases than untrained in-
dividuals. The work of Nisbett et al. seems to indicate that this is the 
case. Second, an expert’s misuse of the representativeness heuristic is a 
different kind of epistemic failure than a layperson’s ignorance of the 
law of large numbers: the former shortcoming stems from cognitive mi-
serliness, rather than a mindware gap. As Stanovich explains, there is an 
inverse relationship between mindware gaps and cognitive miserliness:

One interesting implication of the relation between miserly process-
ing and mindware gaps is that the fewer gaps one has, the more 
likely that an error may be attributable to miserly processing. In 
contrast, errors made by someone with little relevant mindware 
installed are less likely to result from miserly processing than to 
mindware gaps.

(Stanovich 2011, 102)

As the name suggests, mindware is a cognitive tool that can confer epis-
temic benefits only when it is used properly. But failing to use it is not the 
same thing as failing to possess it. The second failure entails the first, but 
not vice versa: you can fail to use mindware that you do have, but you 
can’t use mindware that you don’t have. Formal training can mitigate the 
second failing without mitigating the first: stocking System 2 with sound 
reasoning techniques does not ensure that System 2 will routinely engage 
them when necessary. Having the capacity to reason soundly is a neces-
sary condition for effective debiasing, but not a sufficient condition; we 
must also exercise that capacity. As I’ve already noted, reliabilist and 
responsibilist virtues must be manifested together to attenuate cognitive 
biases.

Reliabilist virtues have another feature that bolsters the recom-
mendation that they be cultivated using inside strategies. Unlike 
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responsibilist virtues, they are robustly enhancive when manifested by 
individuals: they tend to promote, rather than prohibit, effective debi-
asing across a range of diverse environments.15 As discussed above, 
the primary reason why responsibilist virtues are cross-situationally 
unstable is that they tend not to be summative in collectivist contexts. 
Reliabilist virtues, on the other hand, are more likely to aggregate in 
epistemic collectives than emerge ex nihilo: highly numerate, inferen-
tially savvy groups are typically made up of highly numerate, inferen-
tially savvy members. This is supported by the finding that groups tend 
to solve problems that admit of demonstrably correct solutions when 
any of their members do so (Davis 1973; Laughlin and Ellis 1986; Bon-
ner et al. 2002). The more reliable mindware there is within a group, 
the greater its chances of solving a variety of such questions without 
falling prey to logical fallacies or statistical biases. This may also ex-
plain Tetlock’s finding that grouping superforecasters yields a greater 
improvement than grouping normal forecasters (Tetlock and Gardner 
2015, 205): their collective mindware gets consolidated, even if some 
responsibilist virtues, such as active open-mindedness, do not. Thus, 
reliabilist virtues are more often a precondition than a result of pro-
ductive discourse. Groups whose members collectively possess a wide 
range of reliable mindware are in a better position to mitigate the bi-
ases that emerge in their critical discussions than groups that lack such 
mindware. They will effectively do so, however, only if they manifest 
the responsibilist virtues required to make proper use of their cognitive 
resources: they must be open to multiple perspectives, modify their 
views in light of new information, etc. Whether or not groups manifest 
these virtues depends more on their makeup, motivation, and the set-
tings of their deliberations than it does on the characteristics of their 
members. All of this suggests that inside strategies best equip us with 
relevant mindware, while situational interventions best compel us to 
use them appropriately.

If correct, this view has significant implications for institutional de-
sign. Institutions that wish to limit biased cognition should begin by 
designing cognitive environments that harness reliabilist virtues and in-
duce responsibilist virtues. Several of our most important institutions do 
this well. The principal actors in legal systems require formal training 
in contractual and ethical reasoning before they can take part in legal 
deliberations. Not all actors are expected to be impartial in their use of 
these skills, however. Quite the reverse: each side in a legal proceeding 
has an advocate who is supposed to be biased in its favour. The norms 
that govern these proceedings ensure that each advocate has an equal 
opportunity to present their case, which is subject to the same proce-
dural rules determining what constitutes acceptable evidence, argu-
ments, objections, etc. In this way, legal proceedings divide the epistemic 
labour that’s required to effectively implement the consider-the-opposite 
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strategy. The same is true of institutional science. Scientists must be ex-
tensively trained to use the mindware that’s appropriate to their fields of 
study: statistical analysis, experimental design, empirical measurement, 
etc. Yet, as Popper insists, to expect scientists to engage these resources 
without bias is to misunderstand the source of scientific objectivity:

…what we call ‘scientific objectivity’ is not a product of the indi-
vidual scientist’s impartiality, but a product of the social or public 
character of scientific method; and the individual scientist’s impar-
tiality is, so far as it exists, not the source but rather the result of this 
socially or institutionally organized objectivity of science.

(Popper 2002[1996], 426)

Popper puts little stock in the justifications that scientists give for their 
own theories since these justifications are inevitably contaminated by 
personal biases. However, scientists are expected and incentivized to 
publicize their findings and the methods they use to arrive at them. This 
gives the community of scientists, who do not share the same biases, the 
opportunity to criticize one another’s work within a common frame-
work of rules and standards. Since scientists are bound to critically vet 
one another’s research more thoroughly than they vet their own, this 
division of cognitive labour gives rise to more objective results than the 
results that any scientist can achieve on their own.16

This view also has important implications for educational policy. 
Several epistemologists have recently turned their attention to this im-
portant topic, but their general approach, I argue, is not well suited to 
meeting the goal of nurturing less-biased inquirers.

5 Implications for Education

Much of the contemporary work in this area focusses on the role that 
education should play in cultivating responsibilist virtues in students. 
This trend is welcome and understandable in light of the disproportion-
ate attention that reliabilist virtues have received in Western pedagogical 
traditions. However, the strategies for promoting responsibilist virtues 
in educational contexts are lopsidedly internalist and individualistic. 
They include: explicit instruction on the virtues and vices; routinely 
practicing virtuous behaviours in the classroom; drawing attention to 
exemplars; modelling the virtues; and assigning projects that encourage 
reflection on and assessment of personal epistemic behaviours (Baehr 
2013; Battaly 2016b; Roberts 2016). While these strategies may bear 
some valuable fruit in general, I am dubious of their prospects for help-
ing students mitigate biased cognition, for the reasons articulated above. 
I doubt that intellectual vitality, self-vigilance, and epistemic humility 
can be developed to any significant degree through explicit instruction, 
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personal practice, the examination of exemplars, in-class modelling, and 
self-reflections and assessments alone. In the remainder of this section, 
I outline a more promising pedagogical approach to cultivating bias- 
mitigating responsibilist virtues.

This approach involves teaching strategies of cognitive outsourcing, 
i.e., strategies for creating and exploiting positive epistemic environ-
ments. Educators already teach students how to outsource the tasks of 
acquiring and vetting information by showing them how to search for 
testimonial knowledge (online or at a library) and establish expertise (by 
examining credentials, looking for peer-reviewed sources, etc.). But they 
don’t often teach students how to outsource the cognitive abilities and/
or dispositions required to productively process the information at their 
disposal. To this end, I have a few suggestions.

First, students should be taught to appreciate both the difficulties of 
personal debiasing and the positive effects of situational interventions. 
As we have seen, there are good reasons to be pessimistic about ap-
proaches that seek to cultivate responsibilist virtues by teaching students 
how to implement inside debiasing strategies on their own. In the ab-
sence of any instruction on the limits of these strategies, students are in 
danger of reinforcing their biases when employing them: they can end up 
more confident in the accuracy of their judgements because they believe 
that they’ve effectively debiased the cognitive processes that generated 
them. At the very least, inside strategies should be supplemented with 
lessons that identify and explain the main obstacles to personal debias-
ing, such as self-deception and bias blindspot. This may encourage more 
cautious approaches to personal debiasing, and a greater openness to en-
vironmental interventions. The effectiveness of situational interventions 
can be illustrated by having students complete cognitive tasks on their 
own, and with environmental support, so that they can actually see the 
differences in outcomes. For example, educators may have their students 
complete the four-card selection task on their own, and then in small 
groups. The typical increase in the proportion of correct answers from 
the first condition to the second can serve to dramatically demonstrate 
the power of collective deliberation, as well as the possible pitfalls of 
inside strategies of promoting intellectual vitality, self-vigilance, and/or 
epistemic humility.

Second, students should receive instruction on what makes environ-
mental interventions effective at ameliorating cognitive biases. For ex-
ample, students may be asked to record the reasoning that led to their 
answers in the four-card selection task, and then explain why they were 
better able to correctly complete the task when grouped with their peers. 
What differences in reasoning in these two conditions led to the dif-
ferential success rate? This is one way of getting students to recognize 
the potential of collective deliberation to aggregate information, pool 
reliable mindware, and entertain multiple perspectives. They may then 
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be asked to identify other collectives that have these positive features, so 
that they become better able to recognize productive sources of collec-
tive deliberation.

Third, students should be taught how to improve cognitive environ-
ments. This will involve explicitly identifying situational features that 
interfere with the mitigation of cognitive biases. For example, students 
should be warned about the epistemic dangers of collective deliberation, 
including groupthink, polarization, and overconfidence. These pitfalls 
have many causes that can be explored through lessons and assignments: 
cascades; a lack of viewpoint diversity; poor incentive structures; a lack 
of timely, precise feedback; etc. Rather than focusing exclusively on how 
to mitigate biases in their own thinking, students should also be intro-
duced to interventions that have proven successful at mitigating the bi-
ases that routinely afflict group cognition. Indeed, Kahneman laments 
the lack of training that individuals receive in optimizing organizational 
reasoning: “One example out of many is the remarkable absence of sys-
tematic training for the essential skill of conducting efficient meetings” 
(Kahneman 2011, 418). To this end, students could be trained to use 
the Delphi method of aggregating viewpoints as a way of avoiding cas-
cades; red teaming and adversarial collaboration as ways of ensuring 
open-mindedness and viewpoint diversity; and the premortem as a way 
of priming critical thinking and constraining confidence.17 In addition, 
they could be taught that effective leaders are typically inquiring and 
self-silencing, and that successful organizations tend to value diachronic 
improvement over occasional success. Having learned these lessons, stu-
dents might be asked to apply them by suggesting ways in which negative 
epistemic cultures, such as social media platforms, could be improved. 
Moreover, a larger proportion of course work should be done in groups, 
and graded not only on its outcomes, but on the processes that groups 
self-consciously implement.

Fourth, students should be introduced to positive epistemic cultures 
in which they can participate on a regular basis. Among these positive 
cultures are deliberative communities that incentivize fair, rigorous, 
open-minded dialogue, such as debate clubs, and online platforms like 
Kialo (https://www.kialo.com/) and Change My View (https://www.
reddit.com/r/changemyview/). Other good examples are score- keeping 
cultures, such as forecasting tournaments (e.g., Metaculus: www. 
metaculus.com) and prediction markets (e.g., PredictIt: www.predictit.
org), that promote intellectual humility, vitality, and self-vigilance. Cul-
tures with these features can be modelled in the classroom. For exam-
ple, a poker tournament in which students must evaluate their decisions 
retrospectively can teach them about the importance of making fine-
grained probabilistic judgements, belief updating, and decision-making 
under uncertainty.18 This is just one of many possible outside-in debias-
ing strategies.
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Finally, students should be encouraged to develop outward-focussed 
virtues, i.e., dispositions to seek out, create, and/or harness positive epis-
temic environments. One candidate is intellectual gregariousness, which 
Brogaard characterizes as “…a natural or automatic tendency to engage 
with intellectual peers for the sake of getting to the truth” (Brogaard 
2019, 451). Those who possess this virtue enjoy the back-and-forth of 
interpersonal deliberation, and consequently are more likely to have their 
biases checked by interactive argumentation. Educators can foster intel-
lectual gregariousness in their students by creating stimulating dialogical 
environments. This can be done by holding competitive events, such as 
group problem-solving tournaments and in-class debates, as occasions 
for students to implement the mindware that they’ve learned. Participa-
tion in these events should not be graded, so that students learn to hold 
one another accountable, rather than relying on extrinsic motivation. 
Ideally, students will thereby come to appreciate and enjoy engaging their 
peers in intellectual exchanges as a source of knowledge and cognitive 
self-improvement, thus employing an inside-out debiasing strategy.

This virtue-based educational approach to ameliorating the problem 
of cognitive bias requires that we re-think the character of epistemic 
virtues. It is often thought that responsibilist virtues are more likely to 
be cultivated through effortful learning and habituation than reliabilist 
virtues, which is why we are personally responsible for the former, but 
not necessarily the latter. This may also be part of epistemologists’ ra-
tionale for focusing on the role of education in developing responsibilist 
virtues, rather than reliabilist virtues. Yet, when it comes to the virtues 
that facilitate the avoidance/minimization/correction of cognitive biases, 
this supposition gets things backwards. Reliabilist virtues, in the form 
of sound mindware, are more readily imparted to individuals by means 
of instruction and habituation: we can learn how to reason in ways that 
avoid sources of systematic error, and can be held responsible for an 
inability to do so. On the other hand, the tendency to use this mindware 
when and as appropriate cannot be as easily trained, since it depends to 
a greater extent on features of the environments in which we reason. It 
is difficult, therefore, to hold agents directly responsible for failing to 
manifest the virtues that are constitutive of this tendency. Nevertheless, 
we can and should hold individuals indirectly responsible insofar as they 
can knowingly exert control over their cognitive environments.19 Teach-
ing students how to do this, by imparting strategies of cognitive out-
sourcing, should be one of the central aims of any educational approach 
to ameliorating the problem of cognitive bias.
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Notes
 1 The internalism/externalism nomenclature comes from the exchange be-

tween Matheson (2006) and Gigerenzer (2008).
 2 I am using the terms ‘reliabilist virtue/vice’ and ‘responsibilist virtue/vice’ 

in the inclusive way that Battaly does in (Battaly 2016a). Reliabilist virtues/
vices are cognitive faculties that need not be acquired or personal, and for 
which we need not be responsible, but whose epistemic standing and value 
is determined by their truth-conduciveness. Responsibilist virtues/vices are 
personal character traits that can be acquired, and for which we are respon-
sible, and whose epistemic standing and value depends at least in part on 
their motivational elements. I am also open to the possibility that many cog-
nitive biases are the result of vicious thinking styles, rather than cognitive 
faculties or traits – on this point, see Cassam (2019, Ch. 3).

 3 Roberts and West identify four epistemic vices responsible for cognitive 
 biases – intellectual laziness; blinkered vision; associative coherence; and 
substitution – but each of them are aspects of cognitive miserliness. 

 4 Stanovich classifies this as a case of mindware gap, i.e., our lacking the mind-
ware that’s necessary to correct an intuitive response. The other problem is 
contaminated mindware, which routinely overrides intuitive responses with 
inaccurate judgements.

 5 However, one can be an internalist about the sources of cognitive bias, but 
a pessimist about the prospects of inside strategies. Kahneman seems to fit 
this description – see Kahneman (2011, 417).

 6 Internalists also recognize the important role that framing effects can play in 
our judgements, but they draw different conclusions about the psychological 
processes responsible for the effects. See, for example, the classic exchange 
between Gigerenzer and Kahneman and Tversky in Gigerenzer (1996) and 
Kahneman and Tversky (1996).

 7 The distinction between inside and outside strategies may have to be sharp-
ened in light of the extended cognition thesis (Clark and Chalmers 1998). 
To this end, Alfano and Skorburg (2018) helpfully articulate a distinction 
between embedded, scaffolded, and extended cognition, drawing on Paler-
mos’s (2014) view that extended cognition necessarily involves stable feed-
back loops between cognitive agents and their environments.

 8 See also Trout (2005) and Ahlstrom-Vij (2013).
 9 See, for example, Kahneman and Tversky (1996), Samuels et al. (2004), and 

Samuelson and Church (2015).
 10 To be clear: this is meant to be a heuristic, rather than a categorical rule. 

There are some outside interventions that promote reliabilist virtues, such 
as Gigerenzer’s framing effects, and some inside interventions that promote 
responsibilist virtues. My claim is that on balance this is more rarely the 
case.

 11 See also Trout (2005, 419–420).
 12 This conclusion is reinforced by Zollman’s (2010) work with network 

models.
 13 The epistemic vices that give rise to miserly processing are instances of what 

Smart (2018) calls Mandevillian intelligence: traits that are vicious in most 
solitary circumstances, and virtuous in some collectivist contexts.

 14 The improvement in the performance of psychology students was more than 
double the gains made by medical students. Lehman et al. replicated their 
results concerning psychology and chemistry students in a cross-sectional 
study at an alternative institution.
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 15 To be more precise: reliable mindware tends to be epistemically enhansive 
across its domain of application. The ability to do frequentist statistics is of 
little use when it comes to estimating the probabilities of unique events. But 
this inability does not have deleterious effects on any reasoning that can ad-
dress such problems. Responsibilist traits can have deleterious effects when 
manifested by individuals, even in the domains in which they apply. 

 16 For a similar view of scientific objectivity, see Longino (1990). I should clar-
ify that Popper and Longino offer normative accounts of how science should 
work. There are good reasons to think that science often fails to fit their 
descriptions. Chief among them is the so-called ‘replication crisis’ in the be-
havioural and life sciences. However, the crisis has precipitated a ‘credibility 
revolution’ (Vazire 2018) whose inside strategies generally focus on promot-
ing reliabilist virtues, and whose outside (inside-out; outside-in) strategies 
generally focus on promoting responsibilist virtues. I make this argument in 
greater detail in (Bland 2020).

 17 The Delphi method requires group members to submit anonymous judge-
ments, in the form of probability estimates, in a series of rounds, between 
which members can freely deliberate, until a consensus is achieved. Red 
teaming is the practice of creating a group whose purpose is to challenge 
the collective’s prevailing positions. A premortem is the exercise of having a 
group imagine that it has failed to meet its objective, and listing the possible 
explanations for the imagined failure. 

 18 For a compelling account of the role that poker can play in cultivating bias- 
mitigating virtues, see Duke (2018).

 19 According to this view, praise and blame for epistemic behaviours must of-
ten extend beyond individual agents, to the parties who are responsible for 
the relevant features of the cognitive environments in which their behaviours 
take place.
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Steven Bland’s suggestion that responsibilist virtues and reliabilist vir-
tues can best be inculcated in different kinds of ways is a fascinating one. 
He identifies reliabilist virtues (or, more plausibly, a subset of such vir-
tues) with “mindware”, and argues that they can be inculcated via inside 
strategies, where an inside strategy is one that focuses on the mind of the 
individual agent. Responsibilist virtues, on the other hand (the panoply 
of virtues on which the majority of virtue epistemologists have focused), 
are best inculcated via outside strategies, for instance by structuring in-
stitutions so that our dispositions are harnessed to veritistic ends. There 
is a great deal to chew over in this suggestion; pursuing it further opens 
onto a variety of important issues and promises to be very fruitful. Here, 
I want to point out one problem with the proposal that might make it un-
palatable to some epistemologists, and suggest a perspective from which 
the problem might dissipate.

Bland’s proposals are developed in the service of debiasing. The biases 
he’s concerned with are not prejudices, but predictable and (apparently) 
species-typical dispositions that see us (again, apparently) often depart-
ing from the canons of rationality. There’s more than a hint in his chap-
ter that he thinks of reliabilist and responsibilist virtues as debiasing 
agents in quite different senses. Reliabilist virtues give us the mindware 
to engage in logical reasoning: they enable us to be rational in that sense. 
Responsibilist virtues aim at ecological rationality. Mapping reliabilist 
virtue onto direct rationality and responsibilist virtue onto ecological 
rationality makes sense insofar as Bland is correct that reliabilist virtue 
depends more on inside strategies.

Logical reasoning is a property of our cognitive processes, and while 
such reasoning need not be entirely internal to agents, it is manifested 
in the transitions between cognitive states themselves. Only if such tran-
sitions have appropriate properties is reasoning logical in this sense. 
Ecological reasoning, on the other hand, does not require that the tran-
sitions between states have any particular properties at all: it requires 
instead that our information processing is well suited to our task, not 
that the processing has any particular properties. Ecological rationality 
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depends on a relation between processing and outcome, not the proper-
ties of the process itself.

Virtue epistemologists in the responsibilist tradition will, I predict, 
be reluctant to identify the virtues they prize with ecological rationality 
rather than a property of the process itself. While we want our reasoning 
to be successful, we also want it to owe its success to how well we’ve 
responded to evidence, not to chance or to the ways in which our envi-
ronment has been structured by others. I suggest that it’s realistic to aim 
at something more satisfying than mere ecological rationality, compat-
ible with Bland’s recognition that virtues must often be outsourced and 
pursued via outside strategies.

We can aim at something more than mere ecological reasoning if I’m 
right in denying that many of the parade ground examples of irrational 
processing really involve irrationality on the part of the agent. Bland 
opens with the “bat and ball” item from Frederick’s original three-item 
cognitive reflection test. Most people do badly on the CRT. Since the 
question is one on which there is an objectively correct response and the 
arithmetic is quite trivial, this seems to be a good example of irrational-
ity. Standardly, wrong answers on the CRT are said to be explained by 
a disposition to rely on intuition, which generates a misleading answer, 
rather than on effortful cognition. While something like that story may 
be true, we should resist the easy identification of a reliance on intuition 
with irrationality. CRT items are trick questions (indeed, newer CRTs 
have sometimes been constructed by googling “trick questions”; Thom-
son and Oppenheimer 2016). Trick questions work by implicating a cer-
tain response; in effect, they offer implicit testimony that that response is 
correct. Is it really less rational to be guided by the testimony they offer 
rather than to reject it and perform the arithmetic?

As Bland recognizes, a disposition to inhibit the intuitive answer isn’t 
sufficient to generate the right answer in any case; that entails that reject-
ing the (apparently) recommended response is risky. We might do better 
to accept the testimony rather than take the risk: that might be the ra-
tional strategy. Factor in the fact that these tests are usually performed 
under conditions in which spending longer on an item is irrational (since 
there are opportunity costs) and it might well be those who actually take 
the time to do the arithmetic who should be seen as irrational. Set that 
issue aside: the important thing to see how is that in being guided by tes-
timony, the person who gets the CRT wrong is responding to evidence. 
Testimony is evidence, and it’s rational to alter our credences in its light. 
The CRT is a case in which we have conflicting evidence, and it’s not 
obvious who the rational agent is: the one who accepts the testimony or 
the one who rejects it and goes on to do the calculation (of course, having 
done the calculation the person who rejected the testimony can see that 
the testimony is misleading, but it’s far from obvious that it is rational to 
probe testimony in this kind of way, in low stakes situations like this one).
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Other examples are even clearer. Take framing effects. Framing works 
to implicitly recommend options (Fisher 2020; Levy 2019). Ordinary 
agents make options salient by framing when they think highly of them, 
and those who alter their preferences in response to framing do so in 
a way that reflects the actual evidential force of the testimony thereby 
given. There’s nothing irrational about this: far from it. Again, we want 
people to alter their credences in response to testimony. Similar stories 
can be told about a range of alleged biases: they work through responses 
to implicit testimony. The prestige bias and conformity bias can both be 
understood along these lines, for example (Levy 2022).

This perspective offers a different way of thinking about outsourcing, 
about structuring epistemic environments and the other kinds of outside 
strategies Bland recommends. We need not see them as aiming at ecolog-
ical rationality. We should structure environments and outsource cogni-
tion so that reliable evidence is offered to agents. That’s not (merely) a 
way of increasing the likelihood of them getting things right; it’s a way 
of making them more likely to get things right by responding to the ac-
tual value of the overall evidence. There’s no conflict between inside and 
out; not when the environment is appropriately structured. It is only in 
epistemically hostile environments that such conflicts arise.
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Virtue Responsibilism, Mindware, and Education

Understanding and counteracting the negative effects of biased cogni-
tion currently represents a major challenge for psychologists and phi-
losophers interested in how human beings think. In his chapter, Steven 
Bland sheds light on the complexity of the challenge and offers an in-
sightful ameliorative approach to handling the problem of cognitive bi-
ases from a virtue-theoretic perspective, concluding with a focus on the 
educational strategies that can help students acknowledge and counter 
the effects of biased cognition.

Biased cognition is an obvious source of epistemic vice, but there is 
some controversy about whether cognitive biases generate reliabilist or 
responsibilist epistemic vices. Bland’s argument, in a nutshell, is that 
since the development of cognitive biases is due to the interplay of in-
ternal psychological processes and external (i.e., environmental) condi-
tions, it cannot be expected that a solution to the problem tackles only 
one of these dimensions. According to Bland, the most promising way 
to counteract our proneness to biased cognition involves a coordinated 
approach that divides the epistemic labour between inside strategies, 
which mitigate the effects of reliabilist epistemic vices by implementing 
better reasoning processes, and outside strategies, which mitigate the 
effects of responsibilist epistemic vices by modifying the environment 
where biasing vices proliferate.

We argue that the complex architecture on which Bland’s coordinated 
approach is grounded appears to lose some stability once we analyze 
more closely its pillars. We shall concentrate our attention on the no-
tion of reliabilist and responsibilist epistemic virtues that the approach 
should foster as well as on the educational implications of Bland’s view.

Consider first Bland’s account of reliabilist epistemic virtues, accord-
ing to which they are easier to cultivate (and more stable) than traditional 
responsibilist epistemic virtues. While this might be true of reliabilist 
epistemic virtues in general, it is not clear that these features apply to 
the reliabilist epistemic virtue that does much of the work on Bland’s 
view, namely sound mindware. Mindware works like a cognitive faculty 
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and is in charge of our logical inferential capacities, statistical reason-
ing, and experimentation. Mindware counts as epistemically virtuous to 
the extent that it reliably produces accurate beliefs, but its acquisition 
and deployment are not as immediate and easy as our perceptual fac-
ulties and memory. If it is true that mindware can be trained internally 
through instruction and exercise, then it also involves a complex and 
varied set of competences, which presumably require time to be acquired 
and refined, much like the responsibilist epistemic virtues we can deploy 
to counter-biased cognition.

Furthermore, as Bland notes, for mindware to work effectively it is 
also necessary that the individual be aptly disposed and motivated to 
correct their posture toward their own reasoning processes. Besides 
marking a further difference between mindware and standard reliabi-
list epistemic virtues, this feature suggests that the acquisition of good 
mindware depends on the possession and correct deployment of respon-
sibilist cognitive traits, which require instruction and habituation. Thus, 
it is far from clear that the key reliabilist epistemic virtue in Bland’s view 
has an advantage over responsibilist epistemic virtues as regards how 
easy it is to cultivate the trait.

A further concern with the notion of sound mindware has to do with 
the responsibility that Bland associates to its correct deployment. Bland 
seems to think that through instruction and habituation one can learn 
how to reason in a way that mitigates one’s proneness to cognitive bi-
ases and this, in turn, makes one responsible for failing to do so in the 
relevant situations. It strikes us as odd to concede that one can be held 
responsible for exercising (or failing to exercise) sound mindware. If 
responsibilist cognitive traits provide the necessary motivation for one 
to be aptly disposed towards discriminately exercising one’s inferential 
capacities that form part of one’s mindware, then the attribution of re-
sponsibility should target the enabling and motivating traits rather than 
the reliable ability (the sound mindware) itself.

Consider now the educational implications of Bland’s approach. 
For Bland, the problem with standard epistemic virtue-based educa-
tional accounts is that they aim at fostering responsibilist epistemic 
virtues and thus appeal to internalist and individualistic strategies, 
which appear unable to counter biased cognition directly. The ed-
ucational reform suggested by Bland is that epistemic virtue-based 
approaches include specific strategies of cognitive outsourcing. More 
specifically, these should be strategies that outsource the cognitive 
abilities through which students process available information. These 
strategies include helping students acknowledge the difficulties of per-
sonal debiasing (and the relevance of situational and environmental 
interventions in this regard) and highlighting the pros and cons of col-
lective deliberation over individual deliberation as a way to counter- 
biased cognition.
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Our concern with this proposal is that it is unclear that such cogni-
tive outsourcing strategies involve any great departure from what an 
educational approach centred on responsibilist epistemic virtues would 
demand. For wouldn’t the development of the responsibilist epistemic 
virtues in this educational context naturally go hand-in-hand with the 
cultivation of the kinds of strategies that Bland casts as “cognitive out-
sourcing”? Think, for example, of how the development of a respon-
sibilist epistemic virtue like intellectual humility might dovetail with 
making individuals more aware of situations in which relying on their 
individual cognitive resources could be especially problematic. In short, 
it seems that what Bland is describing is less a critique of the educational 
role of standard responsibilist epistemic virtues than a credible descrip-
tion of what such a role should look like once fleshed out in a way that 
is suitably responsive to relevant empirical work on the amelioration of 
cognitive bias.1

Note
 1 As a concrete example of this point, consider the Anteater Virtues curric-

ulum project at the University of California, Irvine, which is run by one 
of the present authors (DHP). This project is devoted to educating for the 
intellectual virtues, and thus for the responsibilist epistemic virtues, but it 
also includes, as part of this, practical guidance on how, for example, social 
media misinformation plays on one’s cognitive biases, and how to guard 
against this. For a recent educational study of this project, see Orona and 
Pritchard (2021).
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Responses to Neil Levy’s Commentary

Neil Levy recommends a strategy of reinterpreting seemingly irrational 
epistemic behaviour as rational responses to implicit testimony. On his 
view, many putative biases are the result of the content of the testimony 
we rely on, not the practice of relying on tacit testimony. Instead of en-
gaging in debiasing, then, we would be better off improving the qual-
ity of the testimonial evidence available to agents under conditions of 
uncertainty.

This interpretation may work for some cases. The way we frame in-
formation often does convey our attitudes about it. I would add, how-
ever, that many of these attitudes are not epistemic, and therefore not 
all frames should be treated as testimonial evidence. I find Levy’s treat-
ment of the CRT more problematic. Levy classifies its questions as trick 
questions that implicate false answers, such as 10 cents in the ball and 
bat problem. He then asks: “Is it really less rational to be guided by the 
testimony they offer rather than to reject it and perform the arithmetic?” 
But the incorrect answer is also based on an arithmetical calculation, 
albeit at the level of intuition. When answering the bat and ball prob-
lem, many of us take $1 away from $1.10, and arrive at the answer of 10 
cents. Thus, the questions on the CRT are trick questions not because 
they implicitly suggest incorrect answers, but because they reliably trig-
ger incorrect operations at the level of intuition. It seems more plausible 
to think that our confidence in our answers is a function of the ease 
with which we perform the calculation, rather than a reliance on tacit 
testimonial evidence.

I should also take this opportunity to make a few clarifications. First, I 
do not count among the reliabilist inferential virtues only those forms of 
reasoning that conform to the content-blind norms of logic, probability 
theory, etc. There are heuristics, such as the recognition heuristic and 
take-the-best, whose use is ecologically rational under specific condi-
tions (Gigerenzer 2008). Hence, to be inferentially virtuous, in the relia-
bilist sense, is to be epistemically adaptive, i.e., to routinely use the right 
mindware in the right circumstances. We can often cultivate epistemic 

1d Steven Bland’s Response to 
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adaptability by means of targeted training, sustained practice, and qual-
ity feedback on our inferential performances.

I also think that responsibilist virtues (and vices) are context-sensitive: 
open-mindedness is epistemically deleterious in solitary circumstances, 
but not necessarily in dialogical conditions. But it is more difficult to 
cultivate and manifest these virtues selectively: we are unlikely to be 
open-minded in the absence of critical interlocutors. Effective training 
and copious practice and feedback are difficult to come by. So instead 
of attempting to adapt this type of behaviour to our cognitive environ-
ments, I have suggested that we are better off designing environments 
that better suit our typical behaviour. We might call this epistemic ac-
commodation, rather than epistemic adaptability.

Response to Michel Croce & Duncan Pritchard’s 
Commentary

Croce and Pritchard raise several valuable objections to my ameliorative 
framework for debiasing. I will answer as many as I can in the brief 
space I have.

First, they express doubts about the claim that the reliabilist virtues 
needed to mitigate cognitive biases are easier to cultivate than responsi-
bilist virtues. I fully acknowledge that learning how to properly deploy 
sound mindware is a difficult undertaking that requires careful instruc-
tion, sustained practice, and quality feedback. My claim is only that 
responsibilist virtues, such as epistemic humility and intellectual vitality, 
are not as easily cultivated by the same means. On the flip side, they are 
more easily cultivated by strategies that involve situational interventions.

Second, they claim that “…the acquisition of good mindware depends 
on the possession and correct deployment of responsibilist cognitive 
traits, which require instruction and habituation.” Thus, cultivating 
reliabilist virtues without the responsibilist virtues required to enable 
them seems like a fruitless pursuit. Here I should clarify my position: I 
believe that the consistent deployment of reliable mindware requires the 
manifestation of responsibilist virtues, but not the acquisition of mind-
ware. Learning how to reason statistically is one thing; stifling intuitive 
responses in favour of statistical ones is another.1 And while the latter 
task requires both the possession of reliable mindware and the manifes-
tation of responsibilist vices, our best ways of accomplishing these two 
things are distinct: inside strategies can impart mindware; outside strat-
egies are more effective at promoting the responsibilist virtues needed to 
consistently deploy it.

Third, Croce & Pritchard see little difference between my proposal 
to teach strategies of cognitive outsourcing and the traditional pro-
gram of cultivating responsibilist virtues in the classroom. They invite 
us to “Think, for example, of how the development of a responsibilist 
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epistemic virtue like intellectual humility might dovetail with making 
individuals more aware of situations in which relying on their individual 
cognitive resources could be especially problematic.” I agree that intel-
lectual humility is valuable in this respect, but I despair of the prospect 
of teaching self-deployed techniques of bolstering this trait. It seems 
clear that motivated reasoning and bias blindspot wreak havoc with our 
attempts to implement inside strategies, like considering the opposite, 
that target intellectual humility. Rather, what’s needed is an environ-
ment, such as a forecasting tournament or a prediction market, that pro-
vides students with unambiguous feedback about the accuracy of their 
judgements. Designing, creating, and leveraging such environments is 
an outside-in strategy of cultivating intellectual humility by repeatedly 
exposing students to their own errors. Having developed some intellec-
tual humility by this process, students may learn to seek out feedback 
mechanisms that help them to properly calibrate their confidence. In this 
way, cognitive outsourcing can promote traits that lead to more cogni-
tive outsourcing. This is a view, I take it, that significantly departs from 
the traditional virtue theoretic approach of education by habituation.

Note
 1 Stanovich (2011) distinguishes these achievements as exemplifying crystal-

ized and fluid rationality, respectively.
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1 Introduction

Attention matters. It influences our evidence, beliefs, knowledge, and 
understanding. It alters our conception of the world and our self- 
assessments, including whether we notice the limits of our understand-
ing. Attunement is deeply tied to skills, values, and epistemic character. 
And, as I argue, it can be epistemically evaluated.

This chapter motivates three claims: Firstly, the normativity of atten-
tion is illuminated by virtue epistemology. Given deep connections be-
tween character and attention, it is fruitful to study the cognitive virtues 
of proper attunement (Section 2). Secondly, groups and collectives can 
possess virtues and vices of attunement (Section 3). Thirdly, attention 
is important for epistemology (see especially Section 4).1 I highlight the 
social and ethical significance of attention for understanding disparate 
phenomena like media, social media, big tech, search engines, crime 
reporting, political polarisation, aims of political protest, sexual fan-
tasising, and Lucifer’s Fall. I use attentional normativity to undermine 
recent arguments for moral encroachment, the thesis that moral features 
of a belief can affect its epistemic justification. And I argue that puta-
tive cases of doxastic wronging—that is, wronging someone by forming 
beliefs about them—might instead exemplify attentional wronging or 
attentional vice. Highlighting the various interactions of epistemic and 
moral normativity can thus help defend purism, the view that whether a 
belief is epistemically justified depends solely on truth-relevant factors, 
such as evidence. Proper attunement is a deeply social phenomenon. We 
should be attuned to what matters; I suggest that the neologistic virtue 
of “wokeness” can be well-theorised as a virtue of proper attunement.

A recurrent theme is that beliefs, assertions, and various epistemic 
activities can be epistemically flawed even though all relevant propo-
sitions are true and well supported by evidence. This is because atten-
tional patterns can distort, mislead, and misrepresent even when no 
claims are false. Relatedly, epistemic and communicative activities can 
be successful even though they neither uncover nor convey content. The 
conduct instead precipitates attentional shifts. Section 5 concludes by 
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emphasising the growing urgency of the epistemology of attention to 
understand the epistemic landscape of the internet age. Information is 
plentiful; we must assess information curation. Evaluative frameworks 
that are limited to whether propositions are true and evidentially sup-
ported are inadequate; a virtue epistemology of attention, I argue, pro-
vides valuable resources for this endeavour.

2 Proper Attunement Is a Virtue

This section posits cognitive virtues of attunement. I highlight central 
features of character virtues and vices and I show that attentional traits 
share these features. Note that my use of “attunement” differs from the 
psychologists’ sense of receptivity to and resonance with another person 
(Erksine, 1998). Nor do I simply mean having more or less focus, cal-
ibrated to the demands of one’s context and capacities, such as paying 
more attention when confronting difficult tasks and high stakes. And be-
ing attuned differs from having a “good attention span”. Proper attune-
ment is paying attention to the right things in the right way, at the right 
time; being sensitive to significant features; and ignoring what should 
be ignored. It relates to questions of attention span, concentration, and 
quality of focus but, as will become clear, it is not exhausted by these.

Note too this chapter sidesteps contentious disputes about when 
attention is undue by using paradigm examples.2 Fixating on Louvre 
bathroom signs rather than artworks, for example, typically exhibits 
improper attention. I do not develop principles for proper attention, but 
guidelines include that typically one should attend to central and illu-
minating features rather than peripheral details. Dwelling on risks is 
typically appropriate to the extent they can be managed, the outcome is 
severe or probable, or moral emotions are apt. It is typically inappropri-
ate to dwell on farfetched or insignificant possibilities. Attentional pat-
terns should reflect moral considerations and support aims like inquiry 
and happiness. Staring at Louvre bathrooms signs can be appropriate if 
you are redesigning them, for example, or are overwhelmed by crowds. 
Attentional normativity thus reflects manifold contextual features. This 
multiplicity and intricacy partially explains why virtue theory is well 
equipped to theorise proper attentional conduct.

2.1 The Significance of Habits

“I wonder whether my daughter gets enough iron”, thinks Ariana. 
“Vegan diets can be low in iron and Teagen is vegan”. Does Ariana 
pay too much attention to this question? We cannot tell. Our informa-
tion is inadequate. To assess this we need to know, among other things, 
whether Ariana has reason to worry, what the evidence indicates, and 
whether iron consumption matters. We also need to know Ariana’s 
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broader thought patterns. It might be the first time Ariana has won-
dered this or she might think about it daily. Ariana illustrates that when 
assessing a person’s attention, the locus of evaluation is often attentional 
patterns and habits, not instances.

Whether a chemical reaction is part of a living organism depends 
on its broader spatiotemporal context. This is not simply the epistemic 
claim that we cannot determine whether a process partially constitutes 
life without knowing what happened before, after, and around it. The 
claim is ontological: Whether the reaction is in fact part of life depends 
on those broader facts. Whether Ariana’s thought constitutes improper 
attention is similarly dependent on diachronic features. Proper attune-
ment depends on temporally extended cognitive conduct.

In some cases, a single instance of attention or inattention can be im-
proper. Visually focusing on disfigurement, even fleetingly, can consti-
tute improper attention, for example, regardless of broader attentional 
habits. And continuing a casual telephone conversation when a nearby 
stranger has just fallen from a pier constitutes inappropriate disregard. 
Even if you can’t help them, their falling warrants attention. These ex-
amples illustrate that the loci of attentional normativity are not always 
attentional patterns. But typically attentional normativity depends on 
patterns and habits. Ariana’s daughter is irked by a particular instance 
of her mum’s wondering about her iron intake because her mum thinks 
of it too often. There is usually nothing wrong with isolated instances of 
wondering; an instance’s badness stems from broader trajectories, hab-
its, and traits. This accords with other virtue notions. Whether actions 
manifest virtues or vices typically depends on patterns of acting.3 In 
some cases, an action qualifies as virtuous or vicious regardless of the 
broader pattern, but typically an instance of, say, not donating money is 
not by itself a mistake; the mistake resides in miserly habits.

2.2 Interrelated Facets of Agency

Questions about proper attunement arise for diverse aspects of agency, 
including perceptual attention, occurrent beliefs, and what a person 
wonders, daydreams, cogitates, questions, doubts, and dismisses. Atten-
tion determines which possibilities a person takes seriously and which 
environmental features they are sensitive to, monitor for, and neglect. 
Attunement affects—and is partly constituted by—patterns of inquiry, 
communication, and forgetting. The heterogeneity of agential capac-
ities that facilitate and govern attention indicates deep links between 
attentional normativity and cognitive character. To see this, contrast 
attunement with aspects of cognitive normativity that are more plau-
sibly severed from character. Whether a belief constitutes knowledge, 
for example, is plausibly theorised by the characterological resources of 
virtue epistemology or by rival non-characterological frameworks like 
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evidentialism or coherentism. Proper attention, by contrast, seems inher-
ently, ineliminably linked to character and thus the distinctive purview 
of virtue theory. In other words, virtue theory is well-positioned to limn 
attentional normativity because attention is essentially interlaced with 
heterogeneous but integrated parts of the character.

Some attentional features of a person are automatic, such as finding 
sudden noises salient. Some are habitual or associative, such as associat-
ing Ozzy Osbourne with bats. Others are deliberate and controlled, such 
as when one focuses on maths. We can use interactions amongst these 
levels to enhance the virtues of attunement. That is, the fact that atten-
tional traits arise at different levels partly explains their plasticity. We 
can consciously bring something to mind repeatedly, so it later becomes 
habitual or automatic. We can deliberately learn more about Osbourne 
to weaken the association with bats. Someone might be unattuned to 
signs of boredom in listeners and so consciously work to notice them. 
The signs consequently become more salient to her and no longer require 
deliberate attention. She hones her virtues of attunement. Advertisers 
exploit the relative ease of changing perceptual salience to shape deeper 
attentional habits. I return to this in Section 4. The interplay amongst 
cognitive levels, and their power in cultivating and corroding virtue, is 
characteristic of virtue.

Stemming from this heterogeneity, attentional patterns can be as-
sessed in many ways. The patterns and underlying dispositions can be 
rational, reasonable, apt, judicious, useful, creative, misleading, distort-
ing, unwise, harmful, or destructive. They can reflect well or poorly on 
the person’s character. They can contribute to, and partially constitute, 
wisdom. Their effects can also be assessed, including morally, epistem-
ically, and prudentially. This evaluative richness is indicative of char-
acterological assessment, rather than rival evaluative frameworks, like 
those centred on consequences, reliability, or evidential probability. And 
virtue theory can help unify the various grounds, roles, and evaluations 
of attention.

2.3  Developmental Features: Education, Emotion, and 
Understanding

Attentional patterns can be improved or worsened over time, both delib-
erately and otherwise. Like other characterological dispositions, they are 
shaped by community and culture, including in ways that are difficult to 
notice. Denizens of a sports-loving culture will typically think of sport 
relatively often, for example, compared to people from other cultures. 
Sport-inspired metaphors and explanations will be cognitively accessible 
for them and, since attention is contrastive, they may think of other top-
ics less. Sport’s cognitive centrality can go unnoticed and unquestioned 
because it matches the person’s cognitive cultural background.
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Education affects attunement. Aims of education include steering at-
tention and developing concentration capacities, and people are more 
disposed to notice something after learning about it. And, conversely, 
attunement affects education. Developing skills and expertise requires 
attending and we typically discover more about salient phenomena. Vir-
tuosity and expertise are sometimes partly constituted by the ability to 
perform well without devoting attention to the task. But reaching this 
stage typically requires investing considerable attention. Theorising at-
tention illuminates educational injustices because, for example, one can 
fail to notice educational lacunas unless those topics are made salient. 
A person might never learn west African history, for example, yet never 
notice this.4

A central aim of education is enhancing understanding. Understand-
ing involves the apprehension of coherence-making connections amongst 
facts; the person who understands sees how things hang together.5 A 
topic’s salience across diverse cognitive contexts fosters the grasping 
of explanatory connections and thereby enhances understanding. Sup-
pose Lissa cares about climate change. Since emotions direct attention, 
global warming is thereby salient to Lissa more frequently. When other 
topics, such as food, gifts, education, or generational wealth inequality 
arise, Lissa is more disposed to concurrently consider climate change. 
The topics cognitively coappear. These attentional patterns help Lissa 
forge explanatory links—whether accurate or erroneous—between 
climate change and these other topics. Since appreciating such connec-
tions is constitutive of understanding, Lissa’s attentional patterns aid 
understanding.

Love, guilt, and trauma are powerful influences on attention. They 
thus can aid understanding and can distort. The conception of under-
standing sketched here helps explain why. The person seized by love, 
guilt, or trauma has their attention directed towards a topic across var-
ied cognitive contexts, which causes them to forge novel connections, 
whether insightful or illusive, between that topic and others. Phobias 
and hatred distort a person’s understanding, as the attentional forces 
of emotion help forge the links characteristic of understanding, but 
inaptly.6

Standpoint epistemology emphasises that occupying marginalised 
social positions affords distinctive epistemic benefits.7 The potency of 
attention for enhancing understanding helps illuminate how. The mar-
ginalised person’s attention is drawn to the same topic, such as police 
brutality or wealth inequality, in diverse social and cognitive contexts. 
This process helps forge coherence-making connections amongst ap-
parently disparate topics. Indeed the epistemology of attention suggests 
an epistemic value that arises from occupying particular social circum-
stances and cannot be acquired by testimony. Attentional patterns and 
dispositions are diachronic. If having appropriate attentional patterns 
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or traits has epistemic value, this value may ineliminably require the un-
folding of time. It is not something that can be gained second-hand by, 
for example, deferring to the marginalised person.8

2.4 Feedback Loops: Values, Character, and Attention

Attention is integrated with other features of a person’s character and 
values. Attentional patterns manifest, shape, and reveal epistemic and 
moral character.9 Suppose Carrie tends to notice the expensiveness of 
people’s outfits. Recall attention is contrastive. Character can be re-
vealed by attending to a person’s clothing instead of, say, their wit or 
sadness. And, as with education, the connection is bidirectional. Char-
acter and attentional patterns form a feedback loop. Habitually noticing 
clothing leads to further sartorial beliefs, inferences, and predictions. 
Carrie’s sensitivity to clothing can thus reveal and strengthen her social 
acuity. She will perceive patterns—perceptively or spuriously—between 
clothing and personality or social status. She regards clothing as signifi-
cant because she notices it. Sartorial choices increasingly feature in Car-
rie’s evidentiary and explanatory inferences. Ignoring a person’s clothing 
could accordingly seem like, and indeed become, the epistemic error of 
neglecting evidence.

Attention is potent. Clothing choice does not merely seem more evi-
dentially and socially important if people attend to it. Mere attention can 
render something important, which fuels further attention. Attentional 
feedback loops can be seen, for example, in attention to celebrities’ polit-
ical opinions. Those opinions matter when, and because, people attend 
to them.10 This illustrates how attentional patterns shape what people 
should pay attention too. Attention snowballs.

Sometimes attentional feedback loops are simply distorting. A person 
frequently exposed to news stories about violent crimes committed by 
immigrants will likely overestimate the prevalence of such crime. They 
may foster increasing resentment of immigration and erroneously centre 
such crime in their explanations of other social maladies. The constant 
attention restructures their values, character, evidence, and thought 
patterns.11

Attentional patterns can either accord with or conflict with a person’s 
broader character, values, and commitments. This too is characteristic 
of virtue-relevant conduct. Suppose Arthur disproportionately notices 
whether women are slender, for example. Theorising disproportionate 
attention lies beyond the scope of this chapter, but suppose the pattern 
far outweighs Arthur’s attention to men’s figures and the actual impor-
tance of physique. Arthur’s attentional disposition can clash with his 
broader feminist commitments. But attentional patterns can qualify as 
“out of character” only to a point. Absent special explanation, a per-
son cannot uncharacteristically be late on most occasions. It is instead 
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characteristic; they lack punctuality. Similarly, a person cannot unchar-
acteristically daydream about fame if those thoughts are constant and 
continual. Our habits become us.

2.5 Excellences of Character: Attunement and Other Virtues

Possessing good attentional traits—the virtues of attunement—is not sim-
ply a matter of following clear, determinate rules. Attunement requires 
responsiveness to subtle, hidden, abstruse, competing, or multi-faceted 
features whilst navigating disparate, complex, changing contexts. And 
so evaluating attunement requires virtue notions like excellence, compe-
tence, discernment, judiciousness, and intellectual dexterousness, which 
indicates attentional traits are characterological.

Attention plays cardinal roles in possessing and employing other vir-
tues.12 This may include, for example, modesty as not dwelling on one’s 
good qualities and gratitude as focusing on one’s good fortune. Virtuous 
forgiveness involves not dwelling on being wronged. Perhaps virtuous 
friendship includes focusing on friends’ admirable qualities rather than 
their vices. (Note I do not endorse this claim because good friends attend 
to vices to help friends improve and disproportionate attention can be 
distorting, even when all the beliefs are true.)

Indeed proper attunement facilitates and guides other virtues. Attend-
ing is a prerequisite for properly assessing and responding to almost every 
context. Virtuous friendship requires understanding and helping friends, 
for example, which requires perceiving and appreciating their foibles, 
strengths, values, challenges, and so on. It requires noticing patterns, 
including ones they may themselves overlook. Suppose someone often 
complains about their job and starts pining for their hometown. A good 
friend might appreciate the significance of these apparently unrelated 
facts and be attuned to the connection: Their friend is  considering—
perhaps subconsciously—moving home. But this requires noticing sub-
tleties. Similarly, being a virtuous teacher, researcher, or nurse requires 
attunement to features of the professional environment. Perhaps, then, 
attentional virtues are meta-virtues, prerequisites for, and constituents 
of, other virtues.

3 Collective Virtues of Attention

Section 2 argued that proper attunement is fruitfully cast as a cognitive 
virtue. This section posits that groups can possess attentional virtues 
and vices. Since this chapter already covers many topics, I sidestep con-
tentious discussions about the nature of collective agency and virtue.13 
I do this by focusing on less controversial examples. Readers who doubt 
collectives can have cognitive virtues are unlikely to be convinced by 
what follows, but I hope they find something of value in the chapter, 
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nonetheless, in its attention to the epistemology of attention. This side-
stepping is itself an exercise in directing attention. I hope to avoid the 
mires of theorising group agency because I have different aims, namely 
foregrounding normative contours of attention and suggesting the rea-
sons for conceiving of attunement as a virtue indicate that attentional 
virtues and vices are attributable to groups, institutions, and perhaps 
societies.

3.1 Socially Distributed Attention

Section 2 argued that whether attention is appropriate can depend on 
broader attentional patterns. In the case of Teagen’s mother, the loci 
of normativity are patterns and traits, not any particular attentional 
instance. Attentional patterns also emerge across people. Suppose Te-
agen mentions her veganism on Facebook. If almost everyone who sees 
Teagen’s post wonders whether Teagen receives enough iron, this con-
stitutes disproportionate attention. As with her mother, plausibly this ex-
cess is not located in individual instances. It emerges from the aggregate.

For individual Facebook friends—or some, many, or most of them—
the attentional instance is plausibly not inappropriate. There is typically 
nothing wrong with an individual’s sometimes wondering about vegan-
ism and iron deficiency. Unlike with belief, there is considerable latitude 
in what we may wonder.14 And there are reasons to wonder. It is not 
outlandish that a vegan has low iron. Non-heme, plant-based iron is 
relatively hard to absorb. Yet the resulting pattern of socially distributed 
attention is disproportionate. Society unduly fixates on putative inad-
equacies of vegan nutrition, especially given that vegans are typically 
nutritionally healthier and better informed than non-vegans and given 
the relative neglect of health risks of non-veganism.15

Detractors might insist that emergent socially-distributed attentional 
patterns cannot be improper unless the individuals’ attention is im-
proper. They might argue individual Facebook friends are being nosy, 
for example. Perhaps Teagen’s nutrition is not their business because 
they won’t affect it or because their attention stems from ignorance. In 
response: Firstly, it is unduly judgemental to condemn these Facebook 
friends. Many exhibit concern for Teagen. We are free to wonder about 
all kinds of things, including topics we cannot control and lack exper-
tise about. Undisciplined wonderings and considering diverse objects 
of passing thought are essential for creativity, curiosity, and enhanc-
ing understanding. And some Facebook friends might worry precisely 
because they understand nutrition. Secondly, readers can themselves 
devise an example they find compelling. The structure is that some, 
most, or all individuals do not exhibit a flaw in their attentional pat-
tern by noticing or considering something, but the aggregate pattern is 
disproportionate.
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3.2 Group Attentional Traits

Teagen’s Facebook friends are not a group agent or promising candi-
date for attributions of group-level virtue or vice. The example simply 
illustrates how attentional patterns arise amongst people synchronically, 
in addition to intrapersonally diachronically. To investigate group-level 
virtues of attunement, it will be helpful to consider a paradigm group 
agent, such as a small deliberative decision-making group.

InvestyGate. A six-person investment group, InvestyGate, discusses 
whether to invest in AmaRanch, a small amaranth farm in Ken-
tucky. It looks like a safe, lucrative investment that will outperform 
rival investment opportunities. One group member, Wayne, raises 
a worry. If it rains torrentially throughout June, Wayne notes, the 
crop would be ruined. He is correct that a heavy June rainfall would 
render AmaRanch unprofitable. The investors discuss the possibil-
ity briefly. Kentucky rainfall is typically low and there is no special 
reason to worry this year. They move onto other considerations, 
such as whether there will be sufficient labour to harvest the autumn 
crop and whether recent increases in farro sales helps or hinders 
amaranth sales.

In this case, the group exhibited the cognitive virtue of attunement. 
They were sensitive to relevant considerations, paid them appropriate at-
tention, and properly situated them in deliberations. They did not dwell 
on Wayne’s worry.

There is latitude in proper attention. Given the unlikeliness of crop- 
destroying rainfall, it would probably have been perfectly reasonable for 
InvestyGate to have never considered it, just as they did not discuss other 
distant but possible risks, such as the farmer’s negligently allowing her 
insurance to lapse before a crop-destroying fire. But, given this latitude, 
it was also perfectly reasonable to discuss it and move on.

Wayne’s raising the concern can alter the normative landscape of at-
tention. Once Wayne raises the possibility of excessive rainfall, perhaps 
the group should briefly discuss it and merely waving it aside would be 
negligent. His mentioning the possibility may constitute evidence that it 
is not farfetched and is attention-worthy. But had Wayne not raised the 
topic, the group can permissibly never consider it. If so, this illustrates 
a way that paying attention to a topic affects epistemic normativity.16

3.3 Non-Summativism

The group might exhibit virtues of well-calibrated attention even if 
one member fails to. Suppose Wayne doesn’t let it drop. He researches 
weather trends and—even though the data show crop-destroying rainfall 
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is rare—he reraises the possibility. In some such cases, Wayne thereby 
allots the possibility of an unreasonable amount of attention and ex-
hibits the epistemic vice of improper attunement. But the group itself 
can be nonetheless virtuous. Indeed, they can be better attuned in vir-
tue of Wayne’s individually disproportionate attention. Suppose rain is 
a non-negligible risk that they would have disregarded but, because of 
Wayne’s fixation, they instead allot appropriate attention.

The group could instead exhibit group-level improper attunement. 
They could, with Wayne, dwell on the possibility during multiple meet-
ings. They might disregard other factors, such as consumer trends 
and alternative investments. Wayne’s rainfall fixation impairs group 
attunement.

Institutions other than deliberative groups also exhibit attentional pat-
terns that emerge at the collective level. Suppose many scientists research 
male-patterned heart disease, but very few research female- patterned 
heart disease, for example. This is disproportionate attention. An in-
dividual researcher might dedicate years to a particular kind of male- 
patterned heart disease. Plausibly her attention is not improper; it is not 
attentionally inappropriate or vicious for a scientist to be engrossed in 
specialised research. Research requires specialisation. But the scientific 
community’s pattern is improper.

A group might exhibit a well-balanced attentional distribution pre-
cisely because each group member is differently fixated. In some cases 
the individuals’ attentional dispositions are irrational, yet the group 
functions well in virtue of this skewed attentional distribution. This 
suggests the virtues of attunement are non-summative: A group can 
lack the collective virtue even though each member’s attention is vir-
tuous. Suppose every doctor hired into a cardiology department virtu-
ously specialises in an interesting and important kind of heart disease, 
for example, but the overall group wholly neglects female-patterned 
heart disease. Conversely, a group can possess attunement even when 
no member does. Suppose each InvestyGate member is unduly gripped 
by a different investment opportunity and neglect alternatives, but the 
group’s discussions thereby focus adroitly. Indeed the undue atten-
tion of individuals yields deep insights and ensures each prospect is 
discussed.

Note that proper attentional distributions do not suffice for virtue; the 
group may lack appropriate attentional dispositions and motivations, for 
example.17 Note too that skewed attentional distributions can be vicious 
even if the aggregate amount is appropriate. Suppose one member of 
InvestyGate focuses wholly on gender justice, to the exclusion of other 
topics, and no other member ever considers it. The group lacks virtuous 
attentional distribution, even if the amount of attention is unimpeach-
able. A social virtue epistemology of attention can limn these normative 
contours further.
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3.4 Levels of Attentional Infrastructure

Section 2 argued that attentional traits exhibit features characteris-
tic of virtue and vice. These features included bidirectional links be-
tween attunement and education, skills, values, other virtues, and other 
character traits, for example, and that being properly attuned requires 
navigating complex, nuanced, and changing features of one’s cognitive 
environment. Collective attentional traits likewise exhibit these features, 
which suggests there are collective attentional virtues and vices. I will 
not sketch group examples of each property described in Section 2. I in-
stead focus on just one, namely that attentional traits arise from hetero-
geneous, interlocking agential components. This property illuminates 
the attention-shaping power of big tech and social nudging (Sections 
4.4 and 4.5).

Individuals’ attentional dispositions arise from myriad aspects of 
agency, including perception, intellection, and imagination. Attentional 
patterns arise for features that are automatic, habitual, subconscious, 
associative, reflective, deliberate, and so on, and can be grounded in 
extended environmental conditions. We use connections amongst these 
facets to alter attentional habits. Collective attentional dispositions are 
similarly heterogeneous. InvestyGate’s attention arises from, and is 
constituted by, group discussions, correspondence, conversations with 
outsiders, individuals’ thought patterns, and so on. Rainfall estimates 
could appear in minutes, memos, agendas, action items, whiteboards, 
shared electronic folders, silly jokes, or offhand comments. Funding and 
person- hours can be assigned to researching rainfall. A consultant could 
be hired. These media direct and constitute attention.

Funding, space, and time are key attentional resources for most collec-
tive agents. But, of course, different collective agents have varied kinds 
of resources. Attentional resources can include a newspaper’s column 
inches, an art gallery’s wall space, and a university’s campus layout. Is 
the library the focal point, for example, or the football stadium? And 
which departments are relegated to campus peripheries? Accessibility 
of information and similar abstract features of social infrastructure 
 determine—and can constitute—attention. Search engine rankings are a 
potent attentional force.

Substrata of attention can remain relatively segregated. InvestyGate 
might discuss rainfall at length, for example, but not keep written re-
cords or perceive connections between weather and other topics. Perhaps 
rainfall is neglected when discussing a similar farm. Alternatively, they 
might integrate the topic. Their newfound sensitivity to the significance 
of rainfall on farming means those same concerns become salient in 
novel contexts. The group’s attention helps them forge new connections. 
Such features constitute the group’s cognitive character. They affect 
the group’s epistemic position, including its understanding, judgement, 
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knowledge, evidence, sensitivity, reliability, expertise, and confidence. 
As with individual agents, if the group can be confident it hasn’t over-
looked important considerations, it is owing to integration amongst the 
manifold parts of attention infrastructure. These attentional features 
underwrite the group’s attentional virtues and vices.

3.5 Group Action and Character

As with individual attention, group attention is deeply linked to educa-
tion, values, and character. These links are multi-directional and have 
feedback loops. A group’s values shape its attentional patterns, for ex-
ample, which in turn shape its values. And, as with individuals’ atten-
tional traits, an instance or pattern of attention can conflict with the 
group’s broader values and character. InvestyGate might become un-
characteristically fixated on rainfall, for example, whereas typically they 
adeptly proportion attention.

Detractors might doubt the possibility of divergence between a group’s 
values and its actions, including its attentional patterns. According to 
this objection, whilst an individual’s values can diverge from her actions, 
a corporation’s values are wholly determined by its actions. There is no 
space for the disparity to arise. If correct, this closes the gap between 
group attentional patterns and putative character traits. This threatens 
a virtue-theoretic treatment of group attentional dispositions because, 
if correct, groups cannot have attentional virtues and vices, but merely 
attentional patterns.18

In response, I concede that—compared to individuals—groups 
might be relatively constrained in their capacity to act out of charac-
ter. Whereas an individual’s valuing might be constituted by their his-
tory, emotions, motivations, hopes, thoughts, and other psychological 
and somatic states, an institution’s valuing is more fully determined by 
its actions. But although slimmer, there is nonetheless a gap between 
a group’s actions and its values and character. This gap is revealed by 
counterfactuals. Suppose researching female-patterned heart disease 
attracted accolades and career advancement. An ambitious research 
group, HeartLab, might devote considerable attention to the topic. 
But this behaviour does not determine HeartLab’s values. If incentives 
were removed or better elsewhere, HeartLab’s focus would shift. This 
illustrates a group’s attentional patterns can diverge from its values and 
character.

Detractors might respond that HeartLab’s attention and values do 
not diverge because its attentional patterns accord with a stable dispo-
sition to value careerism. In response, I grant HeartLab acts in accord 
with careerist values and traits, but they also—because of incentives—
invest considerable attention towards women’s health despite not caring 
about it.
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Group’s attentional patterns can also diverge from values and char-
acter simply because the group functions poorly. I thus hope to have 
motivated that collectives can possess attentional virtues and vices and 
these traits merit further investigation.

4 The Ethics and Politics of Attention

This section applies the virtue theoretic resources outlined above to high-
light the importance of the epistemology of attention for understanding 
moral and social phenomena. A theme throughout the section is that 
attentional normativity requires epistemological frameworks beyond as-
sessing whether claims are true and supported by evidence.

4.1 True Yet Distorting

Attention can render information misleading or inapt even when every 
claim is true. For audio, visual, print, and internet-based media, atten-
tional patterns are determined and constituted by features like colour, 
shape, size, font, links, layout, volume, time, and motion. Suppose a news 
site reports crime. The reports are accurate and they carefully reflect 
overall ratios of crimes committed by immigrants and non- immigrants. 
But the site foregrounds the former; those reports are higher and have 
larger fonts. Since the website’s claims are true and the ratios propor-
tionate, criticising this news site requires evaluative frameworks from 
the epistemology of attention.

An organisation can hide detrimental information by not releasing it. 
But sometimes releasing information is legally required because of, for 
example, litigation or transparency laws. The organisation can instead 
bury the information within a camouflaging informational cacophony. 
This practice—known as “document dumping”—is similar to politicians 
strategically releasing damaging information during busy news cycles 
and on Friday afternoons. The released information is within the recip-
ient’s view, but not their grasp. It is difficult to criticise this epistemic 
misconduct using epistemological frameworks that focus on whether 
claims and assertions are true and evidentially justified. Assessing such 
practices requires an epistemology of attention.

Search engine results do not present themselves as accurate or in-
accurate, but rather ordered by relevance or anticipated value to the 
searcher. Resulting rankings can distort even if every search result and 
linked website contains only accurate claims. Suppose, for example, that 
Googling “Guantánamo Bay” produces results about holiday accommo-
dations above results about the infamous detention centre. The relative 
spatial location is epistemically inapt because it reflects reality poorly. 
Social virtue epistemology of attention offers resources for evaluating 
the power and influence of big tech companies.19
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4.2 Political Polarisation Despite Full Agreement

The epistemology of attention illuminates political polarisation. Two 
individuals or groups could have similar beliefs and credences, and yet 
polarise as a matter of emphasis and attentional patterns. One world-
view foregrounds crime and the other poverty, for example, in thought 
patterns, including associative dispositions, inferential habits, and time 
spent on topics. Attention-based polarisation is not captured by existing 
attempts to taxonomise and understand the epistemology of political po-
larisation, such as Talisse (2021), because attention-based, epistemic po-
larisation can happen even when people have identical belief content and 
confidence levels. This polarisation is insidious, entrenched, and hard to 
theorise and remedy because it is difficult to notice, measure, test, and 
criticise divergent attentional patterns, as compared to divergent beliefs.

4.3  Attentional Vice, Attentional Wronging, and Moral 
Encroachment

Attention has moral import. Suppose InvestyGate’s Wayne continually 
raises the question of whether InvestyGate’s secretary is embezzling 
funds, for example, despite lacking evidence. This can morally wrong 
her. But, importantly, this wrong hinges on Wayne’s attentional patterns, 
not his beliefs. He might, after all, believe she is innocent. “Merely” ask-
ing questions can cause bad epistemic and practical downstream effects, 
such as when “mere” question-raising stoked early vaccine scepticism. 
But plausibly question-asking can itself constitute attentional wrong-
ing or flawed attentional conduct, even aside from downstream causal 
effects.

Recently theorists have argued that beliefs can morally wrong a per-
son.20 Moral encroachment holds that moral features of a belief can 
affect its epistemic justification. Some adherents also endorse the prin-
ciple of doxastic wronging, which holds that beliefs about a person can 
morally wrong them, even when those beliefs are supported by good 
evidence, in virtue of the belief’s content. These views are motivated by 
examples of, for example, believing someone is staff based on their race. 
They challenge the “purist” orthodoxy that, roughly speaking, whether 
a belief is epistemically justified depends only on evidence and other 
truth-relevant factors. Focusing on attentional normativity helps rebut 
arguments for moral encroachment and doxastic wronging.

Rima Basu (2021) motivates moral encroachment and doxastic wrong-
ing by noting that “We care how we feature in the thoughts of other 
people and we want to be regarded in their thoughts in the right way”. 
But thinking isn’t limited to belief. It includes characterological features, 
such as patterns of attention and inquiry. Emphasising this helps recon-
cile Basu’s contention that thoughts can wrong with the purist claim that 
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a belief’s epistemic justification doesn’t depend on practical or moral fac-
tors. That is, we can countenance many epistemic and moral cognitive 
missteps without denying purism. Pointing to these missteps can defend 
purism because many putative examples of moral encroachment and 
doxastic wronging exemplify flawed attentional conduct and character, 
rather than flawed beliefs.

Moral encroachment is typically motivated via vignettes of, for in-
stance, racial profiling. Vignette protagonists can commit multiple er-
rors concurrently, and so identifying their purist-compatible errors is 
consistent with the vignettes also illustrating moral encroachment. But 
the point is dialectical: We can respond to arguments for moral encroach-
ment by diagnosing flaws exhibited by the protagonists that are compati-
ble with purism. This appeal to attentional normativity exemplifies how 
focusing on ethical and epistemic questions beyond whether a particular 
belief is justified by current evidence helps defend purism against chal-
lenges from moral encroachment. Purism is a narrow claim about the 
epistemic justification of individual beliefs at a time; it is thus consistent 
with myriad significant interactions between ethical and epistemic nor-
mativity. These rich normative ecotones can explain the vignettes that 
motivate moral encroachment within a purist framework.21 And virtue 
theory creates space to identify flaws and other places for improvement 
without decrying it a “wrong”, that is, wholly prohibited conduct.

Attentional wronging, assuming it’s possible, might manifest in var-
ious ways. Suppose two InvestyGate colleagues were formerly married 
and one frequently mentions this during meetings. Within InvestyGate, 
the fact is common knowledge, entailed by background evidence, and 
sometimes—for recusals, for example—relevant. Yet drawing gratuitous 
attention to this common knowledge might constitute an attentional 
wrong. Attentional normativity must distinguish, of course, amongst 
merely attending to a topic, deliberately drawing your own attention to 
it, and steering other people’s attention. Some cognitive conduct, such 
as indulging in inappropriate sexual or violent fantasies, might qualify 
as attentional wrongs or flawed attentional conduct even if never dis-
closed to others. Perhaps sexually fantasising about a person who clearly 
doesn’t want you to can manifest flawed character, for example. But one 
must be cautious about morally assessing thoughts. Sexual harassment 
is often glossed as “unwanted sexual attention”, but the term “atten-
tion” is ambiguous between behavioural and mental conduct. This raises 
the spectre of sexual harassment merely by thinking about somebody.22 
These potential sources of cognitive wronging are not doxastic wrong-
ing; the central phenomena are not belief.

Indeed plausibly attentional normativity offers a unified explanation of 
various (putative) wrongs or flaws of several doxastic and non- doxastic 
cognitive propositional attitudes and conduct, such as hoping, fearing, 
expecting, suspecting, doubting, imagining, daydreaming, ignoring, 
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forgetting, overlooking, and believing that p. Suppose a parent fervently 
hopes their child becomes a talented pianist, for example.23 If the hope 
itself can wrong the child, or be flawed, it could be because the parent 
attends to the ambition too much. The connections between a person’s 
values and attentional dispositions, discussed in Section 2, help explain 
why people care what others attend to.24

4.4  Agenda Setting, Big Tech, and the Social Infrastructures 
of Attention

This section motivates two claims: If attentional patterns are invisible, 
the underlying attentional infrastructure is even more so. And big tech 
companies yield both attention-shaping powers. That is, we recognise 
that big tech determines what people pay attention to—the topics of 
 attention—but big tech also sculpts the underlying attentional infra-
structure that determines these attentional dispositions.

Wayne from InvestyGate illustrates that an individual can influence 
the topics of group attention. But Wayne can also shape his group’s 
foundational attentional infrastructure. Suppose InvestyGate’s meet-
ings lacked agendas and Wayne introduced that structural resource for 
guiding attention, for example. Agenda setting is a powerful role. The 
minute-writer steers resources corresponding to group memory. Agenda 
setting determines group attention. Attention may be more founda-
tional than values and judgements, since it determines what topics one 
has judgements about. Like many powerful roles, agenda setting can be 
invisible. Contours of attention—like the air we breathe—are hard to 
notice. Like other foundational aspects of cognition and social infra-
structure, attentional patterns are typically noticed only when defective. 
Likewise, with breath.

Big tech shapes attentional patterns. Sometimes an attentional instance 
or pattern does not stem from a stable disposition, but instead reflects 
external forces. Suppose Teagen the vegan’s Facebook comment was ad-
jacent to adverts for iron supplements or an Iron Man movie on people’s 
Facebook feeds. Her friends’ wondering whether Teagen is iron deficient 
might stem from features of their cognitive environment—the salience of 
iron—rather than internal dispositions to wonder about vegan nutrition. 
But environments shape attentional dispositions and the proximity of 
iron supplement adverts to vegan content could be deliberate. If iron sup-
plement adverts appear frequently, this fuels dispositions to think about 
micronutrition and associate iron deficiency with veganism. Advertisers 
exploit the relative ease of steering perceptual salience to shape deeper 
attentional character.25

But more than this, big tech also shapes underlying attentional archi-
tecture. The Facebook corporation determined whether to have a sepa-
rate “friends feed” and “current affairs feed” or to amalgamate them, 
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for example, and users barely notice or question this decision about the 
architecture of social attention. They are currently merged; one feed 
serves both functions. An epistemological assessment of this decision 
lies beyond the scope of this chapter, but the one-feed structure may fuel 
fake news, political polarisation, and the increasing dominance of social 
groups, rather than journalists, in shaping news exposure. Theorising 
the epistemology of attention helps distinguish these two distinct powers 
of big tech.

4.5 Progressive Nudges and the Aims of Political Protest

One can leverage different levels of attentional scaffolding to adjust at-
tentional traits; we do this for individuals, groups, institutions, and so-
cieties. Female-patterned heart disease is under-researched. Individual 
scientists can begin to remedy this by asking questions about women’s 
physiology at conferences, featuring female-patterned heart disease on 
course syllabi, or tweeting about the relative dearth of research. A med-
ical association can direct attention by funding research, administering 
prizes, or hosting conferences. Journalists could foreground research 
on female-patterned heart disease and departments can encourage ju-
nior scientists by highlighting career benefits of this underexplored 
area. Shifting these various attentional levels alters overall attentional 
patterns.

Institutional features like newsletters, special issues, op-eds, and so-
cial media posts aim to shape knowledge and incentives. But they cannot 
be fully understood without focusing on their attentional aims. This is 
because many tweets and op-eds are not best understood as attempts to 
inform or incentivise: The audience either already knows, doesn’t care, 
or won’t remember the content. And more effective educational and 
motivational tools are available. The authors usually know all this. Yet 
tweeting (and similar) can nonetheless be effective because the author 
aims to influence attentional patterns, rather than inform. By creating 
instances of attention to female-patterned heart disease, individuals can 
help restructure overall attentional dispositions. The field thereby be-
comes more inclined towards noticing female-patterned heart disease 
and its research lacuna. The term “noticeboard” is telling; noticeboards 
often steer attention more effectively than they inform.

The virtue theoretic contours of attention illuminate the aims of pro-
test. Chappell and Yetter-Chappell (2016) argue that inaction in the 
face of salient need is more monstrous than inaction concerning non- 
salient need.26 They consider Peter Singer’s influential comparison of 
a child drowning in a nearby pond and one starving abroad. Regard-
less of the overall choice worthiness of the two omissions, Chappell and 
Yetter-Chappell argue, inaction about the former exhibits worse moral 
character.
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This insight illuminates the forces of protests. Protests can be effec-
tive. But how? They are typically not effective ways to educate or inform. 
Protest banners and chants might be humorous or build camaraderie, 
but they are feeble at transferring knowledge. And protests seem inef-
fective at directly affecting the observer’s conative attitudes. Observers 
do not typically revise their motivations or beliefs about animal cru-
elty by seeing a protest.27 Learning about animal cognition or talking 
with a friend is more effective at these aims. But protest is nonetheless 
effective: It directs attention. It reminds us that Guantanamo Deten-
tion Camp is still open, Washington DC lacks congressional represen-
tation, and polar bears face extinction. We already knew these things, 
but we weren’t thinking about them. Roadblocks, celebrities, stunts, 
humorous signs, outlandish outfits, danger, and nudity can be effective 
protest techniques, not because they communicate relevant information 
but because they command attention. They attract media coverage, for 
example. Drawing attention to a need renders inaction more monstrous. 
People are motivated to not feel or appear monstrous. Thus the influ-
ence of attention on character virtues helps explain the efficacy of pro-
test. “What-about-ism” in political discourse is similarly an exercise in 
directing attention. It directs attention away from an issue, which can 
make inaction seem—or be—less monstrous.

4.6 Wokeness, Liberation, and Attentional Injustice

Flaws in attentional distributions are often easily overlooked because 
default attentional patterns and infrastructure go unnoticed. Arthur 
may never notice that he disproportionately clocks whether women are 
slender, for example, partly because everyone around him does too. 
Attentional omissions—such as absences from an agenda or curricula 
and whose perspectives are missing from deliberations—are particularly 
hard to notice, diagnose, and remedy. And epistemic injustice can be 
caused by, and constituted by, attentional patterns of “tuning out” when 
some people, such as women, talk.28

Unfair attentional distributions can arise when women are dispropor-
tionately expected to think of household demands or colleagues’ emo-
tional needs, for example, which allows men mental space to consider 
topics that advance their interests. The epistemology of attention illumi-
nates epistemic contours of these disparities. Recall from Section 2 how 
attention, including background attentional tendencies, enhances un-
derstanding. Devoting background attention to interesting topics, rather 
than mundane household demands, provides cognitive advantages.29 
Proper attunement is vital to social justice, including as a liberatory vir-
tue. It can be liberatory for women to pay less attention to their appear-
ance, for example, and paying attention to marginalised groups serves 
and constitutes justice.
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Wokeness is typically glossed as being aware of injustice.30 Aware-
ness has both informational and attentional components. It is not merely 
knowing; it requires “heeding” or bearing in mind. Wokeness is a virtue 
of attunement. By framing “wokeness” as largely an attentional trait, 
rather than centrally about one’s beliefs, one can countenance epistemic 
dimensions of wokeness without threatening evidentialist demands on 
belief. Gardiner (2018) emphasises that beliefs can serve justice whilst 
fully reflecting the evidence, but a conception of wokeness that centres 
on belief, rather than attention, risks requiring too much confidence in 
complex historical, economic, psychological, and social claims in the ab-
sence of requisite expertise and evidence. Attention-based conceptions of 
wokeness avoid this worry. And if wokeness centres on attention, rather 
than knowledge, it thereby avoids elitist values that cast ignorance and 
undereducation as moral flaws. Thirdly, interpreting wokeness as largely 
about attention, rather than belief or knowledge, accords well with early 
and influential recorded uses of “stay woke”, such as Lead Belly’s 1938 
exhortation to Black travellers to Alabama to “watch out” and “be a 
little careful when they go along through there—best stay woke, keep 
their eyes open” and Erykah Badu’s contrasting “stay woke” with sleep, 
not ignorance, in her 2008 song “Master Teacher”.

This chapter argues that proper attunement is a social virtue because 
(i) it can be possessed by groups, collectives, institutions, and perhaps 
societies. And (ii) it is deeply affected by moral, interpersonal, and so-
cial factors. Social institutions, including especially big tech, should help 
cultivate attentional virtues. Social virtue epistemology can guide this 
endeavour.

5 The Devil Was Lost in the Details

This chapter investigates the cognitive virtues of attention for individu-
als and collectives. I argue that virtue theory provides a powerful frame-
work for illuminating the complex, nuanced, diachronic, developmental, 
socially embedded contours of attentional normativity. Throughout the 
chapter, I highlighted the potency and importance of attention. Atten-
tion shifts the epistemic and moral landscape.

In closing, I highlight interconnections between two features of at-
tentional normativity discussed in Section 4. Firstly, big tech compa-
nies play sizable roles in shaping attentional patterns and building the 
social infrastructures that underwrite those attentional patterns. They 
determine the Google rankings, for example, but also whether shop-
ping, news, scholarship, and images have separate search results or not. 
Secondly, attentional patterns can be distorting even when all relevant 
claims are true and evidentially supported. Recall the website that dis-
proportionately foregrounds crime committed by immigrants, for ex-
ample. The articles can be wholly accurate—every claim is true—but 
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the disproportionate attention misleads and misrepresents. This is in-
sidious because difficult to epistemologically criticise. Epistemological 
frameworks that focus only on whether claims are true and evidentially 
supported are inadequate. An epistemology of attention, by contrast, 
enables us to epistemologically assess the website because focusing on 
attention reveals a variety of epistemic errors that are consistent with the 
relevant claims being fully true and known.

These two features are importantly connected. In the internet age, 
vast swaths of information are available. Even when all the claims are 
true, information drowns in information. One can hide an object in 
plain sight by placing it in a messy room. In the information age, select-
ing, sorting, arranging, foregrounding, presenting, omitting, and con-
textualising information is paramount. These curatory epistemic virtues 
are indispensable.31 Epistemological frameworks that are limited to 
whether individual propositions are true and evidentially supported can-
not epistemically assess big tech products, advise on navigating modern 
cognitive environs, or map normative contours of the social epistemic 
environment.

Lucifer’s fall from grace raises a puzzle. Heaven was perfectly good, so 
how could Lucifer have erred? There was nothing imperfect for him to 
do, see, or desire. One response holds that Lucifer only focused on good 
things—there were no other—but his error was focusing on the less good 
things instead of the best things. Rather than contemplating the Divine, 
Lucifer was distracted by his own goodness.32 Analogous dangers lurk 
in our epistemic lives: Even if all our beliefs were true and well-founded, 
we could epistemically misstep by focusing on less  attention-worthy 
things and being distracted by the paltry and peripheral.

The epistemic forces of attention can be insidious. It is difficult to 
notice, measure, evaluate, criticise, and remedy the patterns and infra-
structure of attention, compared to, say, whether a claim is false or un-
supported. And whilst many epistemological frameworks attempt the 
latter, there is a relative dearth of epistemological theorising aimed at 
the former. The informational cacophony of the internet age renders 
the epistemology of attention even more urgent. Attention demands 
attention.
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Notes
 1 The epistemology of attention is strikingly underexplored within analytic 

epistemology. In September 2020 a Google Scholar search for “epistemology 
of attention” generated just 21 results. Most of these were poetry, education, 
or media studies, rather than philosophy. The rest were the philosophy and 
psychology of perception (Mole et al., 2011; Watzl 2011). Watzl (2017, 5) 
describes a similar dearth of research. Research in economics, media stud-
ies, communications, informatics, and psychology reveals the importance of 
attention (Lanham 2006). And Buddhist, Islamic, and Confucian traditions 
foreground attention (Ganeri 2017). Analytic philosophy appeals to the im-
portance of attention in, for example, proper moral conduct and aesthetic 
appreciation (Herman 1993, esp. 73–93; Murdoch 2003, 16–36; Brewer 
2009; Korsmeyer 2011, Todd 2014). The lacuna is epistemological theories 
of attention. Much of the analytic epistemology of attention is relatively 
new, such as Hookway (2003), Fairweather and Montemeyer (2017), Siegel 
(2017, n.d.), and Munton (2021). See also references in later footnotes.

 2 For tractability I focus on appropriate attentional distributions, rather than 
attentional manner. Both are important. One should be sensitive to a per-
son’s disability, for example, but not transfixed. These can involve similar 
attentional magnitudes, but a different manner. I also sidestep whether 
proper attunement is one unified virtue or a cluster. This depends on the 
individuation conditions of virtues.

 3 Herman (2007, 1993) and Garthoff (2015).
 4 I am grateful to Mark Alfano and Zoe Johnson King for helpful discussions 

on these topics.
 5 See Kvanvig (2003), Elgin (2006), and Gardiner (2012).
 6 On the epistemology of emotion directing attention, see Elgin (1999, 146–

169), Goldie (2004), and Brady (2010, 2013). On affect directing aesthetic 
attention, see Korsmeyer (2011) and Todd (2014).

 7 Note that standpoint epistemology is characterised by stronger claims and 
standpoint epistemologists offer various explanations for the epistemic bene-
fits of social marginalisation (Toole 2019, 2022; Saint-Croix 2020). Thanks 
to Catherine Elgin, Amy Flowerree, Renee Jorgensen, and Cat Saint-Croix 
for conversations on these topics.

 8 On some views, character traits are merely dispositional and do not require 
time unfolding.

 9 Scanlon (1998, 39ff.) and Bommarito (2013).
 10 See also Archer et al. (2020) on celebrity political opinions.
 11 Munton (2021) and Watzl (2017).
 12 For insightful discussion, see Chappell and Yetter-Chappell (2016) and 

Bommarito (2013).
 13 Lahroodi (2018) discusses how requirements on collective agency and virtue 

affect collective virtue attributions.
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 14 There are epistemological normative conditions on non-doxastic attention. 
That is, wondering, daydreaming, imagining, considering, hoping, and simi-
lar can be epistemically inappropriate. But doxastic attitudes—belief, doubt, 
certainty, suspension—are more epistemically constrained.

 15 Non-vegans face higher risks of cancer and cardio-vascular disease and, 
according to the National Institutes of Health, about 65% of the global 
population develops lactose intolerance (Orenstein 2017). Presumably 
the undue attention to putative risks of veganism is partly fuelled by an-
imal farming industries and individuals’ moral unease about their own 
omnivorism. 

 16 Elsewhere I suggest that mere attention can render error possibilities relevant 
and so undermine knowledge. Gardiner (2021-b) argues this is an epistemic 
mechanism of gaslighting, conspiracy theories, and other epistemic injustice. 
Gardiner (2021-a) questions whether society-wide attention to the possibili-
ties that rape accusers are lying can render those error possibilities relevant. 
See also David Lewis’s (1996) “rule of attention”.

 17 Thanks to Ning Fan for raising this issue.
 18 See also Siegel (n.d.). I am grateful to Dennis Whitcomb for discussion on 

these topics.
 19 I am grateful to Jessie Munton for conversations on these topics. See also 

Alfano and Skorburg (2018).
 20 On doxastic wronging, see Basu and Schroeder (2019) and Basu (2021). 

On moral encroachment, see Bolinger (2020a, 2020b) and Gardiner (2018, 
2021-b).

 21 See Gardiner (2018, 2021-b) for further discussion of this dialectic.
 22 Perhaps incessantly thinking about another person can attentionally wrong 

them. See Gardiner (forthcoming-b) on the obsessive attentional patterns 
that characterise limerence. 

 23 Basu (forthcoming) discusses these kinds of cases. To help isolate the norma-
tivity of the hope itself, one might assume the hope neither causes nor arises 
from poor parental behaviour. 

 24 This final sentence is ambiguous; I endorse both readings. This discussion 
benefitted from a series of conversations on intersections of ethics and epis-
temology with Rima Basu, Renee Jorgensen, Amy Flowerree, Liz Jackson, 
Steph Leary, and Cat Saint-Croix. I am grateful. 

 25 On the attention economy, see Lanham (2006), Wu (2017), and Williams 
(2018). Thanks to Mark Alfano and Dennis Whitcomb for discussion. 

 26 Mullaart (n.d.) notes that salience is observer-dependent. Theorists should 
avoid the consequence that, for example, an individual who is more attuned 
to others’ distress because of her own traumatic history is thereby more 
monstrous for inaction than someone who simply fails to notice.

 27 Protests might effectively shift protestors’ attitudes, since people care more 
about subjects they have already invested in. 

 28 I am grateful to Adam Carter for this suggestion.
 29 On attention and epistemic injustice, Gardiner (2021-b) examines the role of 

attention in gaslighting and conspiracy theories. I argue that focusing on re-
mote error possibilities can render them relevant and so undermine rational 
belief. Similarly, Gardiner (2021-a) examines how focusing on the chance 
that a rape accuser is lying might render the error possibility relevant.

 30 On the term’s history see Pulliam-Moore (2016) and Romano (2020). For 
philosophical accounts of wokeness, see Basu (2019) and Atkins (2020). On 
attention, character traits and social justice, see Scheman (2017), Tanesini 
(2020, 59), Medina (2016), Gardiner (forthcoming-a), Whiteley (forthcom-
ing), and Smith and Archer (2020). 
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 31 The motto of University of Notre Dame’s College of Arts and Letters is 
“Study everything. Do anything.” This is bad advice.

 32 This account of Lucifer’s fall is an interpretation of Augustine (Burns 1988) 
and Anselm (Wood 2016, esp. 236–237). I am grateful to Josh Watson for 
perceiving this connection to Lucifer. This attention-based explanation of 
Lucifer’s fall accords well with Bommarito (2013)’s attention-based treat-
ment of pride: Lucifer was good. His downfall was paying too much atten-
tion to his goodness.
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Reply to Gardiner on Virtues of Attention

Georgi Gardiner’s “Virtues of Attention” sets out to do three main 
things: to (i) motivate the importance of attention for epistemological 
theorising; to (ii) argue that the normativity of attention is illuminated 
by virtue epistemology; and to (iii) highlight how the virtues of proper 
attention are plausibly conceived of as collective and institutional vir-
tues, and not merely as individual virtues.

On point (i) I am in agreement. As far as I am aware, the most devel-
oped work on the epistemic significance of attention is found mostly in 
the philosophy of emotion,1 and in the philosophy of perception,2 rather 
than in mainstream epistemology; so Gardiner’s contribution here is a 
welcome one. On point (iii) I am also in agreement. As Gardiner points 
out, “groups, institutions, and sets of people also exhibit attentional pat-
terns” (Gardiner, forthcoming, X). Given that groups, institutions, and 
the like can plausibly exhibit attentional patterns,3 we should expect 
that the dispositions that give rise to them are (epistemically) better or 
worse.

While I am sympathetic to point (ii)—the claim that the normativity 
of attention is illuminated by virtue epistemology—I am less convinced 
that the tack Gardiner has taken in the chapter to establish this has done 
so convincingly. And so, from here on out—while I think Gardiner’s 
chapter is rich and that it succeeds admirably in most of its aims—I am 
going to focus narrowly on (a) why I don’t think Gardiner has really 
established that virtue epistemology illuminates the norms of attention; 
but—and this point is in a friendly spirit—I think that there is a very 
good case to make that virtue epistemology can illuminate (some) norms 
of attention, and I will explain, beyond what Gardiner has suggested, 
how I think it could potentially do so.

So what would it be to show that something (be it virtue epistemol-
ogy, or anything else) “illuminates the norms of attention”? On the as-
sumption that there are norms of attention (one I think Gardiner is right 
to make), such norms might be evaluative or prescriptive.4 Evaluative 
norms will say when some kind of attention pattern is good qua the kind 
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of thing it is.5 For example, “Ceteris paribus, attention that tracks valu-
able properties is better than otherwise”. Prescriptive norms of attention 
prescribe (permit or prohibit) attention patterns. For example, “Don’t 
focus on irrelevant details”. To illuminate either kind of norm would 
presumably involve identifying the source of the relevant normativity, 
or suggesting how we might go about identifying it. To this end, some 
questions we’d hope to answer are: why do evaluative norms of attention 
tell us that attention is better as such if it has certain properties rather 
than others? Relatedly: why do prescriptive norms of attention prescribe 
(or prohibit) some attention patterns but not others? What explains all 
of this?

For virtue epistemology to illuminate the normativity of attention in 
a substantial way, it would at minimum need to answer (or put us in a 
position to answer) these kinds of questions; put another way, it seems 
that appealing to virtue epistemology will not have illuminated the nor-
mativity of attention very well if it has left it mysterious, or just a brute 
fact, that the evaluative or prescriptive norms of attention are those that 
we take them to be.

Gardiner’s strategy for using virtue epistemology to illuminate the 
normativity of attention takes as a starting point “that proper atten-
tion seems inherently linked to character”. This seems true enough. Her 
strategy from here is to show that the “normativity of attention is illu-
minated by conceiving of being properly attuned as having cognitive 
virtue”, where proper attunement “is paying attention to the right things 
in the right way, at the right time; ignoring what should be ignored, and 
being sensitive to significant features”. But what is it that determines 
whether you’ve paid attention in the right way or the wrong way? Gar-
diner says her chapter is meant to be “relatively ecumenical about what 
determines whether attentional patterns are improper. Instead I focus on 
paradigm examples”.

Gardiner might be entirely right that being properly attuned involves 
having cognitive virtue, and that proper attunement requires paying 
attention in the “right way, at the right time”, etc. At the same time 
though, if the matter of what determines whether attentional patterns 
are improper is itself not explained (or such that we’ve been put in a bet-
ter position to explain this), then there remains a straightforward sense 
in which the normativity of attention hasn’t really been illuminated in a 
substantial way yet, by virtue epistemology or otherwise.

The good news, though, is that I think virtue epistemology can help 
us to illuminate this; the tools of telic virtue epistemology6 offer just 
the kind of resources we’d need in order to better understand why (in 
short) proper attention is proper and improper attention is not. One con-
venient way to do this would be to construe the way we apportion our 
attention patterns as kinds of attempts in their own right. For example, 
suppose we intentionally aim to focus on a cognitive task T, whether it 
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be a simple task or a more complex task.7 With reference to this aim, 
we can then assess our apportioning our attention as successful or not, 
on the basis of whether the relevant aim is attained (or not). The success 
here might be accidental. Or the success might be due to the exercise of 
a disposition to proportion attention reliably (enough) when one aims to 
focus on T (or in relevantly similar cases). If issuing from such a disposi-
tion, the apportioning of attention would then be competent, regardless 
of whether it is successful. Finally, apt apportioning of attention will be 
not only successful and competent but successful because competent.

With reference to the above kind of picture, telic virtue epistemology 
offers the kind of framework within which we could potentially illu-
minate the evaluative normativity of attention, by giving us straight-
forward answers to how attention can be proper (or improper) along 
the three specific evaluative dimensions of success, competence, and 
aptness.

Is this fully satisfying? Not yet. After all one might aim to attend to 
some cognitive task, T, and then aptly apportion one’s attention to T, 
when one ought not to have done so. For example, one might attend 
aptly to a trivial task. One’s apportioning of attention in such a case is 
still apt, just as the executioner’s movements may aptly attain their aim 
even when what is done is reprehensible, and so even if they should have 
had a different aim.

In telic virtue epistemology, it is acknowledged that there is a separate 
kind normativity that pertains to which kinds of inquiries one should 
take up in the first place. As Sosa puts it, this separate domain of nor-
mativity is the domain of “intellectual ethics”.8 As I see it, the question 
of which tasks to turn your attention to falls in the area of intellectual 
ethics. Whether virtue epistemology (of any stripe) can illuminate those 
norms of attention that fall within intellectual ethics—and so those 
norms of attention stand outside of the kind of telic assessment applica-
ble to aimed attempts as such—remains to be seen.

Notes
 1 For example, according to Michael Brady (2010; 2013), the epistemic signifi-

cance of emotions lies in the fact that they have the power to direct attention 
in the way that they do.

 2 See, for example, Mole (2008; 2015) and Smithies (2011).
 3 This is plausible both in a summative sense, though as well as in an inflation-

ist or non-summative sense. For example, a jury might manifest attentional 
patterns by disproportionately deliberating about certain aspects of a case 
rather than others.

 4 For discussion of this distinction, see, e.g., McHugh (2012, 22) and Simion, 
Kelp, and Ghijsen (2016, 384–386).

 5 This evaluative “good” here is in Geach’s (1956) sense that a sharp knife 
is a “good” knife, where “good” is a predicate modifier as opposed to a 
predicate.
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 6 The primary exponent of this view is Ernest Sosa. See, especially, his Sosa 
(2021). See also Carter (2021) for a recent variation on the view.

 7 I am using a case featuring an intentional aim to simplify applying the 
model. The constitutive aim of a given attempt can also be set functionally. 
For example, as Sosa (2021, 25, fn. 12) notes, we can assess our implicit or 
“functional” beliefs for success, competence and aptness—those that guide 
behaviour below the surface of conscious reflection—not because a thinker 
intentionally aims at anything, but just because teleologically our percep-
tual systems aim at correctly representing our surroundings. For further 
discussion of functional and teleological assessment, see Sosa (2017, 71–72, 
129–130, 152; 2021, 24–31, 52–58, 64, 110, 118).

 8 See Sosa (2021, Ch. 2).
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“The Normativity of Attention: Characterological vs. 
Social”: Comments on Georgi Gardiner’s “Attunement: 
On the Cognitive Virtues of Attention”

Georgi Gardiner’s chapter advances the idea that social epistemology 
has much to gain by paying attention to attention. Her chapter aims to 
advance three main claims. The first is that “we should be attuned to the 
normative contours of attention”. The second is that when we do theo-
rise about attention and its normative contours, we ought to conceive of 
these in “characterological, virtue-based” terms. And the third is that

the reasons for conceiving of attunement as a characterological, 
virtue- based notion suggest that attentional virtues and vices are 
also attributable to groups, institutions, and maybe even societies 
and other social phenomena.

(8)

There is much to admire about this chapter. For one thing, Gardiner’s 
first claim strikes me as both important and plausible, and her argument 
on this score will add much to the case that a select few others have made 
in their attempt to bring attention to the attention of epistemologists.1 
In addition, Gardiner’s argument on this score reinforces the case for 
virtue- theoretic approaches to epistemology: there can be little doubt 
that she is correct in thinking that a virtue theory not only accommo-
dates but might be used to explain (at least some of) the normative di-
mensions of attention. And I should add, too, that her case for thinking 
of collectives as evaluable in light of the virtues and vices of attention is 
interesting and worth considering at greater length.

In this brief response, however, I will focus on the second of the three 
claims she makes: that when epistemologists theorise about the norma-
tive contours of attention, we ought to conceive of these in “character-
ological, virtue-based” terms. I want to suggest that there may well be 
cases in which the normative expectations on attention flow, not from 
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our conception of what makes for a flourishing (cognitive) life per se, but 
rather from the sort of social expectations that we have of one another 
when we are immersed (and play salient roles) in an epistemic commu-
nity. While these expectations are assimilable within a virtue epistemol-
ogy, they point to an additional source for the normative demands on 
attention: that source is not grounded in the value of a flourishing cog-
nitive life.

I begin by acknowledging that at least some of the normative demands 
on attention do seem readily explicable in virtue-theoretic terms. Con-
sider for example an injunction from the epistemology of testimony, to 
the effect that a good recipient of testimony ought to be attentive to 
signs of insincerity or incompetence. Failure to attend to such things 
when they are present increases the chances that one is taken in by false 
or otherwise unreliable testimony. Since being taken in in this way is 
not part of a flourishing cognitive life, we might take the demand to be 
attentive to such signs to be explicable in terms of its role in conducing 
to a flourishing cognitive life.2

However, not all of the normative demands on attention are readily 
explained in such terms. Some demands on attention flow from one’s 
role in a community: lawyers ought to attend to (and remain on the look-
out for) features of situations that bear on their clients’ legal well-being, 
doctors ought to attend to (and remain on the lookout for) features of 
situations that bear on their patients’ health, etc. To be sure, we might 
think that in each case there is such a thing as a flourishing cognitive 
life qua lawyer (or qua doctor, etc.). But I venture to suggest that cases 
are possible in which the demands themselves are neutral with respect 
to flourishing. These will be cases in which conforming to the norma-
tive demands on attention conduces neither to cognitive flourishing nor 
to cognitive languishing. Consider a person whose job it is to survey 
all of the parking meters in a given city to ensure that they are func-
tioning properly, or a person with the responsibility of overseeing the 
production of high-quality ball-bearings at a local production plant. I 
would even speculate that there are possible cases in which conforming 
to the normative demands on attention might actually lead to cognitive 
languishing of a sort. Consider a therapist whose expertise concerns the 
relationship between cognitive decline and depression: she is tasked with 
being attentive to the signs of cognitive decline in her clients, but know-
ing what she does about the link with depression, the more attentive 
she is the more depressed she herself gets and the less motivated she is 
to continue her work (it is her stubborn sense of professional duty that 
keeps her going).

None of these possibilities suggest that Gardiner is incorrect about 
the significant contributions that virtue epistemology can make to our 
understanding of the normative demands on attention. Rather, they sug-
gest that a virtue epistemology might not give us the complete story 
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about the range of those normative demands. And if I am right about 
this, then we can also conclude that the social dimensions of (the nor-
mative demands on) attention go beyond cases involving collectives and 
groups. In particular, we might think that our social life is itself a rich 
source of the normative demands on attention—a point whose proper 
explanation appears to require more than what is provided by virtue 
epistemology (at least as traditionally conceived).

Notes
 1 See e.g. Schellenberg (2018), Siegel (2006, 2007), Watzl (2017), and Silins 

and Siegel (2019).
 2 Arguably, this sort of idea is present in the virtue-theoretic approach to tes-

timony endorsed by Fricker (2007).
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The Limits of Virtue?: Replies to Carter and Goldberg

Adam Carter and Sandy Goldberg both challenge my claim that the nor-
mativity of attention is well-illuminated by virtue epistemology. Carter 
suggests virtue epistemology may not address which attentional patterns 
and habits we should have. Goldberg points to demands on attention 
stemming from social roles, such as professions. Both criticisms are, 
I think, rooted in relatively narrow conceptions of virtue theory.

Virtue Reliabilism and Virtue Responsibilism

Carter contends that “To illuminate [the normativity of attention] would 
presumably involve identifying the source of the relevant normativity, or 
suggesting how we might go about identifying it” (emphasis mine). And, 
Carter continues, my proposal hasn’t met this criterion. In response, 
firstly, this methodological requirement on illumination or explanation 
is too demanding.1 One can illuminate or explain a phenomenon without 
providing a reductive explanation or tracing the phenomenon back to its 
ultimate source. One can illuminate via partial explanation or by occu-
pying explanatory levels that aren’t reductions to fundamental grounds. 
Just as claims from applied and normative ethics can be combined with 
metaethical and metaphysical claims about what fundamentally explains 
those claims, a virtue theory of attention is compatible with various ac-
counts of why, fundamentally speaking, attentional patterns matter at 
all. Virtue theory might explain the source of attentional normativity, 
but this isn’t required for virtue theory to illuminate attentional norms.

Carter claims that resources from virtue reliabilism explain the source 
of attentional normativity. On Ernest Sosa’s view, knowledge is apt be-
lief.2 Beliefs are Apt when their Accuracy manifests Adroitness. Carter 
modifies this virtue reliabilist AAA framework to apply to attentional 
normativity. He suggests that one aims at attentional distributions to-
wards tasks, and the resulting attentional distribution is proper when 
apt; that is, when attainment of the attempted attentional distribution 
manifests adroitness. This substitutes Sosa’s Accuracy with Attainment, 
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because attentional distributions are not truth apt. Sosa’s orthodox AAA 
framework applies to belief; Carter’s adaptation of virtue reliabilism 
thereby exemplifies how theorising attentional normativity expands the 
concerns of epistemology beyond truth and belief.

But, Carter notes, this framework leaves unexplained which atten-
tional patterns one should aim for. He concludes,

As I see it, the question of which tasks to turn your attention to falls 
in the area of intellectual ethics. Whether virtue epistemology (of 
any stripe) can illuminate those norms of attention that fall within 
intellectual ethics […] remains to be seen.

I aver that virtue responsibilism, rather than virtue reliabilism, illumi-
nates intellectual ethics. Virtue responsibilism is versatile, theorises mul-
tifaceted explananda, and features multiple dimensions of assessment. 
It considers social, moral, and contextual features, including motiva-
tions and personal development. Resources from virtue responsibilism 
and reliabilism might be fruitfully combined to yield a comprehensive 
framework for evaluating attentional traits and patterns. I lack space to 
explore this idea; I instead sketch three concerns about Carter’s adapta-
tion of virtue reliabilism’s SSS framework.

Firstly, Carter’s proposed framework is best suited to when a per-
son (intentionally) aims at distinct, dissociable attentional distributions, 
such as during specific tasks. But these might be relatively marginal or 
abnormal cases. They are, anyway, a fraction of the target phenomenon. 
We need a framework for assessing automatic, default attentional habits 
and abilities as one navigates life. This includes general omissions, like 
not staring at physiological abnormalities, and sensitivity to complex sit-
uations’ important features, such as a friend’s capacity to notice sadness 
or a harried nurse’s attunement to subtle symptoms. Similarly, we seek 
a framework for assessing overall life patterns and trajectories such as, 
for example, Greta Thunberg’s attentional dedication to the climate ca-
tastrophe. But the AAA framework does not straightforwardly apply to 
these examples, not least because patterns and habits evolve over time, 
whether attention matches a given pattern is not binary, and attention is 
contrastive. The good friend doesn’t aim to notice sadness, he is simply 
well attuned to emotions and conduct—or to other features, like the 
road he is driving on—as appropriate. This brings me to the second 
worry.

Attentional patterns are not sufficiently similar to true beliefs for 
Sosa’s AAA framework to smoothly apply. Whether a belief is true is 
often binary and straightforward; the epistemic value of true belief 
is not wholly dependent on broader features of the person and con-
text, and there is a relatively clear sense in which beliefs aim at truth. 
These features undergird Sosa’s AAA treatment of the normativity of 
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true belief. Attentional traits and habits do not share these features. 
Whether an attentional pattern, habit, or trait matches an ideal can be 
complex and nuanced. It may match in some ways but not others, for 
example. And whether attentional patterns are valuable can depend 
wholly on social, moral, and contextual features, including the per-
son’s attitudes and motivations. And it is doubtful that we typically 
aim at attentional distributions, at least in an ordinary sense. These 
differences problematise adapting the AAA framework for attentional 
normativity.

Finally, Carter says “[the AAA framework offers] just the kind of re-
sources we’d need in order to better understand why (in short) proper 
attention is proper and improper attention is not”. But it is unclear 
whether, absent an independent account of which attentional patterns 
are good, the virtue reliabilist AAA framework makes much headway on 
questions of propriety. For this, we need intellectual ethics.

Depths of Sociality

Goldberg emphasises demands on attention that stem from commu-
nity roles. He notes these demands are “assimilable” within a virtue 
framework, so it is unclear how much we disagree. The crux of the 
 disagreement—such as it is—is that Goldberg views these as “additional 
sources” of attentional demands, outside of virtue theory, because they 
are “not grounded in the value of a flourishing cognitive life”.

Goldberg appears to employ a relatively narrow conception of virtue 
theory, according to which the relevant attentional value or demand must 
directly contribute to the cognitive flourishing of that same individual. 
(See, e.g., his testimonial illustration.) We might broaden this concep-
tion in several ways. Perhaps any flourishing qualifies, for example, not 
merely cognitive flourishing. This helps unify the ethics and epistemol-
ogy of attention. Insofar as this is a correction, it is one I welcome; the 
attentional normativity interlaces ethical and epistemic considerations, 
and so is the domain of virtue theory, rather than virtue epistemology 
specifically. Secondly, the contribution need not be direct. Proper at-
tunement in one’s employment can contribute to flourishing via salary, 
or pride in one’s work, for example, or via the mental health benefits of 
entering the “flow state”.

Thirdly, the relevant flourishing might reside outside the individual. 
It may be grounded in another person’s flourishing, or that of a group, 
institution, or society. Individuals are embedded within overlapping and 
interconnected layers of agency, such as groups and institutions. Ques-
tions of flourishing, languishing, and attentional normativity can arise 
for different levels, even if the relevant entity is not an agent. Individuals’ 
attentional demands might thus be grounded in traits or flourishing of 
some institution or group to which they belong.
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Virtue theory can illuminate these interconnected levels of attentional 
demands. Conflicts can arise, for example, if attentional patterns serve 
the institution but stifle the individual. A virtue theory of attention can 
provide guidance on avoiding this, so that attentional interests better 
align. I preferred dishwashing in restaurants, rather than waiting tables, 
for example, because the cognitive monotony of dishwashing allowed 
me to become lost in thought. Others might prefer the higher attentional 
and cognitive demands and challenges of waiting tables. Understanding 
attentional virtues and flourishing might help evaluate working condi-
tions by illuminating, for example, why employment in call centres is 
widely despised. Its attentional demands prevent the flow state with-
out interpersonal or intellectual recompense, and attention is typically 
forced towards lousy topics. Fourthly, as intimated above, explaining 
the fundamental sources and grounds of normativity is perhaps not vir-
tue theory’s core aim.

A broader conception of the remit of virtue theory—encompassing 
virtue responsibilism, virtue ethics, and interwoven social layers of 
agency—can thus help illuminate various facets of the normativity of 
attention.
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1 Introduction

A welcome development in recent epistemology has been the growing in-
terest in epistemic vices, the negative character traits that stand opposed 
to what Linda Zagzebski named the virtues of the mind (Zagzebski 
1996). Vice epistemology, named by Quassim Cassam, can be defined as 
‘the philosophical study of the nature, identity, and epistemological sig-
nificance of intellectual vices’ (Cassam 2016, 159). This recent interest in 
epistemic vices, which is a natural development of the earlier emergence 
of virtue epistemology in the early 1980s. A soberly honest stance on our 
personal and collective epistemic lives must acknowledge their suscepti-
bilities to arrogance, dogmatism, closed-mindedness, and other failings 
of epistemic character. Without rushing into an optimistic stance on our 
capacities to overcome them, an important aspiration for vice epistemol-
ogists should be to try, as best we can, to find ways of minimising the 
incidence and severity of the vices of the mind—or, failing that, creating 
better ways of coping with their persistence within our lives.

I endorse the ameliorative spirit of vice epistemology, although in the 
absence of any definition of aims and success criteria, that may not be 
endorsing very much. There are very many things to which one can as-
pire concerning the epistemic vices, some more ambitious than others. 
At a minimum, we are coming to understand more about their nature, 
identity, and diversity and their ontological structures and relation to our 
human psychology. But we are also making some practical progress, too. 
Heather Battaly has excellent work on how we should modify features of 
our environments to mitigate our epistemically vicious tendencies (Bat-
taly 2013, 2016). Alessandra Tanesini has excellent work showing how 
certain epistemic vices are constituted by stable psychological attitudes, 
which point to potential practical interventions (Tanesini 2016a, 2018). 
Further work with ameliorative potential continues to appear thanks to 
the current flow of interest in vice epistemology from epistemologists 
and those keen to put their work into practice.

The ameliorative potential of vice epistemology may depend, how-
ever, on certain methodological refinements. Much of how we ‘do’ vice 
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epistemology is informed by the tradition of Aristotelian virtue theory, 
which laid the basis of earlier work in virtue epistemology that, in turn, 
laid the basis for vice epistemology (Kotsonis forthcoming). Some vice 
theorists do draw upon other traditions, too, especially feminist and crit-
ical race epistemology. But there are reasons to think that Aristotelian 
approaches to epistemic vices lack some of the crucial sensitivities one 
needs to explore effectively certain aspects of character, virtue, and vice, 
of the sort, brilliantly articulated by Lisa Tessman (2005) and Robin 
Dillon (2012). But their work also points to potential reconstructions of 
Aristotelian character theories, some more radical than others. In what 
follows, I propose a reconstruction of vice epistemology, informed by 
Dillon’s proposal for a critical character theory.

My aim is to present what, to honour Dillon’s influence, I call a crit-
ical character epistemology. I sketch out its main features and show 
how it could, hopefully, better serve some of the ameliorative aims of 
those working to respond to epistemic vices. If it turns out those aims 
can be served without embracing a critical character epistemology, that’s 
fine—we get the goods without needing the reforms. But it may also be 
that critical character epistemology has its own distinct merits. Before 
we can decide, though, we need to look more closely at the current state 
of vice epistemology.

2 Getting started in vice epistemology

We can find philosophical interest in arrogance, dogmatism, closed- 
mindedness, stupidity, indifference to the truth, and other epistemic 
vices among the earliest periods of the Greek, Indian, and Chinese tra-
ditions. Granted, their reasons for concern varied considerably, since 
their epistemological projects reflected their characteristic themes and 
concerns. Buddhist interest in epistemic vices, for instance, was tied into 
their  fundamental soteriological aims. The story of the history of the 
philosophical study of epistemic character failings is not yet well un-
derstood, alas, though an impressive start has been made by historians 
of science and theology (DeYoung 2009; Kivisto 2014). Moreover, vice 
epistemologists, myself included, have tried to demonstrate the signif-
icance and interest in forms of historically informed vice epistemolo-
gies (Kidd 2021a). For instance, some of the earlier vice-epistemological 
projects had ameliorative aspirations, like the early modern English fem-
inist vice epistemology we find in the work of Mary Astell and Mary 
Wollstonecraft (see Kidd 2018, §2A).

The earliest modern paper to use the term ‘intellectual vice’ (which 
I treat as synonymous with ‘epistemic vice’) was by Jonathan E. Ad-
ler (1999), who argued that while certain vices are harmful to enquiry, 
they are also vital for intellectual flourishing. Adler’s paper was closely 
followed by Casey Swank’s 2000 paper. Swank defined epistemic vices 
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as character traits ‘constitutive of unreasonableness’, which are there-
fore ‘bad in a specifically epistemic way’ (Swank 2000, 195). Unfortu-
nately, those papers never got the uptake it merited. It was almost 15 
years before widespread interest really got going. The main figure was 
Heather Battaly, who did three foundational things: she defended the le-
gitimacy of agent-based appraisals from charges of ad hominem, she did 
the crucial conceptual work of distinguishing varieties of epistemic vice, 
and she provided a set of inspirational case studies of specific vices (see 
Battaly 2010, 2015). The latter included what I call esoteric epistemic 
vices—ones not currently entrenched in our inherited vice vocabular-
ies, which helpfully expands our sense of the potential range of vices 
that ought to be on our investigative agenda. If we stick to the vices 
contingently present in our listings of the vices, we confine ourselves to 
a narrow, unscrutinised sense of the potential range of our epistemic 
character failings. Some esoteric epistemic vices include epistemic insen-
sibility and epistemic insouciance, alongside other currently unnamed 
vices. For instance, Western theorising of the vices is deeply shaped by 
the concepts and concerns of Christian theology. We inherited rich con-
cepts for theorising pride and other vices of humility, but are much less 
blessed when it comes to, for instance, the vices of curiosity (cf. Manson 
2012; Pardue 2013).

It was common for virtue epistemologists to talk about vices, although 
usually only in passing, with the main business being exploration of 
epistemic excellences. An exception was Bob Roberts and W. Jay Wood, 
who offered ‘maps’ of various of the vices that gathered around the epis-
temic virtues they discussed (Roberts and Wood 2007). As Robin Dillon 
says, this may reflect the conviction that vices are ontologically and nor-
matively secondary, that there is nothing to be gained by ‘looking at vice 
directly’ (Dillon 2012, 88). Robert Merrihew Adams, for one, argued 
that vices get less attention because ‘goodness is more fundamental than 
badness’ (Adams 2006, 36). Charlie Crerar names that conviction the 
inversion thesis and robustly rejects it. Roughly speaking, vices are not 
the ‘mirror images’ of virtues, because they have their own distinctive 
structures and features, which we are liable to miss if we simply create 
models of virtues and then invert them (Crerar 2018).

It is easy to encourage work on a topic when that work has a name and 
in the case of epistemic vices that baptism came with Quassim Cassam’s 
2016 paper, ‘Vice Epistemology’. It came when there was a lot of that 
work to gather under that label. Battaly and Alessandra Tanesini had 
done a lot of work by then, of course, alongside the sustained analysis 
of the epistemic vices and injustices integral to systems of gendered and 
racial oppression offered by José Medina in his outstanding book The 
Epistemology of Resistance. He defines epistemic vices in terms of ‘a 
set of corrupted attitudes and dispositions’, which, if left unchecked, 
ensure that one’s ‘epistemic character tend[s] to become more corrupted’ 
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(Medina 2012, 29, 72). Since then, there has been a burst of excellent 
work in vice epistemology including an edited collection in the Jour-
nal of Philosophical Research and the first dedicated monographs, Cas-
sam’s, Vices of the Mind (Cassam 2018) and Tanesini’s The Mismeasure 
of the Self (Tanesini 2021).

The current work in vice epistemology is pleasingly pluralistic in its 
methods, aims, and inspirations. Aristotelian character theory, feminist 
epistemology, and intersectional social theory are drawn on alongside 
attitude psychology, critical race theory, and historical work document-
ing earlier ventures into the study of the vices of the mind. Much of the 
work also has an applied contemporary edge. Cassam’s monograph, for 
instance, subtitled ‘From the Intellectual to the Political’, takes as its 
case studies recent political misadventures from Britain and the United 
States, from Brexit to the Trump Administration. In an age of flagrant 
public displays of vice, it may be no surprise that attention turns to vice 
theory.

Looking at current work in vice epistemology, there are three main 
sorts, although in practice they interpenetrate. To start with, there is 
foundational work on issues like the nature of epistemic vice, their rela-
tions to epistemic virtues and ethical vices, and the usual normative is-
sues about how best to articulate their badness. The second sort of work 
are case studies of specific vices, detailed analyses of their structure, 
coupled to rich descriptions of their associated motivations, behaviours, 
and effects. Some of the well-studied vices include arrogance, dogma-
tism, closed-mindedness, hubris, insensibility, timidity, and servility.

The third sort of work is applied vice epistemology, putting these con-
cepts to work in the effort to improve our epistemic conduct, practices, 
and systems. Roberts and Wood once referred to their work on epis-
temic virtues as a sort of regulative epistemology, a term they take from 
Nicholas Wolterstoff (1996). A regulative epistemology, say Roberts and 
Wood, is one that seeks to ‘generate guidance for epistemic practice’, 
and is ‘a response to perceived deficiencies in people’s epistemic conduct, 
and thus is strongly practical and social’ (Roberts and Wood 2007, 21). 
We could distinguish two types of regulative epistemology: one aimed 
at regulation of individual epistemic conduct, another aimed at active 
reform of our shared epistemic systems and practices. But that would be 
premature. Arguably the former cannot succeed without the latter given 
the complex ways that individual epistemic agency tends to be struc-
tured by our social environment—a point central to critical character 
epistemology and the wider traditions in feminist social philosophy to 
which it is indebted. I return to the collective dimensions of epistemic 
vices at the end of this chapter.

To summarise the points of this section, the study of epistemic char-
acter started in virtue epistemology during the 1980s, which dominated 
until the turn to epistemic vices in the last two decades. The focus on 
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epistemic virtues and flourishing is important and was a vital resource 
for vice epistemologists, for sure, although what is needed now is a cor-
rective focus on the grimmer sides of epistemic life—on epistemic vices, 
failings, and corruption. To a degree, this has been helped along by the 
vigorous attention given these days to the many forms of epistemic vi-
olence (see, for instance, Berenstain 2016; Dotson 2016). This sort of 
perspective-broadening was advanced by Dillon: a critical character the-
orist aims ‘to understand moral character as affected by domination and 
subordination and by the struggles both to maintain and to resist and 
overthrow them’ (Dillon 2012, 84, 86).

From this perspective, we must change how we think about epistemic 
vices, too. The claim made by Dillon is that vices must be understood in 
terms of systems of domination and oppression and as characteristics of 
oppressors and as forms of damage done to those who are oppressed. A 
set of tight conceptual and causal connections obtained between vices 
and oppression must be acknowledged if progress is to be made in under-
standing and responding to either. If we look only at epistemic virtues 
and flourishing, then our vision of the world is not only incomplete—
taking in only the brighter sides—but quite radically distorting in ways 
that occlude the realities of this world. It is the correction of this system-
atic distortion of epistemic character and agency that is the main aim of 
critical character epistemology.1 The risk is that, without that darker, 
messier vision of human life, too many people will remain entrapped by 
the entrenched and ubiquitous patterns of vicious conduct that play out 
at the everyday and structural levels. Our lives must be understood, as 
Kate Norlock (2018) puts it, in the terms of a perpetual struggle focused 
on small, tangible acts of determined moral effort. On this view, any 
serious character ethics should accept that the ideal of flourishing is in 
reality the prerogative of the privileged. For the rest, what may be more 
realistic is the more existentially denuded aim of coping with the oppres-
sive realities of the world.

Critical character epistemology is not pre-committed to anything as 
foreboding as the vision of perpetual struggle, although it should be 
honest about the sheer scale of the heavy ameliorative tasks that flow 
from its vision of the variety and tenacity of our many epistemic failings. 
It should also be clear why this is a critical character epistemology, since 
a key aim is scrutiny and revision, if necessary, of problematic epistemic 
conduct and the conditions that sustain it. Of course, there are other 
senses of criticism, too, like Kant’s, of establishing the conditions for the 
possibility of something.2 Those may also apply, but that is not some-
thing I pursue in this chapter. Let’s now say more about epistemic vices 
and failings.

It should be clear, too, why it is a ‘critical’ character epistemology. 
Clear enough, at least, for me to move on to say more about epistemic 
vices and failings.
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3 What are epistemic vices and why are they bad?

The complexity of our personal epistemic dispositions is the topic of 
study of character epistemology. For that reason, we should not think of 
that discipline as devolving into two relatedly independent enterprises, 
virtue epistemology, and vice epistemology. We need to study our excel-
lences and failings of epistemic character together, rather than taking 
them in isolation then trying to weld the resulting accounts together. 
Since virtue epistemology is by now better developed and better known, 
I devote this section to surveying the current state of the art in vice 
epistemology. Along the way, I’ll indicate why studying the vices of the 
mind cannot be done properly without constant reference to the virtues 
of the mind.

We can start with an ontological question, raised by Quassim Cassam 
(2020), which is: what kind of things are epistemic vices? Cassam ar-
gues the question devolves into three sub-questions: what kinds of things 
are epistemic vices, how do we distinguish different vices, and, to what 
are our distinctions between vices answerable? In response to the first 
question, there are two answers: a vice-monist says they are one kind of 
thing, a favourite answer being that they are character traits, an answer 
that goes back to Aristotle in the West. A vice-pluralist, however, allows 
that epistemic vices can be different kinds of things, including character 
traits, attitudes, and ways of thinking—or what Cassam neatly labels 
character-vices, attitude-vices, and thinking-vices (Cassam 2020, ch. 1). 
We see these kinds in vice epistemology. Battaly focuses on character- 
vices, Tanesini on attitude-vices, while a vice pluralism is endorsed by 
Cassam. Medina defines vices as ‘corrupted attitudes and dispositions’ 
and ‘attitudinal structures that permeate one’s entire cognitive life’ (Me-
dina 2012, 30–31).

The second array of issues for vice epistemology is the set of normative 
questions about how best to understand the badness of epistemic vices, 
or, more specifically, to justify classification of a certain set of epistemic 
character traits, attitudes, or ways of thinking as vices. Sometimes it is 
clear that a certain epistemic character trait is bad, but less clear what 
is bad about it, and sometimes a fuller account of the badness of some 
trait only becomes clear once looked at using an appropriate normative 
framework. Within vice epistemology, there are two main normative 
models, each with its champions. Vice-consequentialists locate the 
badness of the epistemic vices in their effects and the best example is 
Cassam’s obstructivism, according to which epistemic vices are ulti-
mately bad because they ‘systematically obstruct the gaining, keeping, 
and sharing of knowledge’ and other epistemic goods (Cassam 2018, 
12). Battaly calls these effects-vices (Battaly 2014), which I divide into 
two sub-groups. Productive effects-vices are traits, like arrogance, that 
tend systematically to produce a preponderance of bad effects, while 
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passive effects-vices are traits, like epistemic laziness, that systemat-
ically fail to produce a preponderance of good effects. (Crudely, pro-
ductive vices do bad, whereas passive vices fail to do good. In practice, 
of course, many vices do both, in which case we should just call them 
effects-vices.)3

The second normative model, best represented in the work of Alessan-
dra Tanesini, is vice-motivationalism. It locates the badness of epistemic 
vices in the motivations, desires, and values of the epistemic agent. A vi-
cious agent may be motivated by a desire to thwart the epistemic agency 
of others, or a desire to persist with beliefs that are comfortable even if 
also false, or the agent might value unearned confidence over humbling 
self-reflectiveness. Charlie Crerar usually distinguishes the two main 
types of vice-motivationalism (Crerar 2018, §§2–3). Presence accounts 
see vices as manifesting or revealing the presence of some epistemically 
bad motives, desire, or value, such as the desire to withhold salient infor-
mation from other enquirers. Absence accounts see vices as manifesting 
the absence of some good motives, values, and desires, such as the lack 
of care or concern for truth, which is the heart of the vice Cassam calls 
epistemic insouciance (Cassam 2018, ch. 4). Jason Baehr, for one, has 
argued that ‘the most obvious or straightforward way a person can be 
intellectually vicious is motivational in nature: viz. by failing to care 
sufficiently about epistemic goods … or by being outright opposed to 
them’ (Baehr 2020, 29).4

Alongside the consequentialist and motivationalist positions, there is, 
naturally, also a variety of pluralist positions. Such normative pluralism, 
as we might call it, can take several forms. One is that the badness of all 
epistemic vices can be articulated in consequentialist and motivationalist 
forms, with a proviso that, in some cases, references to effects won’t be 
enough. (I wonder, though, if this is a disguised form of motivational-
ism, since it relies on the claim that our analyses are deeper when they 
refer to motives). Another is that some of the vices can be satisfactorily 
appraised in consequentialist terms, others in motivationalist terms, and 
others still in more pluralist terms. I prefer that position, since pluralism 
of that sort seems a natural fit with the sheer variety and heterogeneity 
of our epistemic character failings. This latter sort of pluralism has a 
pragmatist streak: our question should be which of the available norma-
tive models do the job for any given epistemic vice, and we should not 
prejudge which model will be needed. Of course, when scrutinising that 
pluralism, we ought to attend to the familiar issues surrounding conse-
quentialist and motivationalist normative theories—like the connection 
of intention to the outcome, the inscrutability of motives, and so on. At 
this point, there are rich prospects for more contacts between vice epis-
temology and normative ethics (see Baehr 2020, 33; Battaly 2014, ch. 4).

A critical character epistemologist is likely to embrace an ontological 
and normative pluralism about epistemic vices. Epistemic vices can be 
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many different kinds of things and they can be normatively appraised in 
reference to effects or inner states of the agent. This is consistent with 
their general pragmatism and desire to keep their options open, while 
also avoiding a bland sort of pluralism that says ‘everything goes’. But 
the ontological pluralism is perhaps quite radical. A character epistemol-
ogist, recall, takes as their focus excellences and failings of epistemic 
character, the main types of which are epistemic virtues and epistemic 
vices, respectively. But there are excellences of epistemic character that 
are not virtues and epistemic character failings that are not vices—at 
least, not on common conceptions of vice and virtue. Other excellences 
of epistemic character include a fantastic memory, a breadth and diver-
sity of experience, various cognitive and perceptual skills, and a sense 
of maturity and degree of objectivity and reasonableness. I don’t think 
those are virtues, but they seem to be excellences of character adjacent 
to the epistemic virtues. Jason Baehr seems to share something like this 
view when he argues that intellectual virtues should be understood as 
‘personal intellectual excellences’, as traits that ‘contribute to their pos-
sessor’s “personal intellectual worth”’ (Baehr 2011, 88–89). All virtues 
are excellences of character, but not all excellences of character are 
virtues.

A similar asymmetry holds for vices and failings of character. All vices 
are failings of character but not all failings of character are vices. Other 
epistemic failings include various cognitive biases, a narrowness and 
poverty of experience, a lack of crucial skills and abilities, and a lack 
of perspective and integrity (see, for instance, Holroyd 2020). Again, 
I don’t think those are vices in any familiar sense, but they are failings 
of epistemic character. Indeed, some of them are often defining charac-
teristics of an epistemic agent, the sorts of features we might point out 
when giving an account of someone qua epistemic agent. A radical vice 
pluralist might just count them all as vices, but, for what it’s worth, that 
doesn’t sound right to me. Narrowness of experience is not a vice, even 
if it is sustained by vices, like arrogance.

Such issues about the definition of epistemic vices and failings might 
only exercise an enthusiastic vice epistemologist with ontological inter-
ests. If so, that’s fine. However we define the terms ‘vice’, ‘failing’, ‘ex-
cellence’, and ‘virtue’, we get the point that a character epistemologist 
is engaged in a careful, philosophical study of the nature, development, 
and significance of excellences and failings of epistemic character. Let’s 
now turn to two specific concepts central to their project.

4 From vices to predicaments

Epistemic vices have complex developmental histories. Many sources 
and conditions play a role in feeding their development and entrench-
ment within our epistemic character. A vice epistemologist is naturally 
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interested to explore those developmental processes, as complex as they 
will be. Robin Dillon emphasises that vices emerge and evolve through 
the complex interaction of psychological, interpersonal, developmental, 
and environmental processes or conditions. Character, therefore, should 
be conceived as ‘fluid, dynamic, and contextualised, both bodily and so-
cially [and] as processive rather than substantive, as capable of stability 
without being static’ (Dillon 2012, 105). In an important remark for my 
present purposes, Dillon adds that

character dispositions [should] be understood to be inculcated, nur-
tured, directed, shaped, and given significance and moral valence 
as vice or virtue in certain ways in certain kinds of people by social 
interactions and social institutions and traditions that situate people 
differentially in power hierarchies.

(Dillon 2012, 104)

A critical character epistemologist inherits all of these insights and so 
searches for concepts that help us to articulate them. A vital concept is 
that of an epistemic predicament.

No one who lives in the social world could seriously think that it pro-
vides an Edenic environment that is maximally receptive to the culti-
vation and exercise of our epistemic capacities. The social world—or 
the variety of intermingled social worlds—is all messy and ridden with 
material, epistemic, and other suboptimalities. Some obvious examples 
include inequalities in distribution of goods, entrenched inequalities, 
problematic power relations, carefully maintained systems of collective 
ignorance, and entrenched systems of violence. Several generations of 
work by social epistemologists, feminist theorists, and activists have 
abundantly documented these and other suboptimalities (see, for in-
stance, Bartky 1990; Collins 2000).

An obvious question is how issues of individual epistemic character 
relate to these wider social and structural conditions, since at first blush 
they may seem, methodologically at least, to proceed at very different 
levels. Dillon and other liberatory theorists emphasise, of course, that 
the situation is rather different—in her words, critical character theory 
(and epistemology) really ‘springs from the recognition that enslavement 
is not only social and material but also operates on and through charac-
ter’ (Dillon 2012, 85). To develop this idea, we can turn to the concept 
of an epistemic predicament. It is developed in Medina’s book, though 
not systematically defined by him. He remarks, for instance, that our so-
cial identities and circumstances massively shape the sorts of concerns, 
dangers, needs, and risks that we are likely to experience—and, more-
over, the sorts of resources and strategies available in our efforts to cope 
with those concerns. Medina, for instance, says that our predicaments 
affect whether and to what extent we labour under the burden of ‘lack of 
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access to information’, ‘lack of a credible voice and authority’, persistent 
susceptibility to ‘epistemic exclusions and injustices’, and other predica-
mental challenges (Medina 2012, 29, 120).

Generalising from Medina’s remarks, I will use the term ‘epistemic pre-
dicament’ to refer to the complex, contingent, and changing structure of 
epistemically-toned challenges, dangers, needs, and threats experienced 
by a person—an individual or a group—as a result of their particular 
emplacement within the social world. Three clarifications are needed for 
that definition. First, predicaments are radically plural, since they reflect 
the intersections of our multiple social identities. Ultimately, our pre-
dicaments might be unique, reflecting the subjectivity of each epistemic 
agent, even if the common structures of the social world tend to ensure a 
certain degree of commonality across the experiences of people sharing 
certain social identities.5 Second, predicaments are ambivalent— they 
cannot be neatly categorised as ‘good’ or ‘bad’, even if variable distri-
butions of resources and opportunities favour certain predicaments in 
certain respects. Even highly privileged predicaments still incorporate 
some dangers and risks, even if these are lesser, qualitatively and quanti-
tatively, than for those of oppressed social groups. Third, our epistemic 
predicaments are changeable, since they tend to reflect the stabilities and 
turbulence of the wider social world. People can try to change their epis-
temic predicaments in various ways, at the individual or collective level, 
and others can cooperate with or oppose those efforts. Conversely, one 
can also try to worsen the predicament of others by, for instance, subject-
ing them to epistemically violent behaviours (Dotson 2011).6

The concept of an epistemic predicament helps us to think in more 
socially sensitive ways about the development and perpetuation of epis-
temic vices and failings and therefore about the character-epistemic ef-
fects of social oppression. After all, it would be banal to say that ‘human 
beings are prone to develop epistemic vices’, since there are obvious vari-
ations and patterns in the prevalence of different vices across different 
groups of people. No doubt there are very complicated stories to tell 
about how different people acquire or develop the vices they do in the 
ways that they do. Medina, for instance, says that ‘epistemic vices of all 
sorts are definitely possible outcomes of a socialisation under conditions 
of oppression’, and emphasises that ‘some epistemic vices are indeed 
more likely to be found among oppressed subjects’ (Medina 2012, 40). 
His claim is not the obviously crude one that ‘oppressed people develop 
ABC vices’ and that ‘privileged people develop XYZ vices’: the subtler 
point is that ‘the social positionality of agents does matter for the devel-
opment of their epistemic character’ (Medina 2012, 29, 40). Since that 
is a very general claim, we can add some more useful detail by appealing 
to the concept of epistemic predicament.

I propose that the particularities of our predicaments fundamentally 
structure the space of character-epistemic developmental possibilities a 
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person inhabits and also their ability to move through that space. There 
are many ways that can affect the relationship between vices and agents. 
Consider two: susceptibility and salience.

Starting with susceptibility, there is a very general sense in which 
all agents are to some degree susceptible to developing some or all 
vices. Anyone, in principle, could develop vices like arrogance, closed- 
mindedness, and mendaciousness. In practice, though, things will 
be more complex. There are often tangible patterns of susceptibility, 
shaped by subjective, social, and structural factors as well as, in some 
cases, bad epistemic luck (although see Berenstain (forthcoming) for sal-
utary warnings about attributing to bad epistemic luck processes that in 
fact are part of systems of oppression). To take an example, those with 
multiply privileged identities may be more systematically susceptible to 
the ego- inflationary epistemic vices like arrogance and haughtiness (cf. 
Tanesini 2016b; 2018). As Medina emphasises, belonging to a privi-
leged group is neither necessary nor sufficient for the development of 
epistemic vices (Medina 2012, 40). Many actions and contingencies can 
intervene to realise or suppress the susceptibilities that confront us in 
our efforts to navigate the vice-conducive pressures and temptations of 
the social world. For that reason, one very important protective capacity 
will be what Medina calls ‘lucidity’ about our epistemic predicament—
at a minimum, a sense of which vices or clusters of vices lie in one’s path 
as upcoming or tangible risks, and which, by contrast, safely lie well 
outside one’s path.7

A second way that predicaments can shape our character-epistemic 
developmental possibilities for the worst concerns the salience of differ-
ent epistemic vices. In a general sense, all epistemic vices are salient to 
some degree, since all of them will stand out as significant in some sense: 
a vice may appear as alarming, horrifying, irritating, serious, trivial, and 
so on. I expect most people would regard, say, arrogance and manipu-
lativeness as worse vices than, say, incuriosity and superficiality. The 
salience of epistemic vices depends on many different factors, many of 
which are refracted through our specific predicaments. A good example 
is the fact that members of some social groups are negatively stereotyped 
as being essentially prone to or characterised by certain vices—women, 
for instance, as banal, incurious, unreflective, and so on. Mary Astell 
wrote in 1694 of the entrenched expectations of her society that women, 
by virtue of their ‘degraded reason’, necessarily suffered from a ‘degen-
erated and corrupted’ epistemic character, incapable of sustaining epis-
temic virtues. Astell was alert to the culturally reinforced expectation 
that women were, or would always become, marked by the ‘Feminine 
Vices’, like submissiveness and superficiality. Within that misogynistic 
social and epistemic culture, gendered vices become especially salient to 
women who reflect on their characters or seek to improve their epistemic 
predicament (Astell 2002, 62).
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A critical character epistemologist can use the concept of epistemic 
predicaments to think about epistemic character and vices in relation 
to the specifics of our emplacement in the social world. By thinking in 
terms of predicaments, we can go beyond abstract accounts, and talk in 
more discerning ways about the ways that our susceptibility to specific 
epistemic vices, and the specific salience of those vices, is shaped by 
our predicaments. Naturally, the task is complicated. Epistemic predic-
aments are plural, changing, and intersectional; some vices are highly 
gendered and racialised and some are embedded in wider cultural or 
moral conceptions. But this is the price we pay for the sorts of social- 
sensitive study of epistemic vices that we need to ensure we are tracking 
the complex connections between epistemic agents and social structures.

5 From predicaments to corruption

A critical character epistemologist wants to explore the specific patterns 
of susceptibility to epistemic vices for differently situated groups of epis-
temic agents. Thinking in terms of the predicaments people face can 
help with that task. But thinking in terms of susceptibilities and of sa-
lience only tells us about which vices we might develop, and which might 
stand out for us. It also shapes what sorts of virtues—or what specific 
inflections of the virtues—are pertinent to our self-protective strategies 
(Monypenny 2021). We also need to ask how people actually acquire 
the vices to which they are susceptible and which they presumably want 
to avoid, given the negative salience of those vices. (I assume it is more 
important to try to avoid developing a vice that is judged to be more 
alarming or worrisome.) To answer that question, we need to add the 
concept of epistemic corruption.

A vocabulary of corruption often features within vice-theoretic dis-
courses. Gabriele Taylor remarks that moral ‘vices corrupt and destroy’ 
(Taylor 2006, 126) while Judith Shklar remarks that vices ‘dominate and 
corrupt’ our character (Shklar 1984, 200). We also find the language of 
corruption in vice epistemology. For Miranda Fricker, internalisation of 
sexist and racist norms, values, and assumptions ‘corrupts’ our epistemic 
sensibilities and in that way can ‘inhibit’ and ‘thwart’ the development of 
epistemically virtuous character (Fricker 2007, 59, 58, 30). José Medina, 
recall, defines epistemic vices in terms of ‘corrupted attitudes and dispo-
sitions’, and argues that, under oppressive conditions, one’s ‘epistemic 
character [will] tend to become more corrupted’ (Medina 2012, 29, 72).

Although none of these writers used the term ‘corrupt’ in a technical 
sense, they use it to refer to a phenomenon specific to critical character 
epistemology. One of the main ways that agents become epistemically vi-
cious is that they are subjected to processes and conditions that are epis-
temically corrupting—a concept I have developed elsewhere (see Kidd 
2019, 2020). On my account, epistemic corruption occurs when one’s 
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epistemic character comes to be damaged due to one’s interaction with 
corruptors—conditions, processes, doctrines, or social structures that 
tend to facilitate the development and exercise of epistemic vices. Cor-
ruption is dynamic and also diachronic, typically consisting of sustained 
exposure to corruptors, rather than singular events. The term ‘facilitate’ 
includes ‘encourage’, ‘promote’, ‘incentivise’, and ‘provides inducements, 
rewards, and temptations to acts of epistemic vice’. There are several 
modes of corruption, of which the main ones are:

1  Acquisition of novel epistemically vicious attitudes, character traits, 
and ways of thinking, of a sort not previously a feature of the sub-
ject’s epistemic character.

2  Activation of epistemically vicious attitudes, character traits, and 
ways of thinking that are present in the subject’s epistemic character 
but dormant and inactive.8

The next three modes are different: they involve amplification of 
certain aspects of whichever epistemic vices are already active:

3  Propagation occurs when corrupting conditions increase the scope 
of a vice, viz., the extent to which it affects one’s epistemic activ-
ities. In Annette Baier’s useful remark, an initially localised vice 
propagates when it starts to ‘infect their whole character’ (Baier 
1995, 274).

4  Stabilisation occurs when corrupting conditions increase the sta-
bility of a vice. Some vices are unstable, flickering ‘on and off’, un-
der the positive counteracting influence of acts of willpower, social 
censure, or whatever. As vices stabilise, though, they become more 
resistant to destabilisation.

5  Intensification occurs when corrupting conditions increase the 
strength of a vice. The vices in their weaker forms tend to produce 
fewer bad effects and express weaker bad motives. But vices can be 
strengthened, making them more intense and extreme and therefore 
become ever-more problematic.

The social world is filled with potential corruptors that can act on our 
epistemic characters by facilitating our complex predicamental suscep-
tibilities to epistemically vicious attitudes, character traits, and ways of 
thinking. A critical character epistemologist will be very keen to study 
the conceptual and causal relationships between vices, corruptors, and 
characters (cf. Battaly 2013; Cooper 2008).9 This calls for integrated 
vice-epistemological and empirical research of the sort already prof-
itably taken by moral psychologists interested in the virtues (see, e.g., 
Miller 2017; Snow 2014).

I think that the social world is vastly epistemically corrupting and 
that our epistemic predicaments structure the diversity and intensity of 
the epistemically corrupting influences that we have to navigate. That 
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includes the vices that are salient to me and to which I’m susceptible and 
the specific types of corruptors that loom large in my social experiences, 
not to mention the sorts of counter-corrupting influences and resources 
on which I can try to draw in order to protect the fragile mesh of virtu-
ous dispositions that make up the better parts of my epistemic character. 
A universal feature of all epistemic predicaments is the task of trying to 
avoid or manage those corrupting influences and structures while trying 
to simultaneously minimise the character damage one suffers and also 
trying to fulfil the many other pressing demands of one’s epistemic and 
social life. Struggling against the perpetually present risks of epistemic 
corruption is only ever a part of the business of trying to live well.

A key task of critical character epistemology is to develop a work-
ing understanding of the variety of corruptors out there in the world, 
partly to guide the empirical research but also as a way of training our 
epistemic sensibilities. To that end, consider some general sorts of cor-
ruptors that the critical character epistemologist wants to identify and, 
ultimately, try to either remove, reform, or avoid:

1  The absence or derogation of epistemic exemplars or ‘heroes’, who 
practically model forms of epistemic virtue, excellence, and integrity 
(see Croce and Vaccarezza 2017; Zagzebski 2017).

2  The valorisation and elevation of exemplars of epistemically vicious 
persons and acts by, for instance, ensuring that they receive social 
goods such as authority, respect, and power.

3  The rebranding of vices as virtues in ways that can prevent someone 
from detecting that they are being corrupted (see Dillon 2012, 99). 
Sometimes, a person might be genuinely unaware they are becoming 
corrupted, not least given that certain vices have a self-concealing 
capacity—so-called stealthy vices (Cassam 2018, ch. 7).

4  The establishment of conditions that increase the exercise costs of 
virtues. One can make it harder to exercise certain epistemic vir-
tues by, say, depriving a person of the necessary amounts of time 
or reacting to acts of epistemic courage with an elevated threat of 
violence (Kidd 2022).10

5  The establishment of conditions that increase the incentives to vice. 
By arranging an environment to incentivise and reward acts of vice, 
one can habituate people to acts of vice that, over time, can trans-
form their epistemic character for the worse.

These are some of the main types of corruptors, described very gener-
ally, each inviting more investigation. Alongside their general relevance 
to vice epistemology, they are of particular significance to a critical 
character epistemologist. Many of those corruptors are themselves im-
plicated in wider systems of oppression. José Medina, for instance, de-
scribes epistemic heroes, ‘extraordinary subjects who under conditions 
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of epistemic oppression are able to develop epistemic virtues with a tre-
mendous transformative potential’ (Medina 2012, 186). Obviously, such 
epistemic heroes are often characterised by the virtue of epistemic cour-
age, and a natural response of oppressors to such heroes is to derogate 
and assail them—a clear case where an oppressive system tries, often 
successfully, to massively increase the exercise costs of epistemic virtues 
(see, further, Kidd 2018).

The deep relationship between processes of epistemic corruption and 
oppressive social systems is one reason why the ameliorative goals of a 
critical character epistemology necessarily take on an overtly political 
character. When characterising the ultimate aims of critical character 
theory, Dillon quotes Max Horkheimer’s explanation that the aim of 
critical theory is ‘to liberate human beings from the circumstances that 
enslave them’ (quoted in Dillon 2012, 85). Systems of enslavement act 
on and through character, including through a complex web of epistem-
ically corrupting processes and structures that damage and distort the 
epistemic character of subjects, the oppressors and the oppressed alike.11 
It is in relation to that socially transformative goal that critical character 
epistemology should ultimately be understood.

To summarise: current work in vice epistemology offers powerful 
ways of thinking in systematic detail about the variety of failings of 
epistemic character to which human beings are susceptible. Such sus-
ceptibilities arise from our psychological and cognitive limitations, the 
abrasive effects of so many of our interpersonal encounters and rela-
tionships, the suboptimalities of our social worlds, and the systems of 
oppression characteristic of so many of those worlds. I have described 
a specific style of vice epistemology—critical character epistemology—
and some of its distinguishing features. These include its adoption of 
the concepts of epistemic predicaments and epistemic corruption and 
the explicit socio-political goals that align it in many ways with wider 
progressive social movements. I do not think that all of those with an in-
terest in epistemic vices need to be critical character epistemologists. But 
I do think that a vice epistemologist with liberatory aspirations might 
find critical character epistemology an ally in their efforts.
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Notes
 1 It is interesting to notice that although we have a well-developed tradition 

in virtue theory, there is hardly anything we could call vice ethics. Granted, 
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there are honourable exceptions, like Lisa Tessman (2005). There are also 
those who urge relevantly grim estimations of our collective moral and epis-
temic condition, like David E. Cooper (2018) and Kate Norlock (2018). In-
deed, I argue elsewhere that our many failings are so diverse, entrenched and 
ubiquitous that they justify a charge of misanthropy, a critical verdict on our 
collective moral condition (Kidd 2021b).

 2 I thank Mark Alfano for this useful point about the different senses of 
‘criticism’.

 3 A critical amendment to obstructivism is offered by Kotsonis (2022).
 4 Crerar also adds a third ‘compatibility’ position, which sees some vices, at 

least, as being composed of intermingled virtuous and vicious motivations: 
think of a conspiracy theorist who is radically doxastically rigid, but also 
genuinely driven by a conscientious commitment to the truth.

 5 Medina speaks of the predicaments of the privileged and of the oppressed, 
although would likely emphasise their heterogeneity (Medina 2012, §§ 
1.1–1.2).

 6 The term ‘epistemic violence’ was introduced by Gyatri Spivak (1998).
 7 I am thinking here of Wittgenstein’s remark: ‘[t]here are problems I never 

tackle, which do not lie in my path or belong to my world’ (Wittgenstein 
1998, 11).

 8 A vice-consequentialist might not recognise the existence of dormant traits, 
since they are not producing any bad epistemic effects. But dormant vices 
would, if activated, produce bad effects, so vice-consequentialist should still 
worry about them.

 9 An important distinction to consider is that between monocorrupting and 
polycorrupting conditions: those that facilitate one single vice and those that 
facilitate a broader range of vices. Is it the case, for instance, that an epistem-
ically homogeneous environment can corrupt for a whole range of vices?

 10 Consider, for instance, the procedural epistemic virtues, like carefulness, 
diligence, and thoroughness (Kidd 2022).

 11 Compare Lisa Tessman on the two types of ‘moral damage’—that is, dam-
age to the moral character of people—integral to systems of oppression 
(Tessman 2005, chs. 2 and 3).
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Comments on Ian James Kidd’s ‘From Vice Epistemology 
to Critical Character Epistemology’

Heather Battaly

Ian James Kidd’s chapter argues that feminist character theory has 
important insights for vice epistemology. One of those insights is for 
vice epistemology’s ameliorative wing, which explores strategies for 
reforming epistemic vices, and (relatedly) the causes and etiologies 
of epistemic vices. Kidd draws inspiration from feminist analyses of 
character, especially the critical character theory pioneered by Robin 
Dillon (2012). In so doing, he proposes a critical character epistemol-
ogy that recognises the influence of oppressive social structures on 
the development of epistemic vices in individuals. Specifically, he con-
tends that social structures and conditions can be ‘corrupting’, that 
is, they can promote, encourage, and incentivise epistemic vices in in-
dividuals. Moreover, they can corrupt different individuals in differ-
ent ways, facilitating (e.g.) intellectual arrogance in one person, and 
intellectual servility in another. Accordingly, a key insight of Kidd’s 
critical character epistemology is that we won’t be able to reform epis-
temic vices in individuals without also reforming the oppressive social 
structures that facilitate them. As he puts this point elsewhere, rely-
ing on strategies that target changes in individuals without addressing 
the reform of corrupting social structures would be ‘a febrile form 
of ameliorative whack-a-mole’ (Kidd 2020: 80). I think Kidd’s argu-
ment is doing laudable and crucial work at the intersection of vice 
epistemology, liberatory epistemology, and feminist character theory. 
It has the added bonus of making a number of other helpful points 
along the way—for example, Kidd distinguishes between productive 
and passive effects-vices, suggests that epistemic vices are widespread 
in the real world due to oppressive social structures (they aren’t solely 
possessed by high-profile political figures), and identifies several types 
of ‘corruptors’ and corrupting conditions including the valorisation of 
epistemically vicious persons. Below I ask three sets of questions about 
the implications of Kidd’s argument.

3b Commentary from 
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First, Kidd argues that ‘one of the main ways that agents become 
epistemically vicious is that they are subjected to corrupting processes 
and conditions’. In other words, people can become vicious—they can 
‘actually acquire the vices to which they are susceptible’—by interact-
ing with corruptors. This leads to a set of questions about whether in-
dividuals can be blameworthy for their epistemic vices. Does critical 
character epistemology allow for this? Does it allow individuals to be 
blameworthy in the sense that they are accountable? Perhaps it doesn’t: 
if individuals can become epistemically vicious through their interac-
tions with corruptors, then they may not exercise enough control over 
the acquisition of their vices to be accountable for coming to have them. 
But, perhaps it does: if corruption and the acquisition of vice aren’t inev-
itable, and if individuals can recognise corruptors for what they are and 
sometimes avoid interacting with them, for example, by working with 
allies to construct islands of ‘epistemic edification’ (Kidd 2019), then 
they may exercise enough control to be accountable. Even if critical char-
acter epistemology doesn’t allow individuals to be accountable for their 
epistemic vices, could it endorse a sort of blameworthiness that doesn’t 
entail control? Might individuals be blameworthy for their epistemic 
vices in the sense that their vices are attributable to them, or in the sense 
that they are answerable for them, or in the sense that they are repre-
hensible for them (Cassam 2019; Tanesini 2021)? Relatedly, does critical 
character epistemology assign a role to forward-looking responsibility—
to individuals taking responsibility for their vices? Does it assign a role 
to charging others with epistemic vices (Kidd 2016)? To be sure, this 
is a wide- ranging set of questions, which cannot be answered quickly! 
My hope is that Kidd can point out some routes that are open to critical 
character epistemology, giving us some promising directions to explore.

Second, Kidd’s chapter emphasises the role that social structures play 
in facilitating epistemic vices in individuals. This is one important way 
in which epistemic virtues and vices can be social, namely, their develop-
ment can be social. As Kidd suggests, if social structures are oppressive 
and corrupting, epistemic vices may even be endemic. This is a point he 
spotlights, perhaps because it is sometimes overlooked. I’d be interested 
to hear Kidd’s thoughts about another way in which epistemic vices 
might be social. Can oppressive social structures and institutions them-
selves have epistemic vices, that is, can ‘corruptors’ have vices? Must 
social structures have epistemic vices in order to be corrupting? Or, can 
they corrupt (facilitate vices) without having any vices themselves? Pre-
sumably, a corrupting structure need not possess a particular vice in 
order to facilitate it—arguably, structures that are intellectually arro-
gant can facilitate intellectual servility in some individuals who interact 
with them. But, must corruptors have some vice or other? Relatedly, can 
corruptors have some epistemic vices that they don’t facilitate in any 
individuals? More broadly, what are the implications of structural vices 
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for competing theories of the nature of epistemic vice? Are structural 
vices easier for obstructivist accounts (Cassam 2019) to accommodate, 
or can motivationalist accounts (Tanesini 2021) do an equally good or 
better job?

Finally, I close with a set of questions about potential next steps. Kidd 
argues that we will need to reform corrupting structures if we hope to be 
effective in reforming epistemic vices in individuals. Presumably, struc-
tural reform will be slow and involve solidarity. I’d welcome Kidd’s ideas 
about where and how to begin, and whether critical character episte-
mology can suggest some potential strategies. Perhaps, we can try to re-
verse the conditions of corruption that Kidd identifies, that is, reverse the 
derogation of virtuous exemplars, the valorisation of vicious exemplars, 
and incentives to vice. If corrupting structures themselves have vices, 
we may also need to reform those. Can we make progress in reforming 
corrupting structures by facilitating liberatory epistemic virtues, such as 
meta-lucidity, in individuals (Medina 2012)? Will we also need to facil-
itate liberatory epistemic virtues in structures themselves? If epistemic 
vices are stealthy, then can we expect strategies for facilitating epistemic 
virtues to be effective in reforming epistemic vices? Or will we need 
some different strategies for reforming epistemic vices?
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The Banality of Vice

Georgi Gardiner

Kidd argues that vice epistemology is fruitfully developed as critical 
character epistemology.1 He outlines three hallmarks of critical char-
acter epistemology, which it shares with forebears such as critical race 
theory, feminist epistemology, and—more directly—Robin Dillon’s 
critical character theory. The first hallmark is social critique. Critical 
character epistemology theorises harms and injustices, focusing on sys-
tems of domination and subordination. Kidd argues that current episte-
mology disproportionately focuses on epistemic goods, such as virtue. 
Foregrounding aphotic and unpropitious facets of social-epistemic life, 
including vice, is a needed corrective. Secondly, critical character episte-
mology aims to ameliorate current conditions. Thirdly, it highlights in-
terconnections between the individual and their society, especially how 
social forces shape epistemic character. This is the epistemic analogue of 
Dillon’s (2012, 85) claim that ‘enslavement is not only social and mate-
rial but also operates on and through character’.

Social position, such as race and class, affects which character traits 
are differentially nurtured and discouraged, which benefit or impede 
us, and to which vices we are particularly susceptible. Kidd investigates 
these relations between social position and epistemic character devel-
opment. I focus on the effects of salience distributions—specifically 
the relative salience of vices—on how social position affects epistemic 
character.

Kidd claims ‘all epistemic vices are salient to some degree, since all 
of them will stand out to us as significant in some sense—vice may ap-
pear as alarming, horrifying, irritating, serious, trivial, and so on’. He 
notes the salience of particular vices can depend on social position. Kidd 
writes, ‘A good example is the fact that members of some social groups 
are negatively stereotyped as being essentially prone to or characterised 
by certain vices—women, for instance, as banal, incurious, unreflective, 
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and so on’ (emphasis in original). This stereotyping affects the salience 
of vices. Drawing on the 1694 writing of Mary Astell, Kidd writes,

Astell was alert to the culturally reinforced expectation that women 
were, or would always become, marked by the ‘Feminine Vices’, like 
submissiveness and superficiality. Within that misogynistic social 
and epistemic culture, those gendered vices become especially sa-
lient to women seeking to improve their epistemic predicament.

Kidd is correct that salience plays crucial roles in how social position 
affects epistemic character development. But I don’t think Kidd aptly 
sketches these roles. I sketch alternative ways the differential salience of 
vice influences character development.

Firstly, I disagree with Kidd’s contention that ‘all epistemic vices are 
salient’. Indeed, a critical character epistemologist should take partic-
ular issue with this claim. Salience is the property of being attention- 
grabbing; it reflects descriptive, rather than prescriptive, facts. Salient 
things have cognitive prominence. We must distinguish this from what is 
important, relevant, or concomitant. Some moral facts might be import-
ant, for example, but are typically overlooked and so not salient.

Social inequalities, including in distributions of epistemic traits and 
expectations about those traits, can be more pernicious when over-
looked. The epistemic vices of chauvinism, white ignorance, and un-
questioning deference to one’s birth culture and religion, for instance, 
are widespread in part because they are not grokked. They compose part 
of the background tapestry of society. The vices of bias are often unno-
ticed, rendering them harder to correct. Similarly, we expect wealthy 
people to exhibit high confidence in their beliefs and abilities, making it 
difficult recognise vicious overconfidence.

Epistemic vices might be more salient to those who suffer their effects. 
Women are more apt to identify sexism, for example. But, firstly, cur-
rent attunement to such vices benefits from decades of feminist theoris-
ing; prior to this, chauvinist epistemic vices would often be inaccurately 
viewed as the person’s having apposite beliefs. Secondly, even those in-
jured by the vice might not see it as vice. A daughter might suffer con-
sequences of having sexist parents, for example, yet not recognise their 
traits as sexist epistemic vices.

Vice can be like air—invisible, unnoticed, camouflaged by ubiquity. 
Charles Mills highlighted the pervasion of white ignorance; critical 
character epistemology should emphasise how vice can be similarly ba-
nal. Vice is the normal condition of everyday lives.

Men’s emotions can enjoy a similar inconspicuousness. Society 
shapes it, and individuals contort around it, without fully appreciating 
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its presence or seeing it as emotion. Part of the social potency of some 
emotions, vices, and virtues stems from their being rendered invisible or 
mistaken for something else, such as pure ‘rationality’.

Secondly, specific stereotyped epistemic traits have a complex rela-
tionship to salience. I’ll use Kidd’s seventeenth-century example of ste-
reotypes of women as incurious. Given this, women are expected to be 
incurious. The expectation constitutes and reinforces the norm. People 
might not notice the expectation unless it is violated. Incuriousness in 
women is not remarked upon; instead, curiosity is salient. Departures 
from normed vices, or attempts to shed normed vices, attract attention. 
Deviance is noticed. And this salience, with its concomitant censure or 
risk, disincentivises the aberrance. This helps explain why people con-
form; it can be safer to not stand out.

For some groups, character traits are noticed but the perceived valence 
is switched or downplayed. One might notice the elevated confidence 
of wealthy people, for example, but not perceive it as bad. It might in-
stead garner respect, emulation, or deference. Or one might see it as 
bad but tend to downplay or overlook it. To illustrate the distinct role 
of attention, suppose pop musicians are stereotyped as incurious and 
gender-nonconforming youths as epistemically mercurial; they are seen 
as changing their minds frequently. A person might regard each property 
as—let’s say—equally bad. But only the latter and the latter’s badness 
are salient to him. When he thinks of celebrities, he seldom remembers 
their incuriosity. When he thinks of gender-non-conforming youths, by 
contrast, he often remembers their perceived epistemic caprice. The so-
cial privilege of celebrities, and relative marginalisation of trans youths, 
bolsters—and partly comprises—these attention patterns.

Kidd suggests that ‘gendered vices [like submissiveness and superfici-
ality] become especially salient to women seeking to improve their epis-
temic predicament’. Perhaps. But the vices reinforced by social norms 
might accordingly be less salient as foci for epistemic self-improvement. 
Astell was unusual—a visionary. Most contemporaries seeking self- 
improvement may have instead read novels, listened attentively at dinner, 
and aimed to absorb insights from men, who were considered epistemic 
superiors. (Indeed men actually were epistemic superiors in many do-
mains because women were hamstrung by educational inequality.) Ag-
itators aiming to improve the epistemic predicament of women may 
have campaigned for more tutoring or for permission to attend public 
lectures. These approximate gender-approved modes of self- betterment, 
such as absorbing information, sponge-like, from men, rather than 
gender- aberrant reforms, such as shedding submissiveness. Indeed, to 
many of Astell’s contemporaries, shedding submissiveness may have 
seemed degenerate, even to those seeking epistemic self-improvement.

Kidd writes, ‘women were, or would always become, marked by the 
“Feminine Vices”, like submissiveness and superficiality’. The term 
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‘marked’ has two connotations. The first is ‘assigned’, ‘designated’, or 
‘goes with’. In soccer and hockey, each attacker is marked by a separate 
defender, for example, driving lanes are ‘marked for overtaking’ and the 
third son is ‘marked for the military’. (The first inherits the land; the 
second joins the clergy.) In this sense, ‘women are “marked” as submis-
sive’ means ‘women are normed as being submissive’. Secondly, ‘marked’ 
connotes that those traits stand out as conspicuous or salient.

I suggest women can be marked as submissive in the first sense, but 
not the second. Women’s submissiveness can be non-salient even to those 
injured by that submissiveness or seeking to improve their situation. It 
can require acuity to clock epistemic vice and its social powers even 
though—or perhaps because—vice is so pervasive and injurious.
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Note
 1 Kidd’s claim is slightly stronger: Vice epistemology should proceed as a 

critical character epistemology; being attuned to epistemic vice rationally 
compels us towards the tenets of critical character epistemology. Cf. Mills’s 
(2007) mapping the trajectory from naturalised, non-idealised epistemology 
to critical race epistemology.
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Rejoinder to Heather Battaly and Georgi Gardiner

Ian James Kidd

I’m grateful to Heather and Georgi for their probing thoughts on 
my ongoing efforts to explore the possibilities for a critical character 
epistemology.

Blame and Structures

A critical character epistemologist sees epistemic agents as socially situ-
ated, their dispositions and activities being significantly shaped and of-
ten constituted by their social environments. I think those environments 
often tend to damage our epistemic character in various ways, this be-
ing the basic conviction motivating my concept of epistemic corruption. 
Heather asks how this relates to blame, an issue underplayed in my work 
so far. Certainly, the critical character epistemologist doesn’t want to 
rule out our being responsible for the state of our epistemic characters. 
What they want, though, are complicated stories that issue in complex 
conditions: certain agents under certain conditions at or beyond certain 
points in their life and development can be judged responsible for the 
acquiring or retaining of at least some of their epistemic failings. To tell 
those stories, we need to get clearer on the sorts of explanations that are 
at work in accounts of epistemic corruption (causal or narrative ones, 
say?) A snag is that I think some of us are complicit in the deterioration 
of our own epistemic character. We can think of this as wilful, self- 
conscious epistemic self-corruption.

Heather also asks if social structures can themselves be vicious, in 
their sense of their bearing vices in their own right as well as facilitating 
their acquisition. I’m certainly happy to attribute epistemic vices to social 
structures and institutions and thereby expand the range of vice-bearers 
(Kidd 2021b). At the moment, though, I don’t think social structures 
need to be vicious to be corrupting, partly because of what Margaret 
Gilbert called divergence arguments (see Gilbert 1989). I think indi-
viduals exist in complex dynamic relations with social structures and 
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institutions. Confronted with a dogmatic institution, one can acquiesce 
or resist in all sorts of ways shaped by individual character, situational 
pressures, interpersonal interactions, and so on. But settling this will 
require more thinking and some good empirical work.

Amelioration

In perhaps the hardest and most important question. Heather asks where 
those concerned about the amelioration of epistemic vices should start 
and on this I am divided. Certainly, one of the motivations for giving an 
account of epistemic corruption was to guide our critical thinking about 
the ways our epistemic characters get damaged: that is the ameliorative 
part of me. At the same time, I often fear that corrupting structures are 
too entrenched, or that any serious efforts to reform them may fail or 
backfire by supercharging our vices: this is the pessimistic and quietist 
part of me. In a sense, this is an uncertainty about the nature and scale 
of those ameliorative actions. Maybe we can reduce the incidence or 
frequency of severity of the vices of the mind—but that is an empiri-
cal issue about which I’m deeply ambivalent. Much will also depend on 
what is intended by amelioration. The modern tendency is to define this 
in terms of dramatic large-scale actions aimed at significant structural 
changes. But we should not rule out smaller-scale actions of a more mod-
est character. After all, rapid and radical projects can also be sources or 
superchargers of epistemic vices. At the moment I am inclined to a pes-
simistic misanthropy: our personal and collective epistemic failings can 
be mitigated to certain limited degrees but never eradicated from what 
has come to be the human condition.

Salience

Georgi focuses on the different sorts and degrees of salience that epis-
temic vices can have, a rather neglected issue within the literature on 
character epistemology. It makes sense for vice epistemologists to offer 
analyses of specific vices without pressing onto questions about their 
salience for different individuals—up to a point. But at some point, we 
should start exploring the personal, situational, social, and cultural fac-
tors that shape the salience of different vices, where that includes diving 
into the historical work on vices (Kidd 2018, 2021a).

Georgi uses the term ‘salient’ in a tighter sense than I was, using it to 
mean attention-grabbing or cognitively prominent, whereas I used it in 
the looser sense of ‘significant’. I agree that the narrower sense is more 
useful: a critical character epistemologist should say that the epistemic 
vices can have different sorts of significance for different people. More 
importantly, this can include two sorts of cases: first, pernicious forms of 
significance, like the misogynistic conviction that certain epistemic vices 
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ought to be especially significant to women since they are more prone 
to them—the claim being skewered by Astell in the remarks I quoted. 
Second, cases where certain epistemic vices lack the sorts of significance 
they ought to possess, even to the point of people being completely obliv-
ious to them. Sometimes, this is because it suits certain powerful groups 
to conceal those vices from a collective understanding, a point Georgi 
makes using the case of chauvinist epistemic vices. In other cases, the 
obscuration of certain vices might be due mainly to historical contingen-
cies in our inherited table of the vices—that being the main theme of my 
work in historical vice epistemology.

A key take-home from Georgi’s remarks, and Heather’s, is that our 
thinking about the nature, harms, origins, distribution, significance, and 
correctability of epistemic vices must be a multidisciplinary endeavour. 
Even at this early stage, vice epistemology has well-developed relations 
to virtue epistemology, social epistemology, feminist social philosophy, 
and areas of empirical psychology. Into the future, it should engage more 
with the social and historical and political dimensions of epistemic vice 
and with phenomena, like epistemic corruption, which force us to con-
front them. If it does, our ability to ameliorate them could match our 
ability to understand them.
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There are many aims virtue epistemologists may seek to pursue. They 
may be interested in identifying and understanding dispositions or char-
acter traits that play important epistemic roles, and that is an aim that is 
surely legitimate. Situationist critiques of virtue theoretical approaches 
notwithstanding, it is very plausible that individuals differ in the degree 
to which they possess the kinds of dispositions widely taken as sufficient 
to classify them as having or lacking particular epistemic virtues. We 
may be interested in classifying people as virtuous or vicious, to some 
degree, and these classifications might aid our understanding. Working 
through careful discussions of open-mindedness or arrogance seems to 
have deepened my understanding of knowledge and belief. That’s a sig-
nificant payoff, which goes a long way to justify the enterprise.

However, one central aim of at least some virtue (and vice) episte-
mologists is meliorative.1 That is, they are engaged in what Ballantyne 
(2019), and Roberts and Wood (2007) call regulative epistemology: 
epistemology that is designed to guide us in inquiry. I will argue that vir-
tue epistemology is the wrong tool to employ in that enterprise, at least 
when regulative epistemology has the ambition to guide all or most of us 
in all or most of our intellectual lives. The virtues may have an import-
ant epistemic role to play, but only in circumscribed parts of our lives 
as enquiring beings. For the rest, we do better to focus on the epistemic 
environment. Moreover, it is largely by contributing to a knowledge- 
conducive epistemic environment that the virtues lead to better belief.

1

Virtue epistemology, in its regulative guise, aims to improve cognition 
by inculcating epistemic virtues. Correlatively, as a regulative enterprise 
vice epistemology counsels that we avoid the epistemic vices. Virtues and 
vices are character traits (and, perhaps, ways of thinking and attitudes 
too) which are, respectively, epistemically helpful and harmful. Either 
directly (by making us more or less responsive to evidence or criticism, 
say) or indirectly (by making us love truth or be indifferent to it, to read 
widely or to be incurious, say) they help or harm our functioning as 
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epistemic agents and lead us to have better or worse beliefs. Inculcating 
the virtues and helping us to avoid the vices is surely a worthy goal for a 
regulative epistemology.

At that level of abstraction, virtue epistemology sounds attractive. But 
when its proponents attempt to flesh out the details and show how it 
can be put into practice to improve our epistemic lives, they run into 
difficulties. In particular, when they neglect issues of scope – when they 
call on us to engage in responsible enquiry without regard to the topic or 
the specific expertise of the enquirer – they end up advocating strategies 
that cannot succeed.

Consider, for instance, how one virtue theoretical approach grapples 
with the so-called paradox of dogmatism. The paradox, in its original 
formulation due to Saul Kripke (2011), can be stated roughly as follows:

1  I know that p; therefore p is true.
2  If p is true, then any apparent evidence e against p is misleading.
3  Since misleading evidence can be expected (all things considered) to 

make me worse off epistemically, I have good epistemic reason to 
ignore e.

4  Therefore, I should ignore any and all evidence against propositions 
I know.

The dogmatism paradox apparently licenses us to disregard evidence 
against any proposition we know to be true. While this is not, strictly 
speaking, paradoxical, it is uncomfortable insofar as it seems to war-
rant epistemically irresponsible behaviour. In virtue epistemological 
terms, it seems to warrant closed-mindedness, a paradigmatic epis-
temic vice.

Given these uncomfortable implications, the dogmatism paradox 
is usually seen as a puzzle to be solved. Solving it, in the sense meant 
here, would consist in identifying where it goes wrong, and thus why 
we shouldn’t be closed-minded. But as Kripke himself notes, there are 
contexts in which dogmatism seems to be warranted:

[S]ometimes the dogmatic strategy is a rational one […] Even when 
confronted with specific alleged evidence, I have sometimes ignored 
it although I did not know how to refute it. I once read part of a 
piece by a reasonably well-known person defending astrology […] I 
was not in a position to refute specific claims but assumed that this 
piece was of no value.

(Kripke 2011, 49)

If Kripke’s right, and dogmatism is not always epistemically irrespon-
sible, we should not try to solve the paradox. Instead, we should seek 
criteria “to delineate cases when the dogmatic attitude is justified”.
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Of course, the demarcation of cases and cases is grist for a virtue 
theoretical mill. From its very inception in Aristotelian thought, virtue 
theorists have emphasized the need for good judgement to distinguish 
instances of courage from recklessness, or generosity from profligacy. 
But if Kripke is right that there are cases in which the dogmatic attitude 
is justified, the virtue epistemologist is in trouble. Dogmatism – or the 
dispositions that constitute dogmatic thinking – looks very much like the 
manifestation of the “archetypical epistemic vice”: closed- mindedness 
(Cassam 2018, 39). Indeed, Cassam concedes as much: “[i]f dogmatism 
isn’t an epistemic vice it is hard to see how closed-mindedness can be an 
epistemic vice” (109). In the abstract, the virtue theoretical response is 
obvious: distinguish the dispositions or traits, and maintain that hold-
ing firm in the face of arguments you can’t rebut, if it is ever appropri-
ate, is not dogmatism but something else (just as charging into a fight 
you cannot win when there are more effective responses available is not 
courage but foolhardiness). This sort of response is open to the objec-
tion that it is merely verbal, insofar as it has about it more than a whiff 
of the suggestion that it turns not on differences between the disposi-
tions or attitudes that are engaged but on the words, we use to describe 
these dispositions or attitudes. If we are to avoid the charge that the 
strategy is merely verbal, we need to distinguish cases in which dogma-
tism (or something very like it) is appropriate from those in which it is 
not, and – I will suggest – what distinguishes these cases is not the atti-
tude but the context: we should be open-minded only in very restricted 
circumstances.

I will advance the case through a discussion of Cassam’s argument 
against dogmatism. A preliminary point: Cassam defines dogmatism 
narrowly. On his account, a person is dogmatic if (and only if) she ig-
nores evidence that conflicts with her doctrines, where a “doctrine” is 
“a belief about the general character of the world, or some generally 
important aspect of the world, which bears the weight of many other 
beliefs” (106).2 I will use “dogmatism” to refer to a policy of ignoring 
or refusing to consider what the believer themselves recognizes to be 
possible evidence against any (token) belief, whether the belief is central 
or peripheral to our epistemic network (or our network of cares). Thus, 
I can be dogmatic about whether the world is more than five minutes old 
or about whether I left my keys in my other trousers. I adopt this more 
expansive understanding of dogmatism to emphasize its scope: we rou-
tinely ignore certain kinds of apparent evidence against quite mundane 
propositions (and our doing so raises the issues at stake in the dogma-
tism paradox). Thus, a range of sceptical challenges to my belief that 
it is Wednesday, or that I slept at home last night, will be dismissed by 
me out of hand. I will take only certain sorts of (very rare) challenges 
to these beliefs at all seriously. My dogmatism about these mundane 
propositions is not different from my dogmatism about what Cassam 
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calls doctrines: there too I will take only certain sorts of – vanishingly 
rare – evidence against my beliefs seriously.

Cassam argues that the epistemic costs of dogmatism are higher than 
its advocates think and its benefits much smaller than they think. He 
also argues that the practice of exemplars of virtuous enquiry avoids 
dogmatism, contrary to what is often claimed. For evidence of its costs, 
he turns to twentieth-century history. According to Cassam, for exam-
ple, Major-General Eli Zeira, the Director of Military Intelligence in 
Israel in 1973, was dogmatic in his belief that Egypt and Syria wouldn’t 
attack, and his dogmatism led him to ignore the evidence against his be-
lief. Even if Zeira’s belief had turned out to be true, Cassam argues, his 
dogmatism prevented him from knowing that Egypt and Syria wouldn’t 
attack because belief sustained by dogmatism rather than appropriate 
response to evidence is not justified. As Cassam puts it,

[w]here P is just a dogma to which S is attached in such a way 
that they would still be confident that P regardless of the evidence 
then S isn’t guided by the evidence and doesn’t have the right to be 
confident.

(110)3

Cassam concedes, nevertheless, that something in the ballpark of dog-
matism is sometimes appropriate. Here he deploys the expected virtue 
theoretical strategy of distinguishing the traits, attitudes or dispositions 
involved in appropriate firmness from those that cause dogmatism. He 
develops this strategy with reference to Kuhn’s contention that scientists 
are typically and appropriately dogmatic. Normal science, Kuhn argues, 
is science conducted within a scientific paradigm, where a “paradigm” 
is a set of taken-for-granted methodologies, findings, theories and ex-
emplars of good scientific practice. Scientists are appropriately dogmatic 
inasmuch as they routinely reject scientific anomalies: findings or evi-
dence that conflicts with the paradigm. Thus, for example, evidence of 
a genuine “saltation” in the evolutionary history of an organism will be 
regarded by biologists as spurious: evolution proceeds by small steps, not 
leaps, and there will be no change in phenotype that was not produced 
through a small change in its genotype or its environment. This looks 
like dogmatism, insofar as it involves the scientist regarding certain ev-
idence as misleading simply on the grounds that it conflicts with what 
they take themselves to know.

Cassam denies it is dogmatism. A better label, he claims, is “firmness 
or tenacity” (113). It is, he argues, surely rational to respond to an anom-
aly by looking for ways to accommodate it or show that it is spurious.4 
The scientist who abandoned her commitments too easily would not dis-
play open-mindedness, but rather intellectual “flaccidity”. Indeed, it is 
built into the notion of having commitments that the person would not 
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revise them easily. Firmness is distinguished from dogmatism by the fact 
that the firm scientist will seek to defend her commitments in the face of 
objections, but is able and willing “to acknowledge fundamental flaws in 
established tools and beliefs, and abandon those tools and beliefs” (113). 
Firmness is the mean between flaccidity and dogmatism.

Having pointed to the epistemic costs of dogmatism and seen off, to 
his own satisfaction, the threat from the practice of scientists, Cassam 
praises the virtues of open-mindedness, even in the kinds of cases cited 
by Kripke. Kripke confesses he is unable to refute arguments he has 
encountered in favour of astrology and necromancy; he dogmatically 
ignores such arguments rather than attempt to refute them, and thereby 
protects his knowledge. Cassam denies that Kripke has any such inabil-
ity: he can and should engage with these arguments. We should not fear 
misleading evidence, since it is (after all) misleading. It shows a vicious 
lack of self-trust to think that one will be taken in by such evidence. In 
fact, the lack of confidence that dogmatism in the face of misleading ev-
idence manifests is itself a threat to knowledge, since (in Cassam’s view) 
knowledge requires confidence.

Instead, one should be confident in one’s ability to confront misleading 
evidence. One can and should figure out where arguments in favour of 
astrology go wrong, or – when technical expertise one lacks is  required – 
consult the experts, and work out which of disagreeing experts is more 
likely to be right. The more dubious the theory, the easier it is to dis-
miss, so there’s no real danger that we might lose knowledge of claims 
like “necromancy is bunk”. Conspiracy theories call, Cassam says, for 
a “serious response”: a rebuttal, not a mere denial. We can give such a 
response: most people are perfectly capable of checking and assessing 
what they hear and read. Consider Holocaust denial, which serves as 
Cassam’s central example in this chapter. If we encounter the poisonous 
claims of a David Irving, we should do our due diligence. If we Google 
him, we will discover that he was found by a court to have deliberately 
misrepresented historical evidence to promote Holocaust denial and that 
his interpretation of key historical documents has been discredited by 
credible historians.

The appropriately firm agent exhibits intellectual firmness in the 
face of David Irving-style conspiracy or the superstitions discussed by 
Kripke. Rather than abandon her beliefs (that the Holocaust happened; 
that necromancy is bunk; and so on) she confronts arguments and ev-
idence that are purported to refute them, confident they are spurious. 
The flaccid person would abandon the belief in the face of arguments 
against it. The dogmatic person would dismiss the evidence out of hand. 
The firm person confronts it and disarms it.

I don’t think any of this is remotely satisfactory. Cassam succeeds nei-
ther in making a convincing case for the claim that we may secure our 
knowledge by confronting misleading evidence, and he mischaracterizes 
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the attitudes of the scientist. Both the scientist and the layperson do 
and should adopt a stance that counts as dogmatic by Cassam’s lights: 
ignoring contrary evidence and refusing to budge even when she cannot 
accommodate evidence she recognizes to be anomalous. If the scientist, 
who devotes her professional life to the careful examination of evidence, 
must be dogmatic with regard to much of it, then the ordinary person 
(who has much less time, and far fewer tools, for such examination) is 
well advised to take the same approach. As Kripke suggests, the real 
trick is not deciding whether to be dogmatic, but instead identifying 
when dogmatism is the appropriate response.

Cassam’s arguments against dogmatism have three main elements: the 
costs of dogmatism, the behaviour of the scientist, and the benefits of 
confronting misleading evidence. I won’t address his arguments one by 
one, under the same headings, because the links between these topics 
are too intimate. I will aim to show that the all things considered costs 
of dogmatism are very much lower than Cassam claims. Indeed, when it 
is appropriately deployed, the all things considered costs of dogmatism 
are negative – that is, it has more benefits than costs. Showing that that’s 
the case depends on showing that the benefits of confronting misleading 
evidence are very much lower than Cassam claims. I will proceed by 
directly assessing the prospects of doing what Cassam calls on us to do: 
rebutting misleading evidence. I will also argue that Cassam mischar-
acterizes the behaviour of scientists, who are (and should be) far more 
dogmatic than he realizes.

Let’s begin with an assessment of the epistemic costs and benefits of 
dogmatism. Take climate change, for example. Every single day, someone 
claims to have evidence that is incompatible with the basic outlines of 
the consensus position on anthropogenic global warming. Almost as fre-
quently, the claim is made by someone with apparent scientific expertise 
and data to back it up. Just today (as I write these words), I came across a 
book called The Rise and Fall of the Carbon Dioxide Theory of Climate 
Change, which apparently defends the well-known “sceptical” hypothe-
sis that climate change is caused by fluctuations in solar energy. The book 
is published by Springer, a reputable publisher. The author, Rex Fleming, 
has a PhD in atmospheric science from the University of Michigan and 
is an elected fellow of the American Association for the Advancement of 
Science. His publications, on a variety of scientific topics, include recent 
papers in the Journal of the Atmospheric Sciences (impact factor 3.159) 
and Environmental Earth Sciences (impact factor 1.871).

According to Fleming’s own website, the unique insight his book iden-
tifies is

the failure of the Schwarzschild radiation integrations to maintain 
the CO2 longwave radiation intensity achieved in the surface warm-
ing by H2O and CO2. The resultant Planck radiation intensity is 
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severely depleted in the upper atmosphere. The result is the CO2 
molecules merely pass their remaining small residual heat to space 
un-impeded.

If climate science is representative of those topics on which the epis-
temically virtuous response to misleading evidence is rebuttal (rather 
than one of those on which the virtuous response is to identify the best 
expert and defer to them), having read this brief description puts you 
under an epistemic obligation: if you are to retain the knowledge that 
climate change is very largely or exclusively caused by human activity, 
you must rebut the claim that “CO2 molecules merely pass their re-
maining small residual heat to space un-impeded”. Is this really some-
thing you can do? I am sceptical that anyone who reads this chapter will 
have the requisite expertise to responsibly assess this claim. I have little 
idea what the words above mean, beyond the fact that they are taken 
to entail that CO2 molecules have heat and that heat dissipates without 
effects on the climate. I could, of course, google “Schwarzschild radi-
ation”, “integrations”, “longwave radiation intensity” (or should that 
be “longwave” and “radiation intensity”?) and try to discover what the 
phrases mean, preliminary to assessing them, but I strongly suspect that 
it would take me not hours but days to get a glimmering of understand-
ing of what these phrases mean. Worse, doing so will worsen my epis-
temic position, not improve it: I will then have a better understanding 
of Fleming’s claims against the AGW consensus, not a way of rebutting 
these claims.

While I think (perhaps optimistically) that if I devoted some days to 
the project, I could come to a reasonably clear understanding of Flem-
ing’s main claims, I doubt I would ever be in a position to rebut them, no 
matter how hard I worked at it. Frankly, I lack the maths, and without 
the maths, it’s usually impossible to get a sufficiently deep grasp of the 
sciences to be able to assess the claims made in the technical literature. 
Perhaps I could acquire the maths? Perhaps, but even if I already had it, 
coming to be in a position to rebut Fleming is already a project requiring 
literally thousands of hours of immersion in the technical literature. If I 
can come to be in a position responsibly to rebut Fleming’s claims (the 
claims, recall, of someone with a PhD and publications in climate sci-
ence, as well as in the development of predictive mathematical models) it 
will be acquiring a good chunk of the expertise of the climate scientist. 
How much expertise would I need? This is not a question I can answer, 
because it would take possession of the very expertise I lack to assess 
it. Confronting misleading arguments like this one will require some 
degree of genuine expertise, depending on how complex the arguments 
are and how subtle the errors involved might be. Sometimes, possession 
of a good four-year degree in the subject will be enough. Sometimes 
PhD-level expertise, or perhaps even better, will be required to identify 
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errors and rebut the claims.5 As we will see, sometimes genuine high-
level expertise isn’t sufficient to rebut misleading evidence.

Once we recognize just how high are the barriers to rebuttal, for an 
ordinary person (even one like me, with access to university libraries 
and extensive research experience), it is immediately apparent that few 
of us can ever rebut sophisticated climate change denial (at very most, 
a very few of us will have time enough to gain expertise only in a very 
circumscribed area of specialist knowledge). I suspect Cassam would 
agree, given that he notes knowledge of physics or engineering might 
be necessary to refute the 9/11 conspiracy theorist, but that it would be 
“unreasonable” (117) to expect ordinary people to acquire such knowl-
edge. Instead, he suggests, we should refute the misleading evidence “by 
consulting experts and working out who is most likely to be right”. Be-
fore discussing this alternative method of rebutting the climate sceptic 
or the Holocaust denier, let me turn to the expert herself. Surely, she can 
reasonably be expected to rebut the sceptic?

Of course, some scientists may be in a position very rapidly to see 
where Fleming has gone wrong. They may have sufficient expertise in 
Schwarzschild radiation integrations, and so forth, to assess and dismiss 
Fleming’s claims by reading perhaps no more than a part of his book, 
or even the summary I have quoted above. But it bears emphasising that 
often the number of scientists who can identify the problems rapidly 
will be quite low. Science is highly specialized, and it is frequently the 
case that scientists lack the specialized expertise to assess claims made 
in their general, but not specific, area. For instance (and here I cite a real 
example from my own experience) a neuroscientist may be quite at a loss 
when it comes to claims about the functional role of a particular brain 
region, even though they specialize in that very brain region, because 
their interest is in gene expression and the development of that region, 
and not in what it does.

Many neuroscientists who lack the specific expertise required to as-
sess a claim within their general area can come to acquire it relatively 
rapidly. How rapidly will differ from case to case: a neuroscientist who 
has specialized in gene expression may not be in a better position to 
understand the functional role of a brain region than a mathematician, 
say: her path to specialization may not even have involved many under-
graduate courses in common with the cognitive neuroscientist. In some 
cases, only a few days might be required to acquire sufficient expertise 
to identify and dismiss the cranks. Even for those who have specific ex-
pertise, some investment of time is required to rebut misleading claims: 
in the best of cases, the time taken to read at least a little of (for example) 
Fleming’s arguments. Given that there are many spurious claims made, 
this is an expenditure of time and effort most will avoid paying. Scien-
tists are keen to get on with their own research. They want to read use-
ful material, material that advances their work (often by challenging it) 
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not waste their time on identifying confusions. While some will happily 
spend their downtime in reading and refuting kooks and cranks, many 
will regard themselves as having more important things to do. Given the 
investment of time required and the limits of specialized expertise, even 
if Cassam is correct that they have an obligation to rebut wild claims, 
they will be able to address only a tiny proportion of these claims. There 
simply isn’t enough time for even the most dedicated conspiracy rebutter 
to do more.

It might be objected that neuroscience and atmospheric science, with 
their demands for technical expertise and their heavy reliance on ad-
vanced mathematics, are unusual in requiring a very heavy investment of 
time for responsible rebuttal, or at any rate that there are other areas in 
which sufficient expertise can be acquired quite rapidly, from a standing 
start. As already mentioned, Cassam’s prime example in Chapter 5 of his 
book is Holocaust denial, and specifically the claims of David Irving. If 
we want to assess Irving’s claims for ourselves, Cassam maintains, it is 
sufficient to read Richard J. Evans’ Telling Lies about Hitler. There we 
will see Irving’s lies “brilliantly exposed” (114). Perhaps history is unlike 
science: whereas in the former possession of demanding field-specific 
technical expertise is required to adjudicate debates, even when one side 
is mendacious, in history we need only common sense and a good book 
to see through the lies.

I think this claim very seriously underestimates the degree to which 
historians possess – and must deploy – field-specific expertise. In fact, 
just as in science, the expertise possessed by a historian is not merely 
specific to the field of history, but specific to a historical period and per-
haps much more specific than that. To expose Irving, it was necessary 
to possess a wide range of background knowledge – concerning how the 
German state worked, about the jargon of bureaucrats, about the role of 
different members of Hitler’s inner circle, and so on – not merely apply 
common sense. Evans’ background knowledge, as well as the specific 
interpretive tools of the historian, cannot themselves be conveyed to the 
non-expert reader. Instead, the reader can only be given the rough out-
line of his reasons for certainty that Irving is distorting the historical 
record.

Consider, for illustration, Naomi Wolf’s recent public embarrassment 
over her new book (Wolf 2019). In Outrage, Wolf argues that persecu-
tion and prosecution of “sodomy” increased significantly after 1857. A 
key piece of evidence for her claim was the appearance in court records 
of the phrase “death recorded”. Wolf interpreted the phrase as meaning 
that the person had been sentenced to death. In actual fact, it was used 
for a nominal death sentence: one which would not be carried out. Wolf 
had, of course, done a great deal of research for her book. In fact, it 
was based on her Oxford University doctoral dissertation, supervised 
by an expert in nineteenth-century English literature. Wolf came in for 
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a great deal of derision for her supposed failure to fact-check her work. 
But Wolf had good reason to be confident in her work: not only had it 
passed through the Oxford examination, but she had enlisted the aid of 
Dame Helena Kennedy, a prominent human rights lawyer, to check her 
interpretation of the law. Kennedy interpreted “death recorded” in the 
same way Wolf had (Kennedy 2019).

This episode, which is by no means an isolated one,6 demonstrates 
how much-specialized knowledge is required to interpret historical doc-
uments. One needs not the expertise of a historian, but the specialized 
expertise of the historian who works on that period specifically, and on 
particular aspects of that period at that (Wulf 2019). Surely it takes less 
expertise to assess competing accounts between duelling experts than 
it does to generate these accounts – a historian of, say, modern Europe 
(but who lacks the expertise specific to the Nazi period) is better able 
to adjudicate between Irving and Evans purely on the basis of the argu-
ments and evidence each presents than am I – but such adjudication will 
still require some degree of genuine expertise (just as we need a degree 
of genuine expertise to assess the claims of those who put their skills 
in the service of climate denial). Adjudicating on a debate between two 
people who possess genuine expertise is difficult, and this remains true 
even if one of them is mendacious (Irving possesses genuine expertise: 
prior to becoming a full-blown Holocaust denier, Irving published sev-
eral books, one of which is still well regarded. This expertise gives him 
the tools to distort history in a way that it takes genuine expertise to 
expose). Evans may indeed brilliantly expose Irving’s lies, but it’s not 
because of our capacity to assess the dispute between Evans and Irving 
that we accept the former’s account.

If I’m right that Cassam seriously overestimates the capacity of the or-
dinary intelligent person to adjudicate the Evans/Irving dispute, then his 
less-demanding prescription for those of us who lack “the time, energy, 
or intellectual resources” to read books like Evans’ must fail abjectly, at 
least if it is understood in the way he understands it. Cassam advises us 
to turn to Google and Wikipedia. There we will learn (for instance) that 
Irving was found to have deliberately distorted the historical evidence by 
a British court, and that the interpretation of his evidence has been dis-
credited. Of course, Cassam is quite right that those who search will find 
these claims reported, but why should they accept either that Wikipedia 
accurately reports the court’s judgement or – more particularly – that 
the court was correct? After all, some more googling will lead to web-
sites claiming that the court got it wrong. It cannot be the case that we 
ought to accept the claims we read on Wikipedia because it can do what 
academic historians cannot: convey to readers not only the findings of 
historians but also the entire intellectual edifice that justifies these find-
ings. Again, if we attempt to settle the issue for ourselves on the basis of 
the evidence and arguments presented, Wikipedia and Google will let us 



Narrowing the Scope of Virtue Epistemology 123

down (in a moment we will see that reading about the court’s judgement 
does provide us with grounds for siding with Evans and not Irving, but 
not because of the arguments Wikipedia presents).

Notoriously, those who turn to google to conduct research, in the 
manner Cassam recommends, often end up with more distorted views. 
After all, if one is carrying out one’s research conscientiously (in a way 
that manifests the intellectual virtues like open-mindedness) one had 
better give a fair hearing to both sides. Doing that, though, soon leads 
to a thicket of claims and counter-claims, few of which the non-expert 
consumer is in a position to assess for herself. Do vaccines cause autism? 
Well, a peer-reviewed paper published in the prestigious journal The 
Lancet made that claim. That paper was later retracted and found to be 
fraudulent. But isn’t that exactly what you would expect from a journal 
system that relies heavily on industry funding and is therefore reluctant 
to criticize it? If you think that that’s paranoid, recall how Elsevier – the 
publisher of The Lancet – produced six fake journals to deceptively pres-
ent industry-friendly content as though it appeared in peer-reviewed ar-
ticles (Hutson 2009). At best, the non-expert who attempts to give both 
sides a fair hearing ends up aware of a range of conflicting claims (e.g., 
about the efficacy and safety of vaccines; about the behaviour of people 
on each side of the debate; about the role of drug companies, and so on) 
which she is no position to assess for herself, and therefore comes to be 
in a worse epistemic position (Levy 2006). Even if she comes or contin-
ues to believe the truth (that vaccines are safe and effective, say) she may 
nevertheless lack knowledge. Alternatively, in the face of her inability to 
assess the competing claims, she may become agnostic, thereby losing 
knowledge and belief.

Naomi Wolf’s experience provides several unhappy examples of what 
Ballantyne (2019) calls “epistemic trespassing”, where someone with 
genuine expertise in one field takes themselves to have sufficient ex-
pertise to engage seriously with another. Wolf and her supervisor took 
their expertise in British nineteenth-century literature to equip them to 
interpret nineteenth-century British legal texts; Dame Kennedy took her 
expertise in contemporary law to equip her to interpret the law of the 
past. Epistemic trespassing can have unhappy consequences even when, 
as seems to be true in this case, the trespassers have sufficiently closely 
related expertise to be unaware of themselves as trespassing. Ballan-
tyne gives examples of successful transfer of skills from one domain 
to another, but given the low success rate, the epistemically responsi-
ble agent will refrain from such transfer, at least unaided by someone 
who is genuinely at home in the field (note that in Ballantyne’s principal 
case of successful transfer of skills across domains – in which high-
school students attempted to explain historical events on the basis of 
fragmentary evidence – those who lacked skill in the target domain did 
surprisingly well, but were nevertheless and entirely unsurprisingly very 
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significantly outperformed by those who possessed such skills). Aban-
don dogmatism and face the risks of epistemic trespassing, and losing 
knowledge. But it is not just epistemic trespassers who may responsibly 
be dogmatic. Scientists, working within the domain of their own exper-
tise, sometimes confront findings that they cannot explain. They are 
often, rightly, dogmatic in the face of such findings: simply setting them 
aside as anomalies.

In other words, Cassam mischaracterizes how scientists behave in the 
face of anomalies. According to him, they exhibit firmness: neither fold-
ing in the face of anomalies nor dogmatically ignoring them. Responsi-
ble scientists, he claims, are ready “to acknowledge fundamental flaws 
in established tools and beliefs, and abandon those tools and beliefs” 
(113). But that does not accurately describe the scientific practice. When 
scientists are in possession of a research paradigm that unifies a great 
deal of disparate work and has proven to have predictive power, they do 
not abandon it or even acknowledge flaws (let alone fundamental flaws) 
in the face of anomalies. They may not even pause to examine anoma-
lies. When scientists encounter anomalies they can’t explain, they often 
set them aside, in the expectation that the future advance of science will 
accommodate the finding.

Science is in fact littered with examples of scientists holding fast in this 
kind of way. Consider how Darwin and those who followed him reacted 
to Kelvin’s careful work on the age of the Earth. The estimated range 
he produced was, as Darwin recognized, far too short for the diversity 
of life to be explained by natural selection. Despite recognizing that he 
was unable to refute Kelvin’s findings, Darwin refused to abandon his 
theory. Of course, new evidence entirely vindicated Darwin, but he held 
fast long before he was able to cite this evidence himself (Lewis 2002). 
Scientists are much more dogmatic than Cassam suggests, and this is 
epistemically appropriate for reasons Kuhn gave: because abandoning 
a paradigm prematurely leaves us unable even to recognize anomalies, 
let alone explain them, and because entrenched paradigms usually prove 
able to explain the apparently anomalous in the end (Kuhn, 1970).

As we saw, Cassam argues that the costs of dogmatism can be high. 
Indeed, they can: just as there are plentiful examples of scientists who 
held fast in the face of anomalies, subsequently to be vindicated, there 
are plentiful examples of dogmatism in the face of anomalies that proved 
intractable and ultimately could only be explained by a new paradigm. 
Consider the medical community’s dogmatism in the face of evidence 
that antibiotics were a successful treatment for stomach ulcers. This 
anomaly was ultimately explained only when the stomach acid theory of 
ulcer formation was rejected, in favour of a bacterial hypothesis; in the 
meantime, doctors were sufficiently convinced of their false theory to 
support fines for doctors who used antibiotics as a treatment (Zollman 
2010). If I am correct, however, we should be dogmatic in the face of 
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anomalies, because we can usually expect the anomaly to be eventually 
explicable within the existing paradigm, and we do worse to reject the 
paradigm without a viable alternative available in any case, then the 
costs should be paid. The benefits of dogmatism are routinely higher 
than the costs.

If all this is correct, then Kripke was right: the question is not whether 
to be dogmatic, but when. In what contexts should we dismiss evidence 
and arguments offered against our prior beliefs? The answer, I claim, is 
very often. When we have acquired our beliefs through testimony, and 
that testimony is sufficiently good that our belief is a good candidate for 
knowledge, we ought to stand fast in the face of anomaly or evidence 
against our belief, unless the source of the evidence has the same kind of 
standing as the original source of testimony.

Laypeople (and of course, we are all laypeople with regard to most 
areas of knowledge) acquire their beliefs about specialist topics by tes-
timony, explicit or implicit (beliefs are acquired by implicit testimony 
when they are based on claims that are not asserted but presupposed 
or implicated; see Levy (2019) for discussion). These beliefs are good 
candidates for knowledge when the (ultimate) source of the testimony is, 
or is representative of, the appropriately constituted epistemic authori-
ties. I cannot make even the beginnings of a proper start on an account 
of what properties an epistemic authority has and what makes such an 
authority properly constituted. I want to highlight just one – central and 
very important – authority-conferring property: the social constitution 
of knowledge.

On most specialized topics, at least, an epistemic authority is not, 
and does not speak as or for, an individual. Rather, the authority is or 
speaks for a group, and that’s no accident: knowledge of specialized 
subjects is the product of a deep division of cognitive labour. Science is 
of course the paradigm of such a division of labour, partially conflictual 
and deeply cooperative. Cooperation (mostly) characterizes relations at 
the level of the lab, which is to a large extent the unit of scientific pro-
duction; relations between labs are characterized by both conflict and 
cooperation. Labs seek to refute one another, but they take one anoth-
er’s data and results (largely) on trust. Conflict and cooperation are 
institutionalized in peer review and (increasingly) in post-publication 
review of results. In disciplines beyond the sciences, the unit of pro-
duction is often individual, but knowledge arises through conflict and 
cooperation across individuals just as much as in the sciences. Perhaps 
there are exceptions: perhaps there are important areas of knowledge 
that do not arise from conflict and cooperation across individuals and 
groups. Certainly, the degree to which knowledge is social differs from 
topic to topic. For most of what we know, however, beyond the deliver-
ances of our senses (perhaps) such social relations are very important, 
and for all or almost all of the topics with which regulative epistemology 
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is concerned (knowledge of science, of history, of current affairs, of the 
state of the economy, of policies, of facts about public figures, and so 
on) it is very deeply social.

The proper epistemic authorities are hooked into these social net-
works in the right way, such that they can report the consensus view 
(when there is one) on a topic. The representative scientific bodies are 
hooked into these networks, and report a consensus of their members 
via press releases and talking to journalists. It is (in part) because bod-
ies such as the IPCC, the American Association for the Advancement 
of Science, The American Geophysical Union and a host of other such 
bodies endorse the consensus on climate change that we know it to be 
true. It is because the AMA endorses vaccines that we know them to be 
safe and effective. In the face of challenges to beliefs like this, we are 
rightly dogmatic. When we have acquired beliefs via testimony from the 
epistemic authorities, we rightly dismiss arguments or evidence against 
these beliefs, unless these arguments/evidence come from the same au-
thorities (and are presented by them as representing a challenge to our 
beliefs). We can thus retain knowledge. If we are not dogmatic, we run 
a very large risk of losing it, and are vanishingly unlikely to improve our 
epistemic position with regard to the beliefs in question.

As we have seen, scientists themselves – those who help constitute 
epistemic authorities – often are rightly dogmatic in the face of anomaly. 
Most scientists most of the time are in the same position as the layper-
son with regard to such challenges, so that’s not a surprising result. The 
doctor who is presented with evidence that vaccines cause autism may 
be entirely unable to rebut the argument, but she may rightly shrug her 
shoulders. She should defer, just as we should, unless this is her pre-
cise speciality. Even if it is her precise speciality, rebutting the evidence 
may be a waste of her time. She may use heuristics to parse whether the 
argument is worth granting even prima facie plausibility, ignoring the 
evidence of the clearly unqualified. As for the rest, when she is presented 
with a prima facie credible argument by someone who is in a position to 
knowledgeably advance such an argument, she still need not engage. At 
most, there is an obligation for someone to take the argument seriously. 
The rightful scope of dogmatism is very broad.

The conduct of enquiry does, for all that, require something like open-
minded enquiry. But the scope of such enquiry is very narrow. The con-
scientious scientist takes challenges (from those with the right credentials 
or who pass other stringent tests for expertise) to the hypotheses she is 
developing in her precise area of expertise seriously. She is not dogmatic 
with regard to them. Perhaps virtue epistemology well describes the dis-
positions and attitudes she displays in this very circumscribed area (I 
take no stand on that question). For the most part, however, she should 
be dogmatic. So should the layperson be dogmatic on those questions on 
which she lacks expertise.
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Virtue epistemology as regulative epistemology therefore may have a 
target, but it is a narrow one and – correspondingly – its pretensions 
to guide us in our epistemic lives should be considerably deflated. Of 
course, I have focused here on dogmatism and the corresponding virtue 
of open-mindedness. But the point generalizes, I believe. The epistemic 
virtues are dispositions, character traits or attitudes that enable us to 
think for ourselves. And that’s exactly what we shouldn’t be doing. We 
should be deferring (manifesting, if anything, excessive gullibility by the 
standards of virtue epistemology).

Let me finish with an important caveat. There is one area of our lives 
that is very important and in which appropriate epistemic agency may 
depend on the virtues: our personal lives. Our friendships, our intimate 
relations, our relations to our co-workers are also areas in which we 
exercise epistemic agency. In our personal lives, too, knowledge depends 
very heavily on testimony, but properly constituted epistemic authorities 
are much rarer, and we may be called on to adjudicate between conflict-
ing sources of testimony or to weigh instances of it for plausibility. Here 
the scope for specialized knowledge is much narrower (though it is plau-
sible that even here we should give scientific claims much greater weight 
than we do, rather than rely on folk psychology).7 Perhaps virtue episte-
mology as regulative project has important work to do in this region. But 
its ambitions to improve public discourse or to bring us to have better 
beliefs about matters of public importance are probably misplaced.

2 Conclusion

Regulative epistemology is, arguably, the most important branch of epis-
temology. It matters what people believe, and the project of making us 
more responsive to good evidence is an important one. It is unlikely, 
however, that virtue epistemology has a large role to play in regulative 
epistemology. The more important the belief – the more it is a belief that 
is relevant to our functioning in the public sphere – the less it matters 
whether we display the epistemic virtues. It is only in the narrow sphere 
of our own specialist expertise and our private lives that we ought to 
display the virtues. And this is the case because it is only in these spheres 
that we ought to be thinking for ourselves. For the rest, we ought to be 
deferring.

But isn’t appropriate deference itself the manifestation of a virtue? Per-
haps: perhaps there is a virtue of (extreme) epistemic humility that such 
deference displays. Epistemic humility might be a kind of master virtue; 
the virtue that underlies our appropriate activity as epistemic agents. The 
available evidence concerning when and why agents defer to properly con-
stituted authority sits uneasily with this suggestion, however. Rather, the 
available evidence suggests that the psychological processes underlying def-
erence to bad authority are identical to the processes underlying deference 
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to good (Levy, Forthcoming). In both cases, deference is responsive to cues 
the person (implicitly) takes to be evidence of trustworthiness, and in both 
cases, this responsiveness is rationally appropriate. If we are to make peo-
ple better responsive to reliable authority, we don’t need to change people; 
not at the level of their epistemic dispositions, at any rate. Rather, we must 
ensure that the cues to which they respond are appropriately matched to 
the filters they deploy, and that’s a matter of changing society. We must en-
sure that science is bipartisan, for instance, so that reliable measures pass 
the tests everyone uses; we must ensure that the epistemic environment is 
unpolluted, and so on. There is a lot of work for regulative epistemology 
to do, but this is work on society not on the individual.

Notes
 1 For the purposes of this paper, at very least, I won’t distinguish between 

virtue and vice epistemology. It’s not quite true that they mirror one another, 
in that the virtues identified by the first are just the absence of the vices iden-
tified by the second, and vice-versa (such that we can restate the conclusions 
of each in the vocabulary of the other), nor is it quite true that the tools each 
uses are more or less identical to the tools of the other, but it is near enough 
to true for me to set the remainder aside. It should be clear that I have in 
mind responsibilist virtue and vice theory, of course: virtue reliabilists need 
not be interested in character traits at all and virtue reliabilism is better 
suited to explaining the simple cases of knowledge arising from faculties 
functioning as designed in the environments for which they are appropriate 
than the complex cases which cause dissent and which motivate the regula-
tive project in the first place.

 2 Here Cassam is quoting Roberts and Wood (2007, 194). Their notion of 
a doctrine is uncomfortably close to the idea of what is sometimes called 
a hinge proposition; uncomfortably close, because hinge propositions are 
often taken to be immune to doubt.

 3 We shall see later that this kind of sensitivity principle should be rejected by 
a deeply social response to the dogmatism paradox.

 4 In making this point, Cassam once again relies on Roberts and Wood (2007, 
183–185).

 5 To bring home just how difficult it is for those who lack genuine and deep 
expertise to assess controversial scientific claims for themselves, let me use 
the example of implicit bias, discussion of which occupies the bulk of Chap-
ter 7 of Vices of the Mind. In that chapter, Cassam makes a number of (suit-
ably) qualified claims about implicit attitudes and the implicit association 
test. For example, summing up some pages of discussion he concludes “there 
is no empirical justification for the view that it is impossible to improve one’s 
implicit attitudes, or there is nothing that a person can do to change. Self- 
improvement in this area is possible and there are specific means by which 
it is possible, given the requisite levels of awareness, motivation, and skill” 
(173). I’ve had implicit attitudes as a central research interest for more than 
a decade (see (Levy 2017, 2016, 2015, 2014a, 2014b). Yet I’m confident nei-
ther that Cassam’s cautiously phrased claims are true nor that they are false.

 6 Wulf (2019) gives the example of Cokie Roberts’ claim, on NPR, that con-
temporary historians writing about abortion in the nineteenth century were 
distorting the historical record, on the basis that contrary to their claims 
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there were no advertisements for abortion services in nineteenth century 
newspapers. In fact, Roberts simply lacked the expertise to identify the rele-
vant advertisements, which were plentiful.

 7 For example, most people believe that memories are a highly reliable snapshot 
of events. But there is extensive evidence that memories are reconstructed, 
rather than simply recalled (such that features of the context of recall may 
affect the content of what is recalled) and that even important events may 
be remembered inaccurately. In particular, memory is easily contaminated: 
extraneous or false information may be advertently or inadvertently intro-
duced, with the result that the person confuses information introduced later 
with information available only earlier. This kind of contamination explains 
some instances of misidentification of suspects by witnesses: they mistake 
the person in the police line-up or the mug shot with the person who com-
mitted the crime, for instance (Wixted et al. 2018). The folk belief that mem-
ory is reliable probably makes such contamination more likely.
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Expanding Our Notion of Virtue: A Commentary 
on Neil Levy’s “Narrowing the Scope of Virtue 
Epistemology”

Steven Bland

I am deeply sympathetic with Neil Levy’s vision of a thoroughly social 
epistemology. With Levy, I believe that responsibilist virtues, such as 
open-mindedness and intellectual autonomy, are not as robustly bene-
ficial as virtue epistemologists believe. Indeed, given that these dispo-
sitions systematically interfere with the generation and transmission of 
knowledge when manifested by individuals in collectivist contexts, it 
seems that they can be thoroughly deleterious. This is even more likely if 
we accept, as I think we should, what Levy calls the “social constitution 
of knowledge”.

In Levy’s view, the contextual instability of responsibilist virtues (and 
vices) presents two problems for the regulative ambitions of epistemic 
virtue theories. The first I will call the problem of scope insensitivity: 
virtue theories are insufficiently sensitive to the scope of their norms. If 
epistemic dispositions are beneficial in some environments and detri-
mental in others, then virtue theoretic norms ought to make this explicit; 
otherwise, their guidance will have mixed results, at best. For exam-
ple, Levy argues that the unqualified manifestation of open- mindedness 
leads to knowledge loss, resource misallocation, and epistemic trespass-
ing. For this reason, he claims that we should be dogmatically closed-
minded with respect to any question on which we lack the requisite 
expertise. And he points out that most of the questions we care about 
belong in this category. This leads to the problem of scope overreach: 
given the narrow scope of most epistemic virtues, our regulative goals 
are better achieved by reforming the environments in which we think 
than the ways in which we think. While I am fully on board with Levy’s 
first objection, I think the second objection might itself be somewhat of 
an overreach.

My hesitation is not with the situationist insight that our cogni-
tive lives can be improved by reforming the contexts in which we live 
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them; indeed, I think this point is both true and important. Rather, it 
is with the framing of this position as an alternative to agent-centred 
approaches. This framing feeds into the person-situation debate that has 
occupied psychology and philosophy over the last few decades. This de-
bate has given rise not only to divergent descriptive programs, but to 
alternative ameliorative approaches: one focussing on cultivating bet-
ter dispositions, and the other on designing better environments. I call 
these, following Trout (2005), inside and outside strategies, respectively.

It seems to me that this debate is largely over, not because one side 
has proven itself superior to the other, but because it is based on a false 
dichotomy. Most psychologists now agree that personal and situational 
factors are not independent causal vectors, but entwined forces whose 
interactions are the principal source of human behaviour (Kihlstrom 
2013). Furthermore, our environments and dispositions are reciprocally 
determined: each exerts a strong influence over the other. The appropri-
ate response to this state of affairs is not to narrow the scope of virtue 
epistemology, but to broaden our conception of epistemic virtues (and 
vices). On one hand, we should understand virtues as being situationally 
embedded, that is, as being systematically dependent on environmental 
factors for their epistemic status, manifestation and cultivation (Skor-
burg & Alfano 2019). On the other, we should recognize that there are 
virtues whose value consists in their tendency to promote benign cogni-
tive environments. We might call these embedding virtues. This broad-
ening of our notion of epistemic virtues uncovers regulative strategies 
that defy straightforward classification as being either inside or outside. 
Outside-in strategies scaffold environments to promote virtuous habits; 
inside-out strategies cultivate habits of scaffolding benign environments 
(Bland, this volume). The upshot of this interactionist view is that cog-
nitive dispositions and environments must be coordinated, rather than 
improved in isolation.

So, while I agree with Levy that the social transmission of knowl-
edge often requires dogmatic deference, and that this process can be 
improved by making changes to the environments in which knowledge is 
socially transmitted, I would not want to overlook the role that personal 
dispositions can play in this project. Our deference is not capricious, but 
naturally guided by a set of heuristics: we preferentially defer to success-
ful and prestigious individuals, and we often defer to the majority. While 
our reliance on these heuristics leads to cognitive distortions – success 
bias; prestige bias; conformity bias – it’s been essential to the cognitive 
success of our social species (Henrich 2016). It serves us less well, how-
ever, in our increasingly digital environments, where our perceptions of 
success and prestige get distorted, and the pressure to conform can be 
overwhelming, leaving us susceptible to manipulation by online “influ-
encers”. We could seek to remedy this situation by cultivating greater 
epistemic discernment, but Levy apparently favours the outside strategy 



Commentary from Steven Bland 133

of designing digital environments that better fit our evolved heuristics. 
I’m inclined to think that this would be a more successful approach, if 
it were to be widely adopted. I despair of the prospects of implementing 
this plan, however. Instead, we might teach individuals to curate their 
own digital environments so that they needn’t be hyper-discerning when 
presented with information online. In short, epistemic virtues need not 
be dispositions that enable us to think for ourselves; they can also embed 
us in social contexts where we benefit from the thinking of others.
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Reply to Neil Levy

Quassim Cassam

Levy thinks that we should very often be dogmatic when faced with 
what we recognize as possible evidence against our prior beliefs. We 
should simply ignore or refuse to consider such evidence when we have 
acquired our prior beliefs through testimony that is sufficiently good for 
those beliefs to be good candidates for knowledge. In such cases, “we 
ought to stand fast in the face of anomaly or evidence against our belief, 
unless the source of the evidence has the same kind of standing as the 
original source of testimony”. While arguing for dogmatism, Levy also 
objects to my account of the dispute between David Irving and Richard 
J. Evans about the reality of the Holocaust. Levy thinks that I overesti-
mate the capacity of the ordinary intelligent person to adjudicate. Even 
if non-specialists read on Wikipedia that Irving was found by a British 
court to have distorted the historical evidence, this does not get them 
very far. For why, Levy asks, “should they accept either that Wikipedia 
accurately reports the court’s judgement or – more particularly – that the 
court was correct?”.

What are the epistemological and socio-political implications of the 
dogmatism that Levy recommends? Starting with the epistemological 
implications, I take it that for S to know that P, P must be true, S must 
believe that P, and S must have the right to believe that P. By simply ig-
noring what I recognize as possible evidence against my belief that P, I 
potentially deprive myself of the right to believe that P and thereby also 
potentially deprive myself of the knowledge that P. This is a high price 
to pay. However, Levy’s idea seems to be that I retain the right to believe 
that P, and hence my knowledge that P, as long as my prior belief that P 
came from a sufficiently good testimonial source. This is what permits 
me to ignore possible evidence against my prior belief without exposing 
myself to the charge that I no longer know that P. I can be dogmatic and 
still know that P.

Now consider the original testimonial sources of my beliefs about 
the Holocaust: books I read for school history lessons, what my 
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schoolteachers taught me, television documentaries and the odd movie 
or newspaper article. How do these sources compare with someone like 
Irving? Is their standing superior? That is prima facie unlikely. After all, 
Irving was a prolific author of books on historical subjects, mostly about 
the Second World War. Several of his early works were well regarded by 
fellow historians and some have been reprinted and reissued. It is true 
that he has no formal qualifications. However, as Evans remarks, ‘there 
are plenty of examples of reputable and successful historians whose lack 
of formal academic qualifications is as striking as Irving’s’.1 I venture 
to suggest that Irving’s standing as a historian is superior to that of the 
schoolteachers, journalists and documentary film-makers whose testi-
mony was the original source of my beliefs about the Holocaust.

In that case, I am not entitled to ignore Irving’s arguments by Levy’s 
own lights. If I am not swayed by those arguments, it is because Irving is 
not what Levy calls an “appropriately constituted epistemic authority”, 
but not because he lacks formal qualifications. The crux of the matter is 
that he was found by appropriate authorities – a British court, advised 
by Evans – to have deliberately distorted the historical evidence. How-
ever, when I base my rejection of Irving’s arguments on this fact, I am 
not being dogmatic. I have reasons for rejecting Irving’s views about 
the Holocaust even after considering them. I am not ignoring them. 
Someone might ask why I am so sure about Evans’ credentials or the 
reliability of reports about the court’s verdict. However, Levy faces sim-
ilar questions: in defending a dogmatic response to Irving, he is making 
assumptions about Irving’s historical credentials in comparison to those 
of other sources of testimonial knowledge. These assumptions are no 
different from mine, and they are justified in the same way. It might be 
true, as Levy insists, that a layperson can only have a rough idea of the 
reasons for saying that Irving distorted the historical record but that 
is all the layperson needs for his or her rejection of Irving’s view to be 
non-dogmatic.

If this is correct, then Levy is not as dogmatic as he thinks he is. Hav-
ing said that, it is worth reflecting on the socio-political implications of 
a policy of dogmatic non-engagement with evidence – even misleading 
evidence – against one’s prior beliefs. It is important for the citizens of 
democracy not only to know that certain claims are false but to have at 
least a very rough idea of why they are false. In the case of highly techni-
cal subjects like climate change, this might not be possible. However, the 
idea that the intelligent layperson is in no position to come to a reasoned 
conclusion about the relative merits of Evans and Irving as historians or, 
for that matter, the relative merits of 9/11 conspiracy theories and the 
official view is absurd. One might not know enough physics to be able 
to refute what conspiracy theorists say about the collapse of the Twin 
Towers but there are many other accessible reasons for rejecting 9/11 
conspiracy theories after due consideration. The evidence of al-Qaeda’s 
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responsibility for 9/11 is overwhelming, and one doesn’t need a degree 
in physics to know that.

When Holocaust deniers and other conspiracy theorists use their base-
less speculations to manipulate public opinion and advance their po-
litical objectives it is important that ordinary citizens feel empowered 
to resist. It is not good enough to leave it to the experts, who probably 
have better things to do. It is vital that as many non-experts as possible 
understand and can explain to one another why the claims of Holocaust 
deniers are preposterous. To object that only experts are qualified to 
pronounce on these matters is to leave the field open to people like Irving 
to promote their ideas with no pushback from ordinary citizens. Some 
ideas are too toxic for responsible citizens to ignore, regardless of their 
academic qualifications. We must, as Kant insisted, have the courage to 
use our own understanding, even if that understanding is limited. The 
dogmatism that Levy favours is the antithesis of the enlightenment ideal 
of lay knowledge and understanding. It should be firmly rejected.

Note
 1 Evans: David Irving, Hitler and Holocaust Denial | Holocaust Denial on 

Trial (hdot.org), Section 2.2.2.



Response to Commentaries

Neil Levy

I’m grateful to my two commentators for their very thought-provoking 
responses. Grateful but unmoved. Below, I set out my reasons for being, 
as at least one of my commentators would think, so unreasonable.

Quassim Cassam thinks “Levy is not as dogmatic as he thinks he is”. In 
his eyes. I’m no more dogmatic than he is because I have reasons for assess-
ing David Irving’s credibility as low, consisting in the assessment of a Brit-
ish court. I share this reason with Cassam. I agree: I’m no more dogmatic 
than Cassam is, if he here reports his own reasons for disbelieving Irving 
accurately. But that’s not because I’m not dogmatic; it’s because he is.

Dogmatism, as it’s used in these debates, consists in refusing to engage 
with the first-order evidence (for the purpose of making up one’s own 
mind) for or against a claim. Of course, the court’s judgement is not 
first-order evidence. To behave non-dogmatically in response to Irving 
would be to read his work and assess his arguments. I agree with Cassam 
that the court’s verdict provides us with a reason for rejecting Irving. But 
I disagree that in taking that as my reason, I don’t behave dogmatically.

Of course, we can use “dogmatism” however we like. Shorn of dis-
putes over words, my claim is that we non-experts ought to rely on 
higher-order evidence (like the testimony of experts) and not first-order 
evidence. It’s clear that my dispute with Cassam is not merely verbal: he’s 
explicit that we ought not to leave these issues to the experts but assess 
them for ourselves. It’s central to my argument that we can’t in fact do 
this; our apparent non-dogmatic engagement is no such thing. Cassam 
rightly sides with Richard Evans against Irving, but in fact (I bet) he 
found Evans’ arguments more convincing than Irving’s because he was 
already disposed to defer to Evans. Detailed attention to the argument of 
Holocaust deniers, JFK conspiracy theorists, sophisticated anti-vaxxers 
and so on will reveal just how difficult it is for non-experts to assess such 
claims. Of course, that’s an assertion (just as Cassam’s claim that we can 
reliably and responsibly engage with such people is an assertion). Here’s 
an empirical prediction to move the debate forward.

4d Neil Levy’s Response to 
Commentaries
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If we present the arguments of a sophisticated conspiracy theorist to a 
naïve (but conscientious and educated) audience, paired with arguments 
for the truth, experimental participants will do no better than chance 
at picking the correct view. Of course, actually testing this prediction 
will be difficult. We will need to identify a debate on which there is an 
expert consensus (so as not to beg any questions), but on which there is 
nevertheless sophisticated dissent of the conspiratorial sort, on a topic 
regarding which most people have no previously settled views. Perhaps 
the feasibility of perpetual motion machines or some topic in climate 
science apparently distant from the hot button issue (e.g., climate sen-
sitivity) might play this role. Ideally, we would test a variety of such 
debates, across a variety of naïve audiences. If my prediction is correct, 
then engagement with the first-order evidence is not a reliable means of 
ascertaining the truth; by itself, this would constitute a powerful consid-
eration in favour of my view.

Steven Bland is much more sympathetic to my project than Cassam 
is. He takes issue, however, with the suggestion that we ought to focus 
on environments rather than agents. Since behaviour and cognition is 
always the product of context and agent, there’s no reason to think the 
former is a better focus of intervention, in general, or in principle. Take 
our disposition to defer to the prestigious. While this disposition has 
been epistemically beneficial in our evolutionary past, today it tends to 
mislead us, Bland suggests. We might respond either by changing the 
environment in which we operate as epistemic agents or by “cultivating 
greater epistemic discernment”. Bland concedes there may be reasons 
to do the former rather than the latter, but these reasons are pragmatic 
rather than epistemic.

I deny, however, that the dispositions that constitute our epistemic 
vigilance (our conformity bias, prestige bias, our disposition to prefer 
testimony from the benevolent, and so on) are on all fours with the epis-
temic environment, such that we might in principle take them as just 
as appropriate targets for intervention. There are two reasons why we 
should prefer to change the environment. The first, shallow, reason is 
that we might find changes in our dispositions to defer difficultly. While 
the debate between theorists like Cecilia Heyes and more mainstream 
cultural evolutionists remains unsettled, it may be that these dispositions 
are robust to many environmental perturbations.

The second reason is stronger and more important to my overall view. 
It is this: despite the name of many of these dispositions (the prestige 
bias, and so on) these dispositions are constitutive of our rationality. In 
response to Cassam above, I noted that the heart of my view is that we 
ought to be guided by higher-order evidence when we lack the capac-
ity to assess the first-order evidence. Cassam rejects this view as “the 
antithesis of the enlightenment ideal”. I think this is a mistake. Higher- 
order evidence is genuine evidence, and in responding to it we respond 
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rationally. The prestige bias is rational because prestige is higher-or-
der evidence that an agent’s first-order beliefs are correct. Consensus 
is higher- order evidence; benevolence is higher-order evidence. And so 
on. We should leave our dispositions (more or less) as they are because 
they are constitutive of us as rational agents. Perhaps we could design 
agents who reliably form true beliefs on the basis of dispositions that 
are not responsive to genuine evidence qua evidence, but that project is 
one we will find difficult to undertake. The creatures that would emerge 
from such a design program would be radically different from those we 
take ourselves to be and which most of us want to be. We best use our 
understanding by ensuring the evidence the environment provides to us 
constitutes genuine reasons, rather than by building a creature that en-
sures reliability by perverse response to bad reasons.
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Character is a human psychological feature that is not shared by other 
primates.1 It is also the product of repeated activities whose function 
is primarily to shape the minds of those whom they target so that 
they acquire those settled global dispositions that constitute individ-
ual characters. Intellectual virtues are among the character traits that 
are brought into existence in this way. Hence, even though intellec-
tual virtues are psychological traits of individuals, their acquisition 
and preservation are generally socially mediated. In addition, or so I 
argue in this chapter, the ultimate practical and epistemic ends that 
explain why human communities have shaped their members into 
creatures with virtuous character traits are inherently social. Human 
beings are constantly under social pressure to be intellectually vir-
tuous because those with these traits are better able to coordinate 
their epistemic and practical activities with others in their commu-
nity than those who lack these features. That is, individual virtues 
have been culturally selected for their social epistemological and  
practical benefits.

This chapter consists of four sections. The first introduces the no-
tion of a mindshaping practice or activity and explains its role in cul-
tural evolution. Ultimately, it is humans’ evolving ability to shape each 
other’s mind and susceptibility to having one’s mind shaped that has 
enabled us to solve numerous coordination and mixed- motive prob-
lems thereby enhancing our ability jointly to perform practical and 
epistemic tasks.2 Section 2 redescribes the processes and techniques 
of character building as examples of mindshaping and self-shaping 
whose primary function is to enhance mutual intelligibility in the 
service of solving coordination problems. It also shows that charac-
ter attributions serve the purpose of making character rather than 
merely describing it. If successful, character attributions have the 
powers of self-fulfilling prophecies (cf., Alfano 2013). The third 
section focuses on intellectual virtues as the products and tools of 
mindshaping activities. The concluding section briefly sketches why 
this approach also promises to throw novel light on the evolution of  
intellectual vices.

5 Mindshaping and 
intellectual virtues
Alessandra Tanesini
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1 Mindshaping

In its broadest sense, “mindshaping” refers to any activity whatsoever 
that leads some person to change some of her propositional attitudes, 
emotions, values or settled dispositions (Mameli 2001). For example, if 
I become angry as a result of being insulted, the insult is, in some sense, 
a mindshaping activity. Since most social exchanges are directly or in-
directly concerned with changing the minds of those with whom one is 
interacting, mindshaping, in this broad sense, is both ubiquitous and 
highly heterogeneous.

In the philosophy of mind, mindshaping has emerged as an account 
of folk psychology that is an alternative to the traditional mindreading 
approach (McGeer 2007, 2015; Zawidzki 2013, 2018). Mindreading in 
either of its two main variants (theory-theory and simulation) holds that 
human beings are typically able to predict others’ behaviour by correctly 
figuring out the independently formed mental states that guide that be-
haviour. This figuring out is an epistemic task that is achieved either by 
theorising or by simulation. Irrespective of the mechanism, folk psycho-
logical attributions of beliefs, desires, emotions and character traits, ac-
cording to these views, are empirical claims that correctly or incorrectly 
describe the mental states and traits of the persons one seeks to under-
stand (Goldman 2006; Gopnik & Wellman 1994).

The mindshaping alternative holds instead that the primary function 
of folk-psychological attributions is to shape the target mind, so that it 
fits the attribution, rather than to describe that mind as it already is. For 
example, attributions of a belief to the self or to others would not aim 
to get right, or track, what the person already believes. Instead, attribu-
tions would function to get that person to form and sustain accurate be-
liefs. This account of folk psychological attributions, as McGeer (2015) 
points out, offers a natural explanation of the so-called transparency 
of belief. When asked whether they believe that p, in ordinary circum-
stances normal human beings do not answer by first introspecting the 
contents of their mind, instead they try to figure out whether p (Evans 
1982). That is, in this case at least, a solicitation to engage in folk psy-
chological belief self-attribution is treated as a request that one makes 
one’s mind up in accordance with the evidence, rather than as a solicita-
tion to introspect.

Supporters of the mindshaping account of folk-psychological attri-
butions extrapolate from this and other cases to argue that whenever 
people attribute propositional attitudes, emotions, character or person-
ality traits to human beings, what they are doing (irrespective of their 
intentions) has the primary function of shaping the minds of those to 
whom these features are attributed. Hence, attributions of belief aim 
to get others to believe what is right (in accordance to the appropriate 
epistemic standards), attributions of desire to make them desire what 
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is proper (given some shared social norms) and in general to induce  
the targeted individuals to act in conformity with shared standards 
( McGeer 2015).

When mindshaping is advanced as an alternative to mindreading, its 
supporters need to show that mindshaping predates mindreading abil-
ities, so that we can have the first without the second. If there is no 
evidence for such dissociation then mindshaping is best seen as a phe-
nomenon that complements mindreading (Peters 2019), or one that es-
sentially relies on the ability to mindread to get off the ground (Westra 
2020). In this chapter, I am not trying to adjudicate this issue. For my 
purposes, it is sufficient that folk psychological attributions, and more 
specifically, trait attributions have a mindshaping function and that their 
prevalence and persistence are largely a function of their mindshaping 
powers. This empirical claim might be correct even though mindreading 
abilities are required for mindshaping to be effective.3

My focus in this chapter is on a broader range of mindshaping activi-
ties that comprises, but is not limited to, at least some folk psychological 
attributions. I do not, however, include any activity capable of causing 
a change in someone’s mind. Instead, I restrict my attention to those 
activities whose proper function is mindshaping. These are actions and 
practices whose persistence and prevalence are due to their mindshaping 
powers.4 There are many uncontroversial examples of mindshaping so 
understood. For example, shaping minds is the explicit aim of teach-
ing. The educator wishes her students to form new true beliefs as a re-
sult of her teaching. In addition, she might foster learning by creating 
a classroom environment (a cognitive niche) that scaffolds the students’ 
studying so that they are better able to acquire novel true beliefs and 
understanding. I discuss a number of these practices in Section 2, where 
I argue that thinking of character as a product of mindshaping throws 
light on the role and value of character in human communities.

There are several different ways of classifying mindshaping activities. 
For instance, one may wish to focus on the mechanisms involved, such 
as imitation, social learning of a different sort, or individual learning in 
some social environment. Instead, I use here two different orthogonal 
taxonomic principles. The first distinguishes practices of self-shaping 
from activities where the mindshaper is distinct from the person whose 
mind is being shaped. Individual learning and exercises of self- control 
are examples of the first kind; explicit teaching and expressions of other 
directed negative reactive attitudes such as blame and anger of the 
second.

The second principle concerns the nature of the mindshaping inter-
vention. My interest lies in two kinds. The first comprises activities that 
set normative expectations; the second of activities that express empir-
ical expectations. Normative expectations include demands or requests 
that establish novel commitments or obligations.5 For instance, the 
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person who promises to herself that she will take a walk every day sets 
a new obligation for herself. The making of this promise is an activity of 
self-regulation. It is an act where one shapes one’s own mind by creating 
a new reason to do something one might otherwise not be inclined to 
do. Ordinary practices of blaming, praising and rewarding people for 
their actions, emotions, traits and beliefs also aim to set, or reinforce, 
normative expectations designed to shape people’s mind to conform to 
shared social norms and values.

Surprisingly, empirical expectations also have the power to shape 
minds. These expectations are predictions, rather than demands. Curi-
ously, these can come true even when they are based on false assumptions. 
It is well known for instance that people who expect to recover from an 
illness, even when that expectation is not supported by the available ev-
idence, have a better chance of recovery than those who form a realistic 
assessment of their prospects. The expectation of recovery causes one 
to feel optimistic, less stressed and more able to enjoy life. The psycho-
logical changes, in turn, impact the immune system and improve one’s 
ability to fight infections. Expectations can thus become self-fulfilling 
prophecies (Snyder 1984). These effects of expectations that fulfil them 
are known as expectancy effects (Mameli 2001, 609).

These expectations can be self or other directed. For example, a per-
son who thinks highly of her mathematical abilities also expects, in the 
sense of predicts, that she will perform well in a number of mathemat-
ical tasks. This expectation fills her with confidence which permits her 
to perform at the best of her abilities. The same confidence might also 
make her enjoy the challenge of solving mathematical problems. As a 
consequence, she practices doing mathematics, and her abilities improve. 
Self-directed expectations, which might have been poorly supported by 
the empirical evidence, causally contribute to bring about effects that 
confirm them.

By the same token, empirical expectations about other people can 
make them conform to the set expectations. For example, if parents ex-
pect their first born to inherit the family business, they might create an 
environment that facilitates in this offspring the acquisition of the skills 
required to lead a business. These parents might treat the second born 
differently by expecting him to follow his brother rather than to lead 
him. Since the two children find themselves in what are, in effect, dif-
ferent cognitive niches, they are likely to develop different behavioural 
dispositions which given the incentives set up by the parents are likely 
to make them best suited to the roles that the parents expected them to 
fulfil. This might occur without the second born ever thinking of himself 
as a follower. He might be put under less pressure by the parents who 
might also encourage interests unrelated to the family business.6

In several cases, however, the internalisation of the expectations in 
the target’s self-conception plays a causal role in the generation of the 



144 Alessandra Tanesini

expectancy effects. A paradigmatic example of this phenomenon is the 
transmission of gender stereotypes. Adults’ different gendered expecta-
tions of children’s behaviours lead them to treat male and female ba-
bies very differently from each other. Because they find themselves in 
different social environments, children acquire different behavioural 
tendencies depending on their gender. These differences in dispositions 
are sharpened as children learn to identify with the gender attributed 
to them. Subsequently, children internalise gender stereotypes in their 
self-conceptions. As a consequence, they believe the stereotypes and act 
them out (Snyder & Klein 2005).7

These examples give an initial flavour of the heterogeneous practices 
and activities that shape human minds. Some of these are deliberately 
performed to this end as they consist in the creation of normative ex-
pectations to change opinions and behavioural dispositions. Others 
have these effects, although actors do not always intentionally set out 
to achieve this end. It is plausible that humans’ heightened receptivity 
to being shaped by conspecifics and tendency to engage in activities 
that result in the shaping of minds are the result of cultural evolution-
ary pressures. That is to say, even without genetic mutations of any 
sort, some human beings living in communities have acquired novel 
abilities that can be transmitted horizontally and vertically across 
generations. Because these abilities give an advantage to those who 
possess them, overtime they become more and more prevalent in the 
population.

I borrow an example from Mameli (2001) to illustrate the point. Sup-
pose an early human, for whatever reason, behaves toward her babies in 
ways that imply that she attributes to them a precocious ability to com-
municate. Unlike her contemporaries, she treats the babies’ non-sense 
vocalisations as attempts to communicate with her. Hence, whenever 
a baby vocalises, she rushes toward the child or pays her special atten-
tion. The baby thus learns to associate these sounds with her mother’s 
appearance and begins to use the sound as a call. Thanks to their moth-
er’s repeated communicative engagement with her, this baby, and her 
siblings, learn to speak earlier than other children and also acquire su-
perior communicative abilities. These abilities give them an edge in their 
community. Further, when they have children themselves, they adopt 
their mother’s child-raising practices. Thus, these superior abilities are 
transmitted down the generations. Further, other members of the com-
munity might also adopt the same practices having observed the success 
of children raised that way. Of course, once these novel abilities are en-
trenched, they might make further mindshaping practices possible and 
thus generate cascading effects.

More generally, work on human cultural evolution strongly suggests 
that human social cognitive abilities have evolved in the direction of 
more and more refined communicative abilities in the service of finding 
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better solutions to the coordination problems encountered by early hu-
mans (Sterelny 2012). This is because coordination is made easier if all 
adhere to the same coordination-facilitating norms which include com-
municative conventions. Further, when tasks are complex and better 
handled by experts, coordination is enhanced if individuals specialise 
in different activities. Humans would have solved these problems by 
adopting divisions of labour in accordance with clearly visible markers 
(O’Connor 2019).

Mindshaping activities are uniquely well suited to facilitate the kind 
of maximal mutual intelligibility instrumental to solving coordination 
problems. It is much easier to coordinate one’s actions with a person 
who conforms to what we expect of them than with one who does not. 
The effect of mindshaping is to bring oneself and others to behave in 
accordance with the same norms and to be intrinsically motivated to 
follow them. The result is the creation of what McGeer (2015) calls 
practice-dependent epistemic advantages. The person whose actions are 
regulated by some norms is in a better position to understand and coor-
dinate with another who plays by the same rules, than with any person 
who follows different ones.

2 Shaping up: acquiring and retaining character

Character is the product of mindshaping activities. I take this claim 
to be a near platitude. In this section, I first highlight some character- 
forming practices and show that they are examples of mindshaping. 
These practices include, but are not limited to, character trait attribu-
tions whose main function is to steer people toward virtues and away 
from vices. Thinking of character as a product of mindshaping shows 
that character matters primarily because it enables success in joint prac-
tical and epistemic activities which require coordination. It is not only 
intellectual virtues that are advantageous in this way, all other character 
traits including moral virtues facilitate coordination since what matters 
for this purpose is that individuals’ dispositions are stable and cross- 
situationally consistent.

It is the main contention of this section that shaping agents to have 
characters offers advantages in the service of coordination that are ad-
ditional to moulding individuals into following the norms characteris-
tic of beliefs and desires. McGeer (2015) highlights that mindshaping 
practices direct people to follow the same norms as each other. These 
practices would thus be analogous to training everyone to play by the 
rules of chess rather than, say, drafts. Here I argue that those practices 
that specifically mould individuals to acquire and retain character traits 
are instrumental to training people to play the game continuously, rather 
than only engaging sporadically. Thus, any character trait, including in-
tellectual virtues, makes its possessor more intelligible to others who 



146 Alessandra Tanesini

play the same game, and thus facilitates coordination. In the next sec-
tion, I argue that intellectual virtues specifically generate further advan-
tages in the pursuit of joint activities.

Personality traits are global dispositions to behave, feel and think in 
specific ways when the circumstances are relevant. Hence, neatness, ex-
troversion, courage, stinginess, rudeness and closed-mindedness are all 
personality traits. The ascription of these features to individuals high-
lights that it is expected that they will behave in accordance with the trait 
over time and across a range of different circumstances. Hence, person-
ality traits are dispositions that are both stable and cross- situationally 
consistent.8

Arguably there is an ordinary understanding of character that admits 
that all personality traits are part of character. In this sense, someone’s 
character is her personality. For my purposes here I adopt a narrower 
notion of character that identifies character traits as a proper subset of 
personality traits. According to this view, only those personality traits 
for which people are normatively evaluated are part of their character 
and thus correctly identified as character traits (Miller 2014, 15). Hence, 
closed-mindedness, courage and rudeness would be character traits, but 
extroversion would be best thought of as a mere personality trait.9 Char-
acter traits would thus include moral and intellectual virtues and vices.

Even a moment’s reflection reveals that all the strategies that aim to 
form characters are examples of mindshaping in the broad sense of be-
ing activities whose function is to produce in those targeted by these 
strategies novel settled dispositions that match a model. These strategies 
are predicated on the assumption that character is acquired, and that it 
can be moulded. Further, the strategies are consciously adopted precisely 
because of their alleged efficacy in shaping minds so that they exemplify 
those model character traits which the mindshapers wish to inculcate in 
others.

These character-forming strategies include:
Explicit Teaching. In some settings, including but not restricted to 

formal education, young people and adults are told that some character 
traits labelled as virtues are worth pursuing for their own sake. Teach-
ing creates incentives to behave in accordance with the virtues such as 
rewards for behaviour that is consonant with these traits. In addition, 
when teachers expect, in the sense of predict, students’ compliance, 
these expectations themselves might cause students to behave in ways 
that fulfil them. Students, for instance, might get a sense of satisfaction 
from meeting the standards set by teachers.

Exposure to Exemplars. Adults and children meet in real life, and 
are presented with narratives about, people whose characters are held 
as exemplary by those who surround them. The emulation of exemplars 
probably starts as imitation early in life. Parents seek to be examples for 
their children. Older siblings are also often told to set an example. These 
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practices explicitly rely on children’s imitative propensities to shape their 
minds towards the acquisition of virtue. Many tales and novels for chil-
dren also involve exposure to characters that are hailed as exemplars to 
imitate or to shun. These narratives often seek to inculcate in children 
the belief that virtue is rewarded (or that it is its own reward), while vice 
is punished.

Individual learning in cognitive niches. People acquire virtuous dis-
positions by practice. Even though this is done by individual learning, 
others can engineer the social environments that promote such practice. 
Hence, for example, parents who want their children to be courageous 
might put them in controlled situations that force the children to face 
danger. Even though the children learn to be courageous by learning to 
control their fears, their brave behaviour is also an expectancy effect of 
the parents’ expectations. In turn, repeated courageous actions, together 
with the satisfaction of meeting parents’ expectations, facilitate in the 
children the acquisition of those settled dispositions that are character-
istic of courage.

Undoubtedly these characterisations are far too brief but they should 
suffice to indicate that the most common strategies of character forma-
tion are techniques to shape minds that rely on explicit rewards and 
punishments (normative expectations) and/or empirical expectations 
to bring minds to fit what is expected (normatively and empirically) of 
them. While this conclusion should be, on reflection, quite obvious, it 
is certainly less obvious that the practice of attributing character and 
personality traits to individuals is also best thought as an instance of 
mindshaping. Yet personality and character trait attributions offer a 
clearer example of mindshaping than the ascription of propositional at-
titudes considered by some supporters of the mindshaping account of 
folk- psychology (cf., McGeer 2015).

The mindshaping features of character trait attributions are at its 
most transparent when we consider the explicitly evaluative nature of 
virtue- and vice-ascriptions. In most contexts to say of people that they 
are open-minded, courageous or generous is a way of praising them. By 
the same token, to claim that someone is closed-minded or cowardly 
or stingy is to disapprove of them. We use this vocabulary as a way of 
enjoining people to preserve and develop further whatever virtues we 
attribute to them, and to change so as to eliminate or at least lessen 
whichever vicious features we ascribe to them. If this is right, then the 
ascription of character traits is at least in part a practice whose aim is to 
strengthen virtue and weaken vice.

Folk psychological character trait attributions are thus a component 
of the practice of responding to each other by expressing a range of nega-
tive and positive attitudes like anger, guilt, hurt feelings, gratitude or ad-
miration. Expressions of these attitudes convey normative expectations 
and thus supply reasons but also incentives to shape one’s behaviour and 



148 Alessandra Tanesini

mind so that it fits whatever is classified as praiseworthy or admirable 
in accordance with shared practices, and avoids that which is disap-
proved. In short, folk-psychological character attributions wear on their 
sleeve their evaluative nature as expressions of normative expectations 
that purport to influence minds and actions. For this reason, they – and 
the reactive attitudes with which they are closely connected – are best 
thought of as contributing to mindshaping practices.

These folk-psychological ascriptions also have the self-fulfilling power 
of some empirical expectations. For instance, Richard Miller and col-
leagues (1975) have shown that telling students that they are tidy made 
them become tidier than a control group but also neater than those who 
were exposed to arguments in favour of tidiness. It appears that the stu-
dents incorporated the label into their self-conception, thus becoming 
the tidier persons that they thought the experimenters took them to be. 
By the same token people who become aware of stereotypical attribu-
tions might subsequently acquire the traits that conform to the stereo-
type. For example, young girls learn very early on that girls are supposed 
to be more fearful and less aggressive than boys. In response girls often 
become less courageous and more docile than boys, they do so partly in 
reaction to how adults relate to them, partly through internalising the 
attributions about them made by adults (Klein & Snyder 2003).

Alfano (2013) has offered a detailed account of how folk- psychological 
character attributions can function as self-fulfilling prophecies so that 
those who are labelled virtuous frequently change their behaviour but 
also motivations and thoughts to fit the label applied to them. Whilst 
my analysis is largely in agreement with Alfano’s, I wish to take issue 
with two aspects of his view. First, Alfano interprets virtue labelling 
as a kind of mindreading that, whilst false, has the additional power to 
bring about its own truth (2013, 106). Such labelling is thus something 
akin to a noble lie that turns fiction into fact. This is why factitious vir-
tue would be factitious. Second, Alfano claims that factitious virtue is 
always motivationally distinct from ordinary virtues because the person 
whose virtue is factitious is ‘in part motivated by a desire to maintain 
his self-concept’ (2013, 101). That is, the expectancy effects of factitious 
virtue would always be mediated by incorporation into the self-concept. 
Hence, factitious virtue would only simulate real virtues without being 
identical to them.

With regard to the first point, Alfano resorts to claiming that virtue 
labelling is an indirect speech act where one uses an assertion to make 
a recommendation (2013, 106). In his view, virtue attributions, in ad-
dition to expressing normative expectations, would involve false claims 
about people’s psychologies. In my account, instead, virtue labelling is a 
prediction that, because it is made, creates new incentives for its target 
to act in accordance with it. So understood, virtues would be factitious 
in the sense of being something that is partly manufactured through 
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being ascribed. It is not fictitious, however, since trait attributions are 
not false assertions about independently existing psychological features 
of the target.

My disagreement with Alfano on the second point goes deeper. Alfano 
seems to think that the person whose virtue is factitious is ultimately 
partly motivated by the need to maintain a positive conception of the 
self. Since this motivation is not wholly virtuous, factitious virtue would 
only simulate the real thing, but be distinct from it. I think he is in this 
regard mistaken. Alfano’s mistake in my opinion lies in isolating virtue 
labelling from other forms of mindshaping activities with which it is 
connected.

Virtue labelling is only one of the many practices that have evolved 
to shape human minds and behaviours. These practices do not create 
individuals whose good motivations are actually dependent on others’ 
approval in the service of self-esteem. Instead, they produce genuine vir-
tue because they create minds that are disposed to act virtuously out of 
virtuous motivation.10 I shall return to this point below when I discuss 
the role of intellectual virtues in promoting cooperation among cogni-
tively diverse agents.

There is, however, at least one respect in which the products of mind-
shaping differ from virtuous traits as these are traditionally understood. 
The former but not the latter require continuous scaffolding and support. 
That is, techniques of mindshaping must operate continually to sustain 
a match between agents’ attitudes and dispositions and the model or 
standards to which they are normatively and empirically expected to 
conform. When these scaffolds are removed, we should expect overtime 
agents to fall out of step with shared models. In short, mindshaped char-
acter traits are rendered stable by the continuous presence of external 
(and internal) scaffolds. Whilst this is a difference with virtue as tradi-
tionally conceived, the latter would also require continued application to 
be sustained. Further, mindshaping includes self-regulation in the form 
of undertaking commitments. Hence, the importance of this point of 
difference should not be overestimated.

I have argued so far that character is the product of mindshaping ac-
tivities that set normative and empirical expectations and that are of-
ten deliberately designed to bring about mindshaping effects. Thinking 
of character as a product of mindshaping makes sense, once we notice 
that the maximisation of mutual intelligibility as a means to achieving 
coordination is the proper function of mindshaping. People who have 
characters, as well as beliefs and desires, have dispositions that are dia-
chronically stable and cross-situationally consistent. Character traits 
would thus be internal scaffolds that help to stabilise one’s behaviour 
over time and in different circumstances. Coordinating activities with 
people who have these traits is much easier than coordination with ratio-
nal agents who are very susceptible to situational factors.
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For example, compare two agents both of whom tend to regulate their 
beliefs in accordance with the evidence in their possession. These agents 
would usually have the same doxastic attitude about whether p, pro-
vided that they have the same evidence in their possession. Both agents 
are intelligible to someone with that evidence and who regulates her 
beliefs by the same evidential rules. Suppose, however, that one of these 
two agents is diligent, while the other is frequently apathetic.11 The first 
individual always believes in accordance with the evidence in her pos-
session which she carefully assesses. The second agent’s behaviour is 
more erratic. On some occasions, he forms beliefs in accordance with 
his current evidence, but on others he is careless. Thus, these two agents 
often form different beliefs because only the first is able assiduously to 
follow the norms of belief. Coordinating activities among agents who 
are diligent is easier than coordination among agents who are idiosyn-
cratically apathetic, or among groups including both kinds of agents. 
Agents of the first kind are more likely to be in step with each other 
over time and across situations than agents of the second kind. This is 
because character traits make agents’ behaviour more stable and thus 
more intelligible.12

What I have said for diligence is also applicable to other character 
traits including those that are not virtues. The acquisition of character 
makes one’s behaviour more regular, less susceptible to situational fac-
tors that are not controllable such as the weather. In this regard, even 
vice is preferable to characterlessness. Whilst vicious persons cannot be 
relied on if they are dishonest or lazy, it is possible at least to rely on 
the stability of their vices. So although mindshaping practices serve the 
function of moulding minds that among other things exhibit virtuous 
characters, persons whose minds have been shaped into vice are still 
more intelligible than people of no character.

3 Intellectual virtues and mindshaping

I have argued that human beings that possess character traits in addition 
to beliefs, desires and other propositional attitudes are more likely to 
coordinate their activities successfully because they are mutually more 
intelligible than those who lack these traits. The advantage conferred 
by the possession of character is the result of the stability and cross- 
situational consistency of those behavioural dispositions that are an 
essential aspect of character. This stability and consistency facilitate co-
ordination especially when all participants in an activity share the same 
character traits so that their propositional attitudes and actions would 
normally be expected to be largely in sync with each other.

These considerations do not take into account that many human prac-
tical epistemic activities are carried out more successfully by groups that 
divide cognitive labour among participants who specialise in performing 
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different tasks. The institution of division of labour has two important 
consequences with regard to subjects’ ability to coordinate and willing-
ness to cooperate. First, the development of specialisation brings cog-
nitive heterogeneity in its trail. Second, specialisation makes it easier 
for some agents to free ride on others’ labour. In this section, I argue 
that the possession of intellectual virtues is crucial in turning situations 
where there are conflicts of interest into coordination problems because 
they supply the intrinsic prosocial motivations necessary to avoid free- 
riding.13 Often, these are coordination problems that are best solved 
when actors adopt complementary strategies, rather than act in the same 
manner (O’Connor 2019, 31–33). In this regard, the intellectual virtues 
confer advantages additional to those conferred by the cultural evolution 
of other non-virtuous character traits.

The best way to address some problems, especially those whose solu-
tion requires possession of sophisticated skills, is to divide labour among 
group members. Different individuals are trained to perform different 
tasks so that together they are able to achieve their goals more reliably 
and efficiently. Such division of labour has proved effective to solve prac-
tical problems but also to carry out inquiries. For this reason, the vast 
majority of scientific research is performed by teams where individu-
als are allocated different tasks, and where junior members are often 
trained to acquire some specific skills. Hence, research specialisation is 
a source of cognitive heterogeneity.

The promotion of different skills in different subsets of the population 
creates opportunities for free-riding. There are situations in which the 
best outcome for each individual is to gain from others’ labour without 
contributing a fair share. Of course, if all act in this non-cooperative 
manner, they all lose out. But if one manages to deceive one’s partners 
then one gains from their labour without having to expend energy. In 
situations in which all joint activities are carried out together, and in-
formation is shared publicly among all members, publicness by itself 
is an obstacle to free-riding (Sterelny, 2012, ch. 5). But when a group 
specialises, some activities are carried out by some individuals alone or 
in subgroups. In these contexts, free-riding can be pulled off more eas-
ily because one can hide one’s activities from public scrutiny (Zawidzki 
2013, 102–103).

Mindshaping individuals into acquiring, and retaining, intellectual 
virtues offer a solution to the challenges posed by cognitive heteroge-
neity and increased opportunities for free-riding that are the necessary 
by-products of division of cognitive labour and specialisation. I have 
characterised virtues, including intellectual virtues, as comprising those 
character traits for which individuals are admired, and which they are 
encouraged to achieve. Two features of intellectual virtues single them 
out as solving these two obstacles to coordination in conditions in which 
individuals would have incentives not to cooperate. First, intellectual 
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virtues promote cooperation among members of the same group because 
they supply the necessary pro-social intrinsic motivations. Second, they 
make epistemic dependence on cognitively diverse individuals mutually 
beneficial.

Intellectual virtues, and virtues in general, are character traits for 
which individuals are normatively evaluated. Further, these traits involve 
intrinsic motivations to act in accordance with virtue. Hence, for exam-
ple, open-mindedness requires that one engages appropriately with al-
ternative viewpoints out of a love for epistemic goods such as knowledge 
and understanding (Baehr 2011a). The intrinsic epistemic motivations 
characteristic of intellectual virtues are in effect prosocial motivations 
that promote cooperation.14 The person who acts open-mindedly out 
of an intrinsic concern for the truth is not likely to subordinate evalu-
ating fairly views that are alternative to her own to gaining a personal 
advantage.

Whilst intrinsic epistemic motivations are in general pro-social, there 
are also virtues whose motivations are explicitly concerned with others’ 
access to epistemic goods. These are the so-called virtues of epistemic 
dependability (Byerly 2021). They include epistemic benevolence, sin-
cerity, communicative clarity and the virtues of offering good epistemic 
guidance to those whom one is teaching. These are those virtues that 
make an agent ideally suited to being the kind of person upon whom 
others can depend to gain knowledge and understanding and to acquire 
or maintain epistemic abilities and skills.

The practices that shape individuals to acquire and retain intellectual 
virtues are practices that lead those who have been shaped to see some 
norms as intrinsically motivating so that they are prepared to follow 
them even when compliance is costly. These practices include explicit 
teaching of the norms but also presentations of idealised exemplars by 
way of fables and other narratives. They also comprise systems designed 
to enforce compliance with norms by punishing counter-normative be-
haviours. Those who are intrinsically motivated to be intellectually vir-
tuous are less likely to free ride and are, instead, disposed to cooperate.

Surprisingly, humans are also intrinsically motivated to punish since 
they are prepared to sanction others even when doing so is to the det-
riment of the punisher. For instance, cross-cultural studies have shown 
that human beings tend to be reciprocators. In Ultimatum games they 
are prepared to take home nothing in order to punish those who of-
fer them little (Henrich & Henrich 2007).15 In addition, human agents 
deploy forms of self-regulation to commit to desires whose realisation 
would require costly activities. This is a way of transforming a mere 
desire into a value, and potentially into a goal which one is intrinsically 
motivated to pursue (cf., McGeer 2015, 264). All of these techniques are 
forms of mindshaping that promote compliance with shared norms that 
one is intrinsically motivated to follow.16
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There is some evidence that traits with the intrinsic motivations char-
acteristic of intellectual virtues are the product of mindshaping and have 
culturally evolved because they promote coordination among cognitively 
heterogeneous individuals (Zawidzki 2013, ch. 4). I cannot fully defend 
this empirical claim here but some recent empirical results about the 
associations between intellectual humility, perceptions of dissimilarity 
and prejudice are suggestive in this regard. People who measure high in 
intellectual humility are less prejudiced than those who are less humble 
against people with whom they disagree. However, intellectually humble 
persons are also more inclined to trust selectively and to be distrustful 
of those whom they judge not to be humble (Alfano & Sullivan 2021; 
Colombo et al. 2020). This intellectual virtue would, thus, combine a 
propensity to open-mindedness within an in-group and a sceptical atti-
tude to people perceived as members of an out-group. This combination 
of dispositions makes sense if intellectual humility has been selected be-
cause it facilitates cooperation within a conformist group that is also 
cognitively heterogeneous.

I have argued that intellectual virtues, because of their intrinsic moti-
vations, promote cooperation even among agents that have some degree 
of cognitive heterogeneity and that operate in conditions where opportu-
nities for defection are present. In what follows I explore how intellectual 
virtues create the conditions in which epistemic dependence, which is an 
inevitable consequence of specialisation, is largely mutually beneficial.

In order to make this point it is helpful to group virtues into three 
categories that are not mutually exclusive and might not be exhaustive. 
The first comprises those intellectual virtues that contribute to carrying 
out inquiries in an epistemically responsible manner. These include, for 
instance, inquisitiveness and open-mindedness. The second category is 
that of the virtues of epistemic dependability which I have introduced 
above. The third category consists of those intellectual virtues that make 
one the sort of person who is just in their epistemic transactions with 
those upon whom one might epistemically depend. These virtues will 
include testimonial justice (Fricker 2007); the virtues characteristic of 
good listeners and those who exhibit proper trust in relation to expertise 
(Zagzebski 2012).

Intellectual virtues belonging to the first category promote conform-
ism among inquirers that are cognitively heterogeneous because they 
have differing roles, interests, capabilities and levels of skill. Open- 
mindedness, for instance, is promoted for novices and experts alike. It 
is admired in anyone irrespective of context and social role. Such uni-
formity of motivation, if achieved, would promote the kind of mutual 
intelligibility that makes coordination easier. Of course, most people of-
ten are not very open-minded. Nevertheless, mindshaping practices are 
effective at making people more open-minded than they would other-
wise be. In this way agents who otherwise have different capabilities and 
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information are more intelligible to each other and thus more capable of 
coordination than they would if they had no character traits or if their 
traits were wholly heterogeneous. These epistemic and practical advan-
tages brought about by intellectual virtues are independent of their role 
in promoting the acquisition of knowledge and understanding in inquiry. 
Even in cases where open-mindedness might lead one astray from the 
truth, possessing this trait makes one better able to understand others 
and to be understood by them (provided that they are also open-minded).

Intellectual virtues in the second category include motivations to 
promote the acquisition and retention of epistemic goods and cognitive 
skills in other people. They are thus characteristic of those who can be 
depended on not to exploit others’ vulnerability to deception and misin-
formation. These are virtues that contribute to trustworthiness because 
they motivate people to treat other agents’ normative expectations of 
assistance with their epistemic needs as reasons to assist. That is, epis-
temically dependable people take others’ requests for help as reasons to 
help. For example, the person who is communicatively clear is motivated 
to communicate clearly because others’ normative expectations that she 
communicates clearly are a reason for her to communicate clearly.

The virtues of epistemic dependability are, thus, the virtues of trust-
worthiness in the affective sense that others’ trust in one is taken by one 
to be a reason to fulfil their normative expectations (Faulkner 2014). The 
acquisition by every agent of these virtues improves communication since 
no one who has these traits withholds information needed by others that 
is in one’s possession. Enhanced communication thus facilitates coordi-
nation, among individuals who, because they carry out distinct tasks in 
the context of joint epistemic activities, are likely to have access to dif-
ferent bodies of knowledge. In addition, the virtues of epistemic depend-
ability, when combined with the virtues of responsible inquiry, motivate 
individuals to take up the role of teacher or educator. The practices de-
signed to instil dependability in all students and apprentices also prepare 
them for their future roles as educators of the subsequent generation.

Intellectual virtues in the third category include motivations to relate 
appropriately to those upon whom one depends epistemically. Hence, 
these virtues are characteristic of those who adopt a trusting attitude 
towards other agents. This kind of trust is not mere reliance but involves 
the normative expectation that others will do as we trust them to do 
precisely because of the trust that we invest in them (Faulkner 2014). 
The acquisition of these virtues in every agent contributes to better lines 
of communication since they promote the acquisition from others of 
knowledge that one needs but does not have. In addition, these virtues 
when combined with those of responsible inquiry, motivate people to 
take up the role of student or apprentice. The ability, and willingness, 
of humans to learn from each other clearly contributes to solving jointly 
problems through sharing information.
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If the considerations offered here are on the right track the acquisi-
tion and preservation of intellectual virtues should be seen as the prod-
uct of mindshaping practices. Humans teach, cajole, encourage and 
incentivise each other to develop these traits because possessing them 
has distinctive epistemic advantages for the community of inquiry. In 
the context of complex problems whose solution requires specialisation 
and its attended cognitive heterogeneity, virtues provide the motiva-
tions required to avoid free-riding, the degree of conformism neces-
sary for mutual intelligibility, but also the motivations to assist others’ 
overcome their epistemic vulnerabilities and to accept help with one’s 
limitations.17

The discussion so far has focuses on intellectual virtues as the prod-
uct of mindshaping, but it also suggests that these same virtues are 
also tools by means of which humans shape theirs and others’ minds. 
I conclude this section with two examples of intellectual virtues that 
are themselves instruments of mindshaping: propaedeutic trust and the 
virtues of the will.

Adults and teachers sometimes trust teenagers, children or students 
to do something, even though they do not confidently predict that 
those in whom they put their trust will act as they are trusted to do. 
By adopting a trusting attitude adults set up normative expectations 
for their charges to live up to. The setting of these normative expecta-
tions is an example of a mindshaping practice that is effective because 
it creates a new incentive to act as expected if one wants to avoid the 
costs associated with disappointing those who have some power over 
one. But the institution of a novel normative expectation also creates 
a new reason to fulfil the expectation. Provided that the recipient of 
trust has already acquired some dispositions to be trustworthy, the 
trusting person by expressing trust makes themselves vulnerable to 
those whom she trusts. The creation of this novel vulnerability sup-
plies the recipient of the trusting attitude with a novel reason to do 
as they are trusted. In this way, the virtue of trust is a mindshap-
ing tool that moulds others into matching more closely the virtues of 
trustworthiness.18

The so-called virtues of the will include perseverance, diligence and 
self-control among others (Roberts 1984). These are the moral and intel-
lectual virtues of will power. These virtues are forms of self- regulation 
that enable one to shape one’s mind into committing to sustaining valued 
behaviours and attitudes. So conceived the virtues of willpower are the 
dispositions that enable the development of more sophisticated practices 
of shaping one’s mind to match norms that one implicitly or explicitly 
endorses. These intellectual virtues would thus play an auxiliary role 
whose primary function is to facilitate the acquisition and maintenance 
of the other virtues by shaping and keeping one’s mind in the shapes 
characteristic of these other virtues.
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4 Concluding remarks

This chapter has demonstrated that intellectual virtue is a product and 
tool of mindshaping practices in the service of joint epistemic activities 
that has culturally evolved because it maximises mutual intelligibility 
and facilitates cooperation. Hence, even though intellectual virtues are 
individual character traits, their genesis, function and functioning are 
wholly social. Virtues are acquired as a result of mindshaping practices 
that are social in nature. These traits have culturally evolved to facilitate 
coordination in the context of social divisions of cognitive labour. In 
addition, they are sustained through the continuing operation of empir-
ical and normative expectations that scaffold minds to retain virtuous 
dispositions and motivations.

Even though I lack the space to address this issue here, the framework 
that I have presented in this chapter also promises to throw light on 
the socio genesis of at least some intellectual vices such as intellectual 
arrogance and servility which are distortions of the virtues of trust-
worthiness and trust. Arrogant individuals are not disposed to respond 
appropriately to others’ epistemic vulnerabilities, those who are servile 
have adopted deferential attitudes that make them extremely vulnerable. 
Intellectual vices such as these might be interpreted as the product of 
mindshaping strategies that promote success in joint epistemic activities 
while unfairly distributing the benefits of this success among the par-
ticipants. It also raises the possibility that other vices might instead be 
maladaptations that have also emerged from these unfair distributions.

It is often noted that inequities can emerge when divisions of labour 
are pegged to visible social identities. Coordination is easier if tasks are 
divided by easily identifiable groups. But such divisions might also mean 
that some groups gain more than others from the collective successes. 
The gendered nature of several putative intellectual virtues and vices 
including intellectual humility and modesty, timidity, servility and arro-
gance suggests that something of this sort might be at play in the emer-
gence of intellectual vices.
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Notes
 1 Individual non-human animals might be different in temperament from each 

other so that some take more risks than others for example. However, we 
typically do not think of some individual non humans as more courageous, 
or more open-minded than others.

 2 A coordination problem occurs when there are no conflicts of interests in 
so far as all involved wish to coordinate their activities in order to succeed.  
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A mixed-motive problem occurs when cooperation is costly for at least some 
of the actors involved (Bicchieri 2006, 2–3).

 3 Mameli (2001), for example, presumes that some mindshaping presupposes 
mindreading abilities.

 4 Zawidzki (2013, 2018) defines mindshaping as any cognitive mechanism 
whose proper function is to make a mind match a (behavioural) model by 
shaping it to acquire dispositions to behave like the model. Roughly speak-
ing, the proper function of a mechanism is what that mechanism has been 
selected for (2018, 31).

 5 Normative expectations are expectations that license normative statuses. 
They can serve to bring these statuses into existence as is done in promising, 
requesting or ordering. They can function to support these statuses by cen-
suring behaviours that contravene them and rewarding compliance. They 
can also serve to affirm the presence of these statuses. I thus use the term 
differently from Bicchieri for whom normative expectations are second or-
der beliefs about what others believe should or should not be done, believed 
and so forth (Bicchieri 2017, 69, n. 10).

 6 Explicitly wanting to fulfil the parents’ expectations so as not to disappoint 
them often also plays a role. The mere existence of the expectations is thus 
also an incentive.

 7 As this final example illustrates often normative and empirical expectations 
combine to supply both reasons and incentives to conform with expecta-
tions. Further, often these reasons and incentives are the result of societal 
expectations, rather than those of single individuals (cf., Bicchieri 2017).

 8 I largely set aside here situationist worries about the existence of these traits. 
Recently, the robustness of the results on which these worries are based has 
also been called into question (Alfano 2018).

 9 But note that there is a tendency to evaluate people even for their extrover-
sion or their neatness. Hence, people attribute moral overtones to disposi-
tions to be tidy or messy.

 10 In my view the normative expectations which are adhered to by those who 
act virtuously are discretionary rather than mandatory. Mere failure to meet 
these expectations results in disappointment rather than in the kind of dis-
approval that is meted to those who stray into vice.

 11 The same point could be made for moral character since coordination among 
the brave is easier than coordination among those who are on occasion brave 
but sometimes cowardly. Note that any cross-situational consistency in dis-
positions facilitates coordination since a group of cowardly individuals also 
know what to expect of each other.

 12 I am presupposing here that character traits tend to have high fidelity and 
thus admit of very few exceptions. See Alfano (2013) for the notion of 
high-fidelity virtue.

 13 In Bicchieri’s (2006) social norms play this role by transforming mixed- 
motive games into mere coordination problems.

 14 In this chapter I presume rather than defend the view shared by several 
epistemologists that virtues comprise intrinsic epistemic motivations (cf., 
Baehr 2011b; Byerly 2021; Zagzebski 1996). I take the plausibility of the 
view that virtues are the product of mindshaping to add further plausibility 
to this view since the creation of intrinsic motivation is a major feature of 
mindshaping.

 15 Ultimatum games are one-shot interactions between strangers where one 
player offers a proportion of a fixed sum to the other player. If the second 
player accepts the offer, the first player keeps the whole sum minus what she 
has offered to the other player who keeps what he has accepted. If the second 



158 Alessandra Tanesini

player rejects, both get nothing. In this context, it would be rational for the 
first player to offer as little as possible to the second who rationally should 
accept any offer not matter how small. This is not how humans usually be-
have in these circumstances.

 16 These norms are instituted by normative expectations. It is a mistake in my 
view to think that these norms are in every case mandatory obligations. 
Instead, some normative expectations are discretionary obligations. These 
supply reasons to do something and warrant disappointment if they are not 
complied with. They do not however license the kind of reactive attitudes 
that are warranted by not doing what one is mandated to do. For exam-
ple, orders institute mandatory obligations while requests create discretion-
ary ones. Failure to comply with either warrants different responses. In my 
(2020) I discuss the role of discretionary obligations in testimony.

 17 Levy and Alfano (2020) have derived very different lessons about individ-
ual intellectual virtues and vices from our best theories of human cultural 
evolution. They argue that cumulative cultural knowledge requires passive 
imitation on the part of individual agents. They also think that conformism 
despite its knowledge producing effectiveness is best thought as individual 
vice. Instead, I wish to highlight the plurality of mindshaping mechanisms 
and the intellectual virtuousness of adopting a trusting attitude. This plu-
rality also show that mindshaping is not mere indoctrination since it can 
contribute to scaffolding the rational agency of its targets.

 18 On hope and propaedeutic trust as a mindshaping instrument see McGeer 
(2008).
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Comments on Alessandra Tanesini, “Mindshaping and 
Intellectual Virtues”

Ian James Kidd

Our epistemic characters and lives are complicated things. Looked at 
from one perspective, there is a story to tell about epistemic virtues, 
thinking and exploring, and the cooperative pursuit of truth, knowl-
edge and understanding through systems of enquiry. Looked at from 
another perspective, it is a story of epistemic vices, obstruction and 
willed ignorance, and the individual and collective determination to 
turn away from epistemic goods. Each perspective is essential since each 
captures important aspects of our epistemic lives. Alessandra Tanesini 
does superb work in exploring that second perspective through her 
work on epistemic vices, a guiding theme of which is that we need a vice  
epistemology alongside a virtue epistemology and an anti-social episte-
mology to complement our social epistemology.

In her chapter, Alessandra argues that the epistemic virtues should 
be understood as epistemic character traits which have been “cultur-
ally selected for their social epistemological and practical benefits”. She 
elaborates this in reference to mindshaping, an account of folk psychol-
ogy according to which we human beings are able to “typically able 
to predict others’ behaviour by correctly figuring out the independently 
formed mental states that guide that behaviour”. The ultimate aim of 
this activity is to shape the minds of others, by trying to get others to 
believe and desire in ways that are proper, and so on. This is true of at-
tributions of epistemic character traits, including epistemic virtues, like 
open-mindedness, inquisitiveness and epistemic humility. For advocates 
of mindshaping, “whenever people attribute propositional attitudes, 
emotions, character or personality traits to human beings, what they are 
doing (irrespective of their intentions) has the primary function of shap-
ing the minds of those to whom these features are attributed”.

A quibble is that this may seem unfalsifiable: no matter what you 
actually think you’re doing, you are engaging in mindshaping – you 
just don’t know it, or won’t accept or admit it. The quibble, though, 
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points to a more substantive idea I want to float. It is the idea that what 
really characterises many of our most meaningful interpersonal rela-
tionships is really mutual acts of exploration. Sometimes, we might be 
engaged in trying to shape the minds of others, since doing so is often 
appropriate or even obligatory. In other cases, though, something else 
is arguably fundamental that is (a) different from mindshaping, (b) 
incompatible with shaping the mind of the other, and also (c) inclusive 
of a variety of epistemic and moral virtues. I have in mind experiences 
of empathy.

Empathising with others is often understood in terms of simulation-
ism, according to which empathy requires that two people have an expe-
rience in common. Empathising means modelling the mind of the other 
(see Goldman on mirroring and reconstruction “routes” into empathy). 
Simulationism, of this sort, is related to forms of folk psychology inte-
gral to forms of the mindreading account discussed by Tanesini. It has 
also been robustly criticised on several counts (for instance, replicating 
someone’s experiences isn’t the same as understanding them and mod-
elling someone else’s first-person perspective may really be a way of im-
posing one’s own first-person perspective onto another). I want to focus, 
though, on a different conception of empathising, which privileges the 
exploration of others’ minds. I’ll sketch its details and then suggest that 
it offers a different way of thinking about the origin of epistemic virtues.

In the phenomenological tradition, empathy is understood, not as sim-
ulation, but as a distinctive kind of intentional state – as an experience 
of one’s own that presents someone else’s experiences as someone else’s. 
Empathising with someone isn’t a matter of simulating or modelling 
their experiences. It is a perception-like exploration of someone’s ex-
periences, as disclosed in their embodied behaviours and interpersonal 
interactions – their moods, tone, demeanor, speech and so on. Specific 
acts of simulation may be an aspect of this process, of course, but only 
in a limited, secondary way alongside a diverse array of cognitive, affec-
tive, imaginative and moral achievements. Empathising with someone 
is better understood as the activity of exploring someone’s experience 
against the background of a shared social world – a common context 
of values, standards, commitments, a sense of salience and meaningful 
shared possibilities.

Empathising is only one of our interpersonal practices and therefore 
is not the whole of our interpersonal life. It is, though, a distinctive one 
that arguably represents a wonderfully human achievement – an accom-
plishment that shows our epistemic, moral, and imaginative capacities at 
their best. I want to suggest, though, that when empathising with others, 
what’s often more fundamental is empathetic understanding, something 
that must be achieved prior to any shaping of the person’s mind. Cer-
tainly, this seems the case when empathising with those experiencing 
grief, trauma, chronic illness and other painful life experiences, where 
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the crucial task is appreciating differences between one’s own experi-
ence and that of the other while resisting the urge to assimilate the one 
to the other in a way that erodes the first-person distinctiveness of their 
experience. The therapist Carl Rogers describes this delicate feat:

To sense the client’s anger, fear, or confusion as if it were your own, 
yet without your own anger, fear, or confusion getting bound up in 
it, is the condition we are endeavoring to describe. When the client’s 
world is this clear to the therapist, and he moves about in it freely, 
then he can both communicate his understanding of what is clearly 
known to the client and can also voice meanings in the client’s expe-
rience of which the client is scarcely aware.

(Rogers 1957, 99, my emphasis)

In these cases, the immediate task is to explore the shape, contours, 
rhythms, and character of the other person’s experience – to enter into 
their world, as it were, and with that person come to explore that world 
in all its particularity and difference. At this early point, shaping would 
seem premature, especially if the person is experiencing the disruption 
and uncertainty integral to so many painful life experiences.

This creates special roles for a variety of virtues, including attentive-
ness to differences, cautiousness, self-restraint, humility, openness and 
patience. To explore the very different world of another person, to resist 
the urge to impose meaning and structure onto it from the outside, to 
restrain a desire to assimilate their experience to one’s own, to maintain 
a disciplined commitment to a style of interpersonal epistemic engage-
ment that is more perambulatory than probing … all of this and more 
requires a whole array of very specifically inflected epistemic and moral 
virtues. If successfully exercised, such virtues enable a richly empathetic 
understanding of another person’s distinctive world of experience that is 
well characterised by Knud Løgstrup:

By our very attitude to one another we help to shape one another’s 
world. By our attitude to the other person we help to determine the 
scope and hue of his or her world; we make it large or small, bright 
or drab, rich or dull, threatening or secure. We help to shape his or 
her world not by theories and views but by our very attitude toward 
him or her. Here lies the unarticulated and one might say anony-
mous demand that we take care of the life which trust has placed in 
our hands.

(Løgstrup 1997, 18)

If these thoughts are on the right track, then mindshaping may not be 
the best way to think about at least one important aspect of interper-
sonal life – the empathetic project of trying to enter into and explore 
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the distinctiveness of and differences among the worlds of experience 
inhabited by so many of our fellows suffering some of the worst things a 
human being can endure.
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Comment on Tanesini’s “Mindshaping and 
Intellectual Virtues”

Thi Nguyen

According to Tanesini, the formation of virtues and vices – of  character – 
should be treated as a kind of mindshaping. I worry, however, that her 
particular take on mindshaping encourages us to export some problem-
atic presumptions into our theory of the intellectual virtues.

One of the primary goals of mindshaping, says Tanesini, is social 
convergence:

Mindshaping activities are uniquely well-suited to facilitate the kind 
of maximal mutual intelligibility instrumental to solving coordina-
tion problems. It is much easer to coordinate one’s actions with a 
person who conforms to what we expect of them than with one who 
does not. The effect of mindshaping is to bring oneself and others 
to behave in accordance with the same norms and to be intrinsically 
motivated to follow them.

Let me emphasise the key idea: We solve coordination problems through 
maximising mutual intelligibility, achieved by convergence on the same 
norms. Tanesini then suggests that education and character formation be 
treated as a kind of mindshaping. If we export this convergence-centric 
conceptualising of mindshaping to a virtue approach, then we should ex-
pect character mindshaping to also aim at convergence – at the creation 
of the same types of character in everybody, characters which follow the 
same norms and are mutually intelligible to one another.

But, in my mind, a virtue-based account is desirable in part because 
it can depart from this universalising, legalistic framework. Legalistic 
approaches create coordination through enforced convergence on the 
same norms. And those ethical systems that are founded in a legalistic 
conception of morality idealise the same kind of normative convergence.

But virtue theory is, to my mind, so compelling precisely because it 
is open to a more pluralistic vision of communal moral life. It permits 
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imagining a society that is coordinated through a balance of profoundly 
different moral characters. One person might be the fierce and enraged 
warrior for social justice; another might be the gentle and empathetic 
listener; another a nitpick-y conceptual analyst of ethical concepts. They 
all have something to contribute. (At least, the first two certainly do.) 
And to contribute, their actions need not be wholly intelligible to one 
another. In other words, virtue theory is primed to support a rich moral 
community, achieved through the division of moral labor.1 And intellec-
tual virtue theory seems particularly exciting to me because, for similar 
reasons, it seems richly compatible with various views that epistemic 
communities function better when there is a vast diversity of intellectual 
characters, interacting (Kitcher 1990).

Of course, we could also imagine a mindshaping story where we 
mindshaped in pursuit of a rich and balanced mix of diverse intellec-
tual characters. But I urge a bit of caution here about emphasising the 
convergence aspect of mindshaping. There are more ways to coordinate 
than convergence.

Note
 1 For an opening discussion of the division of moral labor, see Nguyen (2021).
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A Rejoinder to Nguyen and Kidd

Alessandra Tanesini

In their insightful critical commentaries on my chapter Thi C. Nguyen 
and Ian James Kidd seek to emphasise the role of moral and intellectual 
virtues in fostering and appreciating human diversity in cognitive pro-
clivities and character traits. They note that my chapter places too much 
emphasis on homogeneity, moulding and imitation, and seek to balance 
it. Kidd remarks that empathy is about openness to exploring another’s 
mind; Nguyen points out that cooperation does not require homogeneity 
in dispositions among all actors. Let me begin this rejoinder by way of 
a partial concession. It is true that in my chapter I have somewhat over-
emphasised homogeneity and convergence at the expense of diversity in 
the service of distribution of cognitive labour. I have also highlighted the 
ways in which mindshaping might resemble indoctrination. I have fore-
grounded these aspects for a reason that I would like to make explicit in 
this response.

In the chapter, I argue that educative practices that foster the for-
mation of character traits, and especially of those that are identified as 
virtues, make the communities that have developed them more success-
ful at solving cooperation problems. Nguyen is right that many of these 
problems are solved by means of dividing the community into groups 
each of which specialises in a specific activity. This is a point I also make 
towards the end of my chapter. It is true that the view that the cultural 
evolution of virtues is in the service of cooperation does not require ab-
solute convergence over one specific set of dispositions. On the contrary, 
one would expect the proliferation of diverse characters and skills each 
suited to diverse roles. Nevertheless, cooperation requires mutual intel-
ligibility and to this extent, a certain amount of cognitive similarity is 
required to foster mutual understanding. I do not take my disagreement 
with Nguyen in this regard to be substantive.

The chapter’s focus on character formation as mindshaping practices 
that rely on imitation to create somewhat homogenous cognitive archi-
tectures is a provocation intended to highlight the continuities between 
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character and virtue education and what Foucault (1979) has described 
as exercises of disciplinary power. In Discipline and Punish Foucault 
examines institutions, such as schools and prisons, and practices that 
shape the minds and bodies of children and citizens turning them into 
“docile bodies” well suited to function in capitalist industrial societies. 
The description of individuals as docile, of course, is intended to high-
light how disciplinary practices erode the autonomy of those they impact 
by changing their personalities and behaviours in ways that are not nec-
essarily conducive to their flourishing. But, as Foucault also emphasised, 
these practices by creating new kinds of personality also enable new 
kinds of autonomous agency. That is, disciplinary power serves both 
to limit some freedoms, and to create others. Disciplinary practices are 
not intrinsically bad because they are not always in the service of social 
injustice. The same, as McGeer (2019) has remarked, applies to mind-
shaping, and I wish to add, to virtue education and virtue attribution.

By showing that virtue education is an exercise in mindshaping 
that encourages the development of dispositions of self-discipline and 
self-control I intend to highlight the dangers inherent in this pedagogical 
practice. These are dangers that are orthogonal to the reasons to pro-
mote diversity and the worries about homogeneity justly highlighted by 
Nguyen. These dangers are exemplified by past discussions of feminine 
virtues of humility and masculine warrior virtues of courage or integrity 
that contributed to the re-enforcement of unfair distributions of cogni-
tive, emotional, and material labour by gender. The history of virtue the-
ory and virtue talk is chequered, since they have often been deployed to 
entrench inequity. My chapter is intended to explain the social epistemic 
value of shaping human minds in the direction of intellectual virtues in 
a manner that also highlights how virtue attribution can be put to work 
in the service of indoctrination and of other unjust practices. It is also 
intended to be alert to the possibility highlighted by O’Connor (2019) 
that social epistemic success in some instances might be gained at the 
expense of justice.

This is a genuine risk because sometimes solutions to problems that 
make societies more successful as a whole are achieved at the cost of un-
fair distributions of burdens among its members (O’Connor, 2019). This 
is not a mere theoretical possibility but it is frequently an actuality that 
has disadvantaged subordinated social groups. Philosophical accounts 
of which virtues are best suited for individuals from diverse walks of life 
have in the past been instrumental in bringing about such unfairnesses. 
The account of virtues as the product of mindshaping practices offered 
in my chapter is intended to provide the theoretical background against 
which the epistemic and moral advantages and dangers inherent in char-
acter formation can appear in stark relief.

For this reason, and also because in my chapter I explicitly exclude 
any commitment to the radical view that mindshaping practices predate 
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mindreading abilities, I do not take Kidd’s careful examination of the 
virtues of empathetic understanding to stand in opposition to my view. 
It is perfectly possible that some ability to mindread empathetically is 
required for mindshaping to be effective; but, it is equally possible that 
mindshaping practices are instrumental in the development of the kind 
of cognitive abilities and dispositions involved in empathetic under-
standing. Be that as it may, Kidd, like Nguyen, focus on the value of 
virtue cultivation in the service of knowledge and understanding. I share 
their point of view, but its appreciation should not lead us to forget that 
character education, especially when carried out in societies marked by 
widespread inequity, is easily co-opted in the service of deepening injus-
tice rather than relieving it. This ease of co-option, my chapter indicates, 
is a by-product of the deeply collective epistemic function of intellectual 
virtues.
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1

When a person is labelled as an ‘extremist’ it is natural to suppose that 
this act of labelling serves at least two purposes: to describe and to eval-
uate.1 The implied evaluation is usually negative but what is the label’s 
descriptive content?2 Does it even have a definite descriptive content and 
is there a real feature of some individuals that answers to this content? 
I will argue that one real feature of individuals that the ‘extremist’ label 
picks out is their mindset. The idea that there is an extremist mindset 
is not new but existing accounts of this mindset are sketchy. This is 
partly a reflection of the fact that the idea of a mindset is far from clear. 
Some accounts of the extremist mindset represent it as a belief or way 
of believing. Others describe it as a way of thinking or thinking pattern. 
There is also the idea that it is an attitude or attitude disposition. One 
challenge, therefore, is to clarify the general idea of a mindset and, spe-
cifically, the notion of an extremist mindset.3

People are not the only entities that are described as extremists. As 
well as beliefs, ways of thinking and attitudes, this label also applied to 
ideologies, behaviour, policies, groups and movements. On a suitably 
expansive conception of ideology, ideologies are mindsets and extremist 
ideologies are, or give expression to, an extremist mindset.4 Extrem-
ist movements or groups can be understood as ones that subscribe to 
and are motivated by extremist ideologies. It follows that the extremist 
mindset also underpins extremism at the level of movements or groups. 
Extremist policies can also be understood as an expression of an extrem-
ist mindset. It should be noted that extremism is often characterised in 
terms of a commitment to violence. On the account given here, violent 
extremism is one form of extremism but extremism needn’t be violent.

Is an extremist mindset necessarily bad? Are there circumstances in 
which a person or group might deserve to be commended rather than 
condemned for being extremist? On the one hand, there is a strong in-
tuitive case for viewing the extremist mindset as epistemically, morally 
and politically vicious.5 On this view, extremism is to be countered by 
encouraging the development of a range of anti-extremist virtues. On 
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the other hand, it might also be held that extremism can be positive 
when it is extremism in support of a just cause. It has been suggested, 
for example, that the suffragettes were extremists but is this not a case 
in which extremism was justified? Extremism is partly a matter of being 
unwilling to compromise and there are surely some issues in relation to 
which there is no room for compromise. Votes for women is one such 
issue. It remains to be seen, however, whether such examples of the sup-
posed virtues of extremism are compelling.

One welcome consequence of a mindset approach to extremism is 
that the classification of a person or group or ideology as extremist isn’t 
simply a matter of opinion or an exercise in political rhetoric. No doubt 
the label ‘extremist’ is often applied for narrowly political reasons but 
if it is an objective matter whether someone has an extremist mindset 
then it is also an objective matter whether that person is an extremist. 
This is one sense in which the label ‘extremist’ picks out something real. 
Mindsets aren’t fictions. This is not to deny, however, that having an 
extremist mindset is a matter of degree. A person or group can be more 
or less extremist. Extremism isn’t all or nothing, and one evaluative 
question is whether extreme extremism is significantly worse than what 
might be called, somewhat oxymoronically, more moderate forms of 
extremism.

A test for any account of extremism is whether it delivers the correct 
verdicts about specific individuals or organisations. For example, an ac-
count of extremism is unacceptable if it implies that organisations like 
ISIS (the Islamic State of Iraq and Sham) or individuals like the Norwe-
gian mass murderer Anders Breivik are not extremists.6 In fact, there is 
no danger of the mindset approach delivering such perverse verdicts. The 
mindset of ISIS and its leaders is a paradigm case of an extremist mind-
set. Since extremism can be non-violent, there is also scope for examin-
ing the role of the extremist mindset in non-violent political conflicts. 
For example, it is arguable that non-violent extremism has played a role 
in the Brexit debate in the United Kingdom. To the extent that mindsets 
are psychologically real, a further question for the mindset approach is 
whether it accords with the empirical psychological evidence. As it hap-
pens, there is psychological evidence of a ‘Militant Extremist Mindset’ 
(MEM) and the papers in which this evidence is reported cast further 
light on the concept of a mindset.7

The discussion below will proceed as follows: Part 2 will explain the 
idea of a mindset and develop the notion of an extremist mindset. As 
understood here, the extremist mindset is constituted by, among other 
things, a distinctive set of attitudes, pre-occupations, emotions, and 
thinking patterns. These attitudes, pre-occupations, emotions and ways 
of thinking are liable to cause types of behaviour that are associated 
with, though not uniquely, extremism. The mindset approach to extrem-
ism will be compared to other approaches and be shown to be consistent 
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with the psychological evidence about extremism. It will also be shown 
to deliver the correct intuitive verdicts in particular cases.

Part 3 will explore the sense or senses in which extremism is epistem-
ically, politically and morally vicious. This will necessitate a brief dis-
cussion of what counts as an epistemic, political or moral vice. This will 
also be the place for a discussion of the supposed upside of extremism 
in relation to just causes. Regardless of whether the suffragettes were 
extremists, is it not conceivable that extremism might be politically vir-
tuous, that is, better able to advance just causes than moderation? Con-
ceivable, perhaps, but in practice the political harms done by extremism 
far outweigh any supposed benefits. The determination, implacability 
and tenacity displayed by campaigners for just causes should not be con-
fused with extremism.

Part 4 will explore the causes and sources of extremism as well as 
potential antidotes. Is the extremist mindset a personality trait or an 
acquired or inculcated politico-psychological posture? If it is acquired 
then it will need to be explained how it is acquired. One notion that is 
sometimes employed to explain the process of becoming an extremist is 
that of radicalisation. The suggestion is that people become extremists 
either by self-radicalising or being radicalised by others. Following a 
brief discussion of this suggestion, I will conclude by identifying some 
of the anti-extremist virtues that might have a part to play in countering 
extremism. If there are such virtues, then the practical challenge is to 
identify ways of educating for them.

2

The concept of a mindset will be familiar to some readers from the work 
of Carol Dweck. Mindsets in Dweck’s sense are ‘just beliefs’ (2012, 16). 
So, for example, what Dweck calls the ‘growth’ mindset is ‘based on 
the belief that your basic qualities are things you can cultivate through 
your own efforts’ (2012, 7). As understood here, mindsets are not just 
beliefs, and there is no ‘extremist mindset’ if that means that there is a 
single belief that all extremists have. Mindsets are closer to world views 
or frameworks through which the world is viewed and understood. They 
shape our beliefs and filter our perception of reality. In this respect, there 
is a parallel with Kant’s categories, but mindsets aren’t just concepts, any 
more than they are just beliefs.

Mindsets are partly constituted by pre-occupations. One’s beliefs are 
relevant to one’s mindset to the extent that they underpin and explain 
one’s pre-occupations. Two key extremist pre-occupations are persecu-
tion and purity.8 Extremists are typically pre-occupied with the idea 
that they belong to a persecuted or victimised group, and convince them-
selves that extreme measures are called for in response. Nazi propa-
ganda made much of the threat to Germany posed by a supposed Jewish 
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world conspiracy, and there are many other examples of extremists with 
lurid fantasies of victimisation and persecution. Anders Breivik justified 
the killing of 77 people in Norway in 2011 partly on the grounds that 
Christian civilisation was threatened by Islam. The threat of subordi-
nation to Islam is also a part of the mindset of Buddhist extremists in 
Myanmar, and many Muslim extremists see Islam as threatened by the 
‘Crusader’ West.

These examples might be thought to imply that the pre-occupation 
with persecution that plays a significant role in the extremist mindset 
is baseless, hence the characterisation of this pre-occupation as relying 
on lurid fantasies of persecution and victimisation. But what if the per-
secution is real? Would this then invalidate the description of mindsets 
that are pre-occupied with persecution as ‘extremist’? Not necessarily, 
since other elements of an extremist mindset might be present in a given 
case even if the persecution is genuine. It is still plausible, however, that 
the extremist mindset is paradigmatically pre-occupied with non-actual 
persecution. Where there is genuine persecution, such as the persecution 
of the black population of South Africa under apartheid, it might be ap-
propriate to refrain from describing those engaged in a struggle against 
such oppression as extremists, though much will depend on their other 
pre-occupations and other aspects of their mindset.

The purity with which extremists are pre-occupied can take many 
different forms: racial or ethnic, religious, ideological, and so on. For 
the Khmer Rouge in Cambodia, the pursuit of ideological purity was 
bound up with ‘a racialist project of ethnic purification’ (Kiernan 2008, 
xxx). For ISIS, what matters is religious purity. It sees itself as defend-
ing and promoting a pure and unadulterated form of Islam, grounded 
in a literal reading of the Koran. Carolin Emcke highlights ISIS’s ‘cult 
of purity’ (2019, 102) and its perception of itself as the only ‘authentic’ 
Muslims. Their lack of purity justifies the targeting of the polluted and 
impure by all available means, including violence and intimidation. For 
all the ideological differences between the Khmer Rouge and ISIS, their 
pre-occupation with purity points to a shared extremist mindset. Given 
the extent to which extremists are pre-occupied with purity, it comes as 
no surprise to find many of them engaged in acts of ethnic, ideological 
or religious ‘cleansing’.9

The attitudinal components of the extremist mindset are easily iden-
tified. One’s attitude towards something is one’s stance or posture 
towards it. A key extremist attitude, and one that flows from its pre- 
occupation with purity, is its attitude towards compromise. Extremists 
are bitterly opposed to compromising their ideals and objectives.10 As 
they see it, compromise is incompatible with purity, and this explains 
their perception of compromise as a form of betrayal that can never be 
countenanced. As well as flowing from its obsession with purity, ex-
tremism’s uncompromising attitude is related to its Manichaeism. If the 
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world is divided into good and evil, believer and infidel, and one thinks 
of one’s opponents as utterly depraved and misguided, then negotiating 
or compromising with them would amount to negotiating or compro-
mising with evil.

Extremism’s view of compromise is a reflection of its certainty in its 
own rectitude and the complete absence from its mindset of any element 
of self-doubt. Certainty and absence of self-doubt are epistemic postures, 
attitudes towards one’s own epistemic standing and that of one’s prin-
ciples and commitments. The extremist’s certainty is subjective, though 
taken to be objective. The extremist is totally convinced of the correct-
ness of his principles even though, objectively speaking, there is plenty of 
room for doubt. Certainty is not necessarily a sign of extremism. Being 
certain that two plus two is four or that slavery is indefensible does not 
make one an extremist. The extremist’s psychological certainty pertains 
to matters in regard to which an absence of doubt is inappropriate. The 
extremist is not only doubt-free in relation to his doctrinal commitments 
but also in relation to his own grasp of the truth. It is not just doubt that 
he lacks, but self-doubt. Like the ISIS supporters described by Graeme 
Wood in his study of the Islamic State, he revels in his self-confidence 
and luxuriates in the ‘banishment of uncertainty’ (2018, 103).

Another characteristically extremist attitude is a kind of indifference 
or insouciance about the practical implications or consequences of their 
policies. This practical indifference is helpfully characterised in the fol-
lowing terms by Scruton: extremism takes a political idea to its limits, 
‘regardless of unfortunate repercussions, impracticalities, arguments, 
and feelings to the contrary, and with the intention not only to confront, 
but to eliminate opposition’ (2007, 237). Extremists are not deterred by 
the notion that their approach will have catastrophic consequences for 
large numbers of people. For example, the Khmer Rouge was indifferent 
to the fact that their policies would result in the death by starvation 
of millions of Cambodians. For the extremist, such consequences are 
a price worth paying for ideological purity. Indeed, the true extremist 
goes even further than the character described by Scruton; the Khmer 
Rouge didn’t even regard the repercussions of their murderous policies 
as unfortunate. The extremist’s motto is: you can’t make an omelette 
without breaking eggs.

The practical indifference that is an element of extremism is the es-
sence of fanaticism. Fanatics have been described as ‘aggressive and po-
tentially violent ideologues’ (Saucier et al. 2009, 268). An ideologue is 
supposedly someone with ‘a high degree of commitment to an ideology’ 
(ibid.). It remains to be seen how talk of degrees of commitment is to be 
cashed out. Meanwhile, a natural thought is that the higher one’s degree 
of commitment to a principle the less one’s concern about any unfortu-
nate repercussions or impracticalities. The fanatic sees any unfortunate 
repercussions as a price worth paying. A person who is not practically 
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indifferent is not a fanatic even if they display several other characteris-
tics of the extremist. In practice, however, extremism and fanaticism go 
hand in hand.

The extremist’s unwarranted psychological certainty is usually sus-
tained by high levels of closed-mindedness and dogmatism.11 These can 
either be conceived of as character traits or as attitudes. For present 
purposes they are attitudes. Closed-mindedness consists in, among other 
things, having a poor appreciation of perspectives that are different from 
one’s own, a high degree of intolerance of alternative perspectives, and a 
tendency to reject information that is inconsistent with what one already 
believes. Dogmatism pertains to one’s specific doctrinal commitments 
rather than one’s epistemic conduct generally. It is an irrational commit-
ment to a fundamental doctrine.12 It stands to reason that extremists 
who are supremely convinced of the correctness of their doctrines will 
be hostile to alternative points of view. To the extent that these doc-
trines are themselves baseless, the extremist’s commitment to them is 
also likely to be irrational. The question of what, in general, makes a 
commitment irrational cannot be considered here.

The emotional components of the extremist mindset include hatred, 
fear and self-pity.13 Hatred of the ideological or religious Other is a 
major driving force of extremism. Extremists don’t just see individuals 
with a different take on reality as people with whom they disagree. As 
noted above, they see them as evil and depraved. Extremism’s hatred is 
tied to its sense of certainty. As Emcke notes, ‘hating requires absolute 
certainty’ because ‘you cannot hate and be unsure about hating at the 
same time’ (2019, xi). In its most extreme form, extremist hatred results 
in the ‘othering’ of one’s opponents. Othering is ‘the attribution of rela-
tive inferiority and/or radical alienness to some other/ out-group’ (Brons 
2015, 83). The ‘other’ is regarded as barely human, as an entity that can 
be ‘disregarded or denounced, injured or killed, without fear of punish-
ment’ (Emcke 2019, xii). This is ISIS’s attitude towards Jews, Christians 
and Shia Muslims, and it is how Buddhist extremists in Myanmar see 
the Rohingya.

Extremism’s hatred of the other is typically grounded, at least in part, 
in fear.14 Fear of the other is related to extremism’s pre-occupation with 
persecution by the other. One curious feature of this pre-occupation is 
that the persecution is usually imaginary. In most instances, the feared 
other poses no real threat to the extremist and is, indeed, itself a victim 
of persecution by extremists. Nevertheless, extremists like to think of 
themselves as victims. What Ruth Ben-Ghiat describes as the ‘cult of 
victimisation’ is at the core of their identity and explains the key role  
of self-pity in the extremist mindset.15 As O’Toole notes, self-pity com-
bines ‘a deep sense of grievance and a high sense of superiority’ (2019, 3). 
In Myanmar, Buddhist extremists have a deep sense of grievance against 
the Rohingya, but take the inferiority of the Rohingya for granted.
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Having identified its pre-occupations, attitudes and emotions it re-
mains to identify the styles of thinking or thinking patterns that are 
associated with an extremist mindset. Among these thinking patterns 
are catastrophic thinking, utopian thinking, apocalyptic thinking and 
conspiracy thinking. The blandest form of catastrophic thinking is the 
tendency to exaggerate the negative consequences of our life situations.16 
Extremist catastrophising goes well beyond that; it usually involves the 
idea of an impending catastrophe for the extremist’s in-group that can 
only be averted by extreme measures.17 The promise of extremism is that 
it is the route to utopia or, in the case of some religious extremists, para-
dise. Apocalyptic thinking consists of the tendency to think of the ideal 
end-state as attainable only after an apocalyptic battle with the forces 
of evil. This form of apocalyptic thinking is, for example, integral to the 
mindset of ISIS, which has even identified a town in Syria as the venue 
for one of its final battles.18

The relationship between extremism and conspiracy thinking deserves 
more attention than it is possible to give it here. For present purposes, 
it is sufficient to note that, as a matter of historical fact, conspiracy 
theories have often been used to promote extremism.19 Right-wing and 
left-wing extremists have both relied on the myth of a world Jewish con-
spiracy to justify their anti-Semitism, and both Hitler and Stalin were 
conspiracy theorists. Just as conspiracy thinking promotes extremism, 
extremism makes one more liable to engage in this type of thinking. 
There are extremists who are not a conspiracy theorist but the point of 
talking about an extremist mindset is not to identify strictly necessary 
conditions for extremism. The attitudes, pre-occupation, emotions and 
thinking patterns identified here are not all required for a mindset to 
qualify as extremist, but a reasonable number must be present. It is in 
this sense that these things are constitutive of extremism or the extrem-
ist mindset.

How has the extremist mindset been identified? On what basis is a 
given attitude or pre-occupation or emotion or thinking pattern said to 
be part and parcel of this mindset? The nature of the extremist mindset 
cannot be identified without reference to the mindset of actual extrem-
ists, that is, the mindset of individuals or groups that are widely regarded 
as extremist. This is the methodology employed in recent empirical work 
on the Militant Extremist Mindset (MEM). Specifically, it has been 
suggested that the description of this mindset should be ‘grounded on 
“themes” (recurrent patterns of thinking, feeling and behaving) based 
on explicit statements found in primary sources and characterising at 
least three different extremist groups’ (Stankov, Saucier and Knežević 
2010, 71). More recent work on the MEM has identified a total of 16 
key themes, including several that I have identified as components of 
the extremist mindset.20 These themes have been identified by induction 
rather than by a priori conceptual analysis.
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A key ingredient of MEM that has not been featured in the account 
that I have given is pro-violence, the belief that violence is a useful and 
legitimate means of achieving one’s goals. The omission of pro-violence 
and, indeed, actual violence from the extremist mindset is a reflection of 
the distinction between extremism and militant extremism.21 Extrem-
ism need not be violent or even pro-violence even if, in practice, a great 
deal of extremism is both of these things. The othering of out-groups 
can and often does result in violence but there are many non-violent 
means of oppressing the Other. It should be conceded, however, that the 
extremist individuals, groups and organisations on which I have based 
my account – anti-Rohingya extremists in Myanmar, the Khmer Rouge, 
Anders Breivik and ISIS - are all violent. To the extent that such individ-
uals and organisations are the basis of one’s understanding of extrem-
ism, there is no danger of the resulting account of extremism delivering 
the perverse verdict that they are not extremist.

The mindset approach to extremism contrasts with several other ap-
proaches. On what might be called a ideological conception of extrem-
ism, an extremist position ‘falls somewhere near the end or fringe of 
something close to a normal distribution’ (Nozick 1997, 296) along some 
salient political dimension. Left-Right is one such dimension but there 
are others, and positions that were once viewed as extreme ‘later often 
come to be viewed as somewhere in the center’ (Nozick 1997, 296). On 
this conception, an extremist move can be defined as ‘a move away from 
the centre and towards the extreme in some dimension’ (Wintrobe 2010, 
25). On a modal conception of extremism, in contrast, what counts is 
not what one believes but how one believes. Extremism is essentially ‘a 
characteristic of the way beliefs are held rather than their location along 
some dimension’ (Breton, Galeotti, Salmon and Wintrobe 2010, xiii). 
A methods conception of extremism holds that being an extremist is a 
matter of being willing to use or endorse extreme methods. Such meth-
ods are usually understood as violent, and it is in the methods sense that 
many terrorists are extremists.

Of these three conceptions, the second is the closest to the mindset ap-
proach. A question about modal extremism concerns its understanding 
of ‘the way beliefs are held’. This can be understood as a reference to the 
strength or intensity of the extremist’s beliefs. The most intense beliefs, 
on this view, are accompanied by the strongest or most intense feelings 
of conviction. Yet, as Ramsey notes, ‘the beliefs which we hold most 
strongly are often accompanied by practically no feeling at all; no one 
feels strongly about what he takes for granted’ (1931, 169). On an alter-
native reading, the strength of one’s beliefs is a function of one’s willing-
ness to give them up or compromise them. There are many reasons why 
a particular belief might be treated as immune to revision. Beliefs that 
help to define one’s world view or sense of identity are not easily given 
up. The problem with extremists is not that they have bedrock or ‘hinge’ 
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beliefs in this sense; we all do.22 The problem is that the specific princi-
ples or propositions they take for granted are in fact highly contentious 
and far from unproblematic.

Holding onto one’s beliefs and principles in a rigid and uncompromis-
ing manner is one element of the extremist mindset but there is much 
more to it than that. Given that having an extremist mindset is a matter 
of having certain specific pre-occupations, it is not possible to under-
stand extremism in purely formal terms, in terms of how one believes 
rather than what one believes. Extremism is, to some extent, a matter 
of what one believes. For example, a pre-occupation with loss of purity 
is a substantial rather than a purely formal feature of extremism. Be-
liefs about purity and victimhood are bedrock extremist beliefs. They, 
together with the other features of the extremist mindset, indicate that 
extremism is an ideology in its own right, and not just a way for one to 
hold onto one’s political or other beliefs regardless of their content.

This has a bearing on the question of whether extremism is compat-
ible with any political philosophy. For example, is it possible for one to 
be a liberal extremist? If extremism is simply a matter of ‘the way beliefs 
are held’ then there is no reason in principle not to classify some liberals 
as extremists. After all, liberals can be just as uncompromising about 
their core beliefs as those who are more usually classified as extrem-
ists. Yet it would be perverse to characterise uncompromising liberals as 
extremists if they are not pre-occupied with victimhood or purity and 
do not have an extremist thinking style. When a person is described as 
an extremist it is usual to ask ‘an extremist what?’. This is a legitimate 
question to ask, insofar as extremism can take many different forms. 
However, it does not follow that extremism can be combined with any 
political or religious beliefs, or that describing a person as an extremist 
on its own implies nothing about their substantive commitments. There 
must be some such commitments, or least pre-occupations, if this label 
is to apply. The complete absence of hatred and a lack of practical in-
difference are also incompatible with extremism. Liberals who do not 
hate their opponents, do not engage in othering, and are not practically 
indifferent are just not extremists, regardless of how rigidly they hold 
on to their core values. This is the truth in the ideological conception of 
extremism: people whose politics place them close to the centre of a nor-
mal distribution are highly unlikely to have the substantive ideological 
commitments required for them to qualify as extremists.

3

What is wrong with having an extremist mindset? Is such a mindset 
morally, politically or epistemically vicious? It is easy to make the case 
that extremism is a moral failing. It is a moral failing to be indifferent to 
the consequences of one’s actions and policies for other human beings. 
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It is a moral failing to engage in the ‘othering’ of people with whom one 
disagrees, and it is morally indefensible to be motivated by a concern for 
ideological, religious or racial purity. Whatever else there is to say about 
virtues, they are ‘in general beneficial characteristics, and indeed ones 
that a human being needs to have, for his own sake, and that of his fel-
lows’ (Foot 1978, 3). An extremist mindset is not, in general, beneficial, 
even if there are circumstances in which it might be. Extremism is not a 
virtue, and the harms done by extremists over the years suggest that it 
is, in fact, a vice.

For present purposes, epistemic vices can be understood as character 
traits, attitudes or thinking styles that get in the way of the gaining, 
keeping or sharing of knowledge.23 As well as getting in the way of 
knowledge, epistemic vices are personal qualities that merit criticism or 
blame. The closed-mindedness and dogmatism that characterise the ex-
tremist mindset both get in the way of knowledge and merit criticism. 
The various thinking patterns that are part and parcel of the extremist 
mindset are no less epistemically problematic. Conspiracy thinking, or 
what psychologists refer to as a ‘conspiracy mentality’, leads extremists 
to endorse fallacious or even contradictory conspiracy theories.24 Cata-
strophic thinking is an obstacle to knowledge of one’s actual situation or 
prospects, and the apocalyptic thinking which groups like ISIS find so 
irresistible further weakens their grip on reality. It is also arguable that 
one is responsible for one’s own thinking and attitudes.25 In that case, 
there is no prospect of extremists being immune to blame or criticism 
for their extremist thinking patterns and attitudes on the basis that they 
aren’t responsible for them.

Political vices have been defined as ‘persistent dispositions of charac-
ter and conduct that imperil both the functioning of democratic political 
institutions and the trust that a diverse citizenry has in the ability of 
those institutions to secure a just political order of equal moral standing, 
reciprocal freedom, and human dignity’ (Button 2016, 1). One might 
quibble about some aspects of this definition. One might want to al-
low attitudes, thinking patterns and even emotions to counts as political 
vices. There is also the question of whether political vices should be 
identified exclusively by reference to their effect on democratic political 
institutions or, for that matter, by reference to their effect on a nation’s 
political institutions rather than its political culture more generally. The 
basic point, however, is that political vices are politically damaging. One 
of the effects of extremism, indeed one of its intended effects, is polari-
sation. If extremism causes polarisation and the latter is politically dam-
aging then that is one reason to classify extremism as politically vicious. 
No doubt there are plenty of others.

The claims that extremism causes polarisation and that the latter is 
politically damaging will not be defended in any detail here, though 
both seem obvious enough. The recent history of the United States and 
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United Kingdom amply demonstrates that polarisation is politically dys-
functional and causes severe difficulties for political institutions that 
were designed on the assumption of a broad consensus about fundamen-
tal values. The role of extremism in causing polarisation follows from 
its pre-occupation with purity, its tendency to engage in othering and its 
propensity for conspiracy thinking. In a recent analysis of extremism, J. 
M. Berger defines it as ‘the belief that an in-group’s success or survival 
can never be separated from the need for hostile action against an out-
group’ (2018, 170). If this belief is part of the extremist mindset, then 
possession of that mindset is almost bound to cause the in-group and 
out-group to polarise.

Yet this line of argument faces the following apparently seductive re-
sponse: there are surely circumstances, including some that are far from 
unusual, in which extremism is the only way to achieve worthy and dem-
ocratically desirable objectives. In such cases, it can be an asset to have 
an extremist mindset, and there are plenty of examples of extremists 
who have done more good, politically speaking, than their more moder-
ate allies. Indeed, not only is it possible that extremists are more effective 
than moderates but also that political actors at the far end of the extrem-
ist spectrum are even more effective than more ‘moderate’ extremists. 
If extremism can be politically beneficial in circumstances that are far 
from unusual, does this not call into question the idea that extremism is 
politically vicious?

Consider, again, the case of the suffragettes. On one view, they (or 
some of them) were extremists who campaigned successfully for votes 
for women, and their extremism was a significant factor in explaining 
their success. Since their extremism was politically effective and in a just 
cause, there is no reason to regard it as politically vicious. As it helped 
to overturn an obvious injustice – discrimination against women – it 
can also be regarded as morally virtuous rather than vicious. Finally, 
their extremism was epistemically beneficial to the extent that it gave 
them a clear insight into social and political injustices that were invisible 
to more moderate political opinion. In a similar vein, it might be said 
that the extremism of the African National Congress (ANC) in its battle 
against apartheid was justified and necessary; there was little hope of 
overthrowing apartheid by moderation. The ANC, with its extremist 
mindset, saw what needed to be done and did it. This, therefore, looks 
like another case in which extremism proved morally, politically and 
epistemologically beneficial.

In what sense were the suffragettes and the apartheid era ANC ‘ex-
tremists’? The usual explanation refers to the means or methods they 
employed. The ANC was engaged in armed struggle against the South 
African government and carried out acts of terrorism for which it was 
later held to account by its post-apartheid Truth and Reconciliation 
Commission. Some of the ANC’s terrorist acts resulted in the deaths of 
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civilians, including children. The bombings and arson carried out by the 
suffragettes were also clearly terrorist acts, regardless of whether they 
were justified.26 It follows that both the ANC and the suffragettes were 
extremists in the methods sense. What is less clear is whether their use of 
extremist methods was effective. It is arguable that terrorist acts carried 
out by the ANC contributed little to the overthrowing of apartheid. The 
case of the suffragettes is even more complicated because, aside from 
questions about the effectiveness of their methods, there are also ques-
tions about their cause: unlike the ANC, they were not campaigning for 
universal adult suffrage.27

The present question is not whether terrorism is politically, mor-
ally or epistemically vicious but whether an extremist mindset is vi-
cious in any of these senses. Just as it is possible to have an extremist 
mindset without condoning or using violence, so it is possible to be 
pro- violence without having an extremist mindset. There is little ev-
idence, for example, that Nelson Mandela or other senior members 
of the ANC had an extremist mindset despite being pro-violence, in 
the sense that they argued for an armed struggle against apartheid.28 
They did not engage in othering, were not pre-occupied with purity, 
and were responding to actual as distinct from imaginary oppression. 
People with an extremist mindset would not have set up a Truth and 
Reconciliation Commission after victory. If this is right, then the ANC 
provides no support for the idea that an extremist mindset can be ben-
eficial or virtuous. Its leadership did not have an extremist mindset, 
and its greatest achievements would not have been possible with such a 
mindset. Similarly, it is hard to make the case that the suffragettes’ ex-
tremist mindset – if they did indeed have such a mindset –  contributed 
to their achievements.

The point of these considerations is not to suggest that it is abso-
lutely inconceivable for an extremist mindset to be beneficial. The point 
is rather to suggest that convincing examples of this are much harder 
to find than one might suppose. Whether or not an extremist mindset 
is invariably harmful, the moral, political and epistemic harms that it 
normally causes are both systematic and predictable. This is enough to 
justify the classification of it as a moral, political and epistemic vice. The 
contrary view is sometimes based on a simple misreading of examples, 
such as those discussed above, of supposedly benevolent extremism, and 
sometimes on another simple misunderstanding: it is true that successful 
political campaigns against injustice require such qualities as determi-
nation, implacability and tenacity, and that many extremists have these 
qualities. However, it is possible to have these qualities without having 
an extremist mindset and the benefits of determination, implacability 
and tenacity in a just cause are more than likely to be cancelled out by 
the vicious aspects of such a mindset. There is therefore no reason to 
revise the initial verdict that extremism is a vice.
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4

The remaining question is: how does a person come to have an extrem-
ist mindset? Is it an innate personality trait or is it acquired?29 If it is 
acquired, how is it acquired, and what can be done to counter it? The 
empirical work in this area tends to focus on MEM. One view is that in 
the right conditions anyone is capable of becoming a militant extrem-
ist because MEM draws on ‘certain natural human tendencies’ (Saucier  
et al. 2009, 257). On the other hand, in a given context some individuals 
‘may be more prone than others to take on this mind-set’ (Saucier et 
al. 2009, 257). How are such variations to be accounted for? Psychop-
athy might be one factor. This is taken to be a trait consisting of four 
characteristics: callousness, manipulativeness, lack of inhibition and 
anti-social behaviour. Sadism is another potentially relevant factor. Ac-
cording to one study, ‘proviolence was found to be predicted by sadism 
and psychopathy’ (Međedovic and Knežević 2018, 99). Other research 
has found evidence to link extremist sympathies to common mental dis-
orders such as depression (Bhui et al. 2019, 6).

Suppose that the process of acquiring an extremist mindset (militant 
or otherwise) is described as the radicalisation process. Aside from the 
psychological or other factors that pre-dispose a person to radicalise 
there is also the question of how the radicalisation process itself works. 
In truth, there are likely to be many such processes, and multiple differ-
ent pathways to an extremist mindset if one doesn’t already have it.30 
Extremist ideologies reinforce an extremist mindset but one might sup-
pose that such ideologies are only attractive to individuals who have 
this mindset to begin with. Some accounts of radicalisation see it as 
something that happens to a person, through physical or online contact 
with extremist ideologues. Other accounts question the assumption that 
extremism is a ‘communicable disease’ (Wood 2018, 179) to which some 
people are vulnerable. They see it more as an expression of an individu-
al’s agency, as is suggested by talk of self-radicalisation. There are also 
questions about the role of group dynamics in the radicalisation process, 
with some influential accounts insisting that extremists who only come 
into contact with other extremists, and are prevented from interacting 
with people with different views, are likely to have their extremism re-
inforced. The resulting ‘crippled epistemology of extremism’ (Hardin 
2010) is the result of group dynamics rather than individual choice. It is 
groups that are ‘the natural habitat of extremism’ (Breton and Dalmaz-
zone 2010, 55).

The jury is still out on whether and how an extremist mindset is 
acquired. However, regardless of how a person comes to have an ex-
tremist mindset, there is the practical question of what, if anything, 
can be done to counter this mindset. A natural thought is that if having 
an extremist mindset is partly a matter of how one thinks, then one 
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way to counter this mindset is to cultivate or inculcate thinking styles 
that are antithetical to extremist thinking.31 Anti-extremist thinking 
will be realistic rather than utopian or catastrophic. It will respond to 
conspiracy and apocalyptic thinking with healthy doses of scepticism, 
humour and irony. As Emcke observes, ‘what is needed is a culture of 
enlightened doubt and irony – because those genres of thinking are most 
inimical to the rigorist fanatics and racist dogmatists’ (2019, 111). If 
extremists or proto-extremists can be trained to ask questions like ‘is 
that true?’, ‘is there any evidence for that?’, ‘do they know what they are 
talking about’, and to ask these questions as a matter of course, then it 
should be possible to counter any extremist tendencies in their thinking. 
Such questions might also serve as an antidote to the extremist’s pre- 
occupations with persecution and purity, to the extent that such pre- 
occupations are baseless.

Just as extremist thinking needs to be countered by antithetical think-
ing patterns, so the attitudes that underpin extremism need to be coun-
tered by antithetical attitudes. Scepticism is again the key. Introducing 
doubt and self-doubt into the extremist mindset is a way to undermine 
its excessive certainty and uncompromising attitude. Extremists need, 
somehow, to be made comfortable with difference, ambiguity and un-
certainty. Uncertainty is, in turn, a cure for hate if Emcke is right about 
hating requiring absolute certainty. Finally, greater open-mindedness, 
if such a thing can be taught, is the obvious antidote to the extremists’ 
closed-mindedness and dogmatism. Above all, their othering tendencies 
need to be countered by helping them to see people who do not share 
their outlook as human beings who are not to be killed or tortured in the 
name of some supposed greater good.

Many of these antidotes to an extremist mindset are examples of in-
tellectual or moral virtues. Talk of ‘virtue’ is helpful in this context for 
reasons that were set out some years ago by Philippa Foot. The Aristo-
telian virtues, Foot points out, are corrective, ‘each one standing at a 
point at which there is some temptation to be resisted or deficiency of 
motivation to be made good’ (1979, 8). As noted above, the extremist 
mindset draws on certain natural human tendencies. This evidence indi-
cates that fanatical thinking patterns are ‘somewhat common’ and that 
the base rate of such thinking in the population at large ‘does not appear 
to be low’ (Saucier et al. 2009, 267). If this is right then extremism in one 
form or another is an example of a temptation to be resisted through the 
cultivation of corrective anti-extremist virtues. There would be no rea-
son to regard scepticism and irony as virtues in this sense if extremism 
in one form or another were not something by which large numbers of 
people are tempted. Extremism is the disease for which corrective anti- 
extremist virtues are the antidote.

How is this antidote to be administered? Can open-mindedness 
be taught? How can a person who is prone to extremist or fanatical 
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thinking be made comfortable with ambiguity and uncertainty? At least 
some anti-extremist virtues are intellectual virtues. In a useful discus-
sion, Baehr argues that ‘fostering growth in intellectual virtues should 
be a central educational aim’ (2014, 107) and outlines seven practical 
measures for doing this in an educational setting. Not all anti-extremist 
virtues are character traits, and a number of them – such as the ability 
to see out-group members as human beings – might more accurately be 
characterised as moral rather than intellectual virtues. The extent to 
which they can be fostered in an educational setting remains an open 
question. It is an empirical question whether the measures described by 
Baehr are effective. If they are effective then there is hope for the project 
of countering extremism by education.

This approach to countering extremism has more going for it than 
some governmental responses. For example, the U.K. government de-
fines extremism as ‘vocal or active opposition to fundamental British 
values, including democracy, the rule of law, individual liberty and 
the rule of law’.32 The inadequacy of this definition is perhaps too 
obvious to need spelling out. Its unfortunate practical consequences 
have included the placing of an ‘active duty’ on schools to promote 
fundamental British values, in the vain hope that the promotion of 
these values may contribute to countering extremism.33 Yet if extrem-
ism is understood as a mindset, with its distinctive pre-occupations, 
attitudes, emotions and thinking patterns, then extolling the virtues 
of the rule of law and democracy is unlikely, on its own, to have 
much impact, beyond fuelling the sense of resentment felt by margin-
alised individuals and communities. A more constructive approach is 
needed, and the discussion above suggests that it might prove fruitful 
to focus on equipping citizens at an early age with a range of vir-
tues that will reduce their susceptibility to extremism. If an extremist 
mindset is the problem, then tackling that mindset must be part of 
the solution.

These recommendations are of particular importance today because 
of the extent to which recognisably extremist pre-occupations, atti-
tudes and thinking patterns have entered the political mainstream. 
To take just one example, the supposed victimisation of the United 
Kingdom by the E.U. has been a key pre-occupation of many English 
supporters of ‘Brexit’, Britain’s exit from the European Union. What 
O’Toole describes as ‘a genuine national revolution against a phoney 
oppressor’ (2019, 164) – the E.U. – is very much in keeping with the 
extremist cult of victimhood. The fantasy of Brexit as a revolt against 
oppression both creates and exploits a sense of national self-pity. The 
uncompromising attitude of the more extreme pro-Brexit faction in 
British politics is explained by its pre-occupation with victimhood, 
as well as its hankering after the purest form of Brexit – a so-called 
‘clean’ Brexit.
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The issue here is not whether Brexit is an extremist policy but whether 
the arguments in its favour deployed by its most committed proponents 
are expressive of an extremist mindset. This question must be answered 
in the negative if all extremism is violent or pro-violence. On the whole, 
violence is not on the Brexit agenda but it is a mistake to stipulate that 
extremism must be violent. The mindset of the most hard-line supports 
of Brexit is an extremist mindset, not in the sense that it is pro-violence 
but rather in the sense that its pre-occupations, attitudes and styles of 
thinking are one that will be familiar to anyone who has made a study 
of this mindset in other, perhaps more familiar contexts. The result-
ing polarisation of British politics is, again, something that could have 
been predicted by anyone with even a passing familiarity with the way 
that extremists operate. Extremism is a spectrum and it is a serious 
matter if even mainstream political movements are somewhere on this 
spectrum.

Notes
 1 The extremism I am concerned with in this paper is political extremism. 

There are, of course, several other varieties.
 2 On the relationship between the descriptive and evaluative content of the 

‘extremist’ label see Nozick (1997, 299).
 3 Nozick notes that ‘a simple definition of extremism is not really possible’ 

but that there is ‘a cluster of features, some more central than others, that 
constitutes what might be called an extremist syndrome’ (1997, 296). In the 
same way, there is a cluster of features, some more central than others, that 
constitute an extremist mindset. In the present discussion I don’t try to rank 
the suggested features of an extremist mindset in order of importance.

 4 The suitably expansive conception of ideology I have in mind is what Ray-
mond Geuss calls ‘ideology in the descriptive sense’. This includes, as well as 
the beliefs of the members of a group, ‘the concepts they use, the attitudes 
and psychological dispositions they exhibit, their motives, desires, values, 
predilections, works of art, religious rituals, gestures, etc.’ (1981, 5). There 
are many items on this list that help to constitute a person’s mindset. 

 5 Labelling someone as an ‘extremist’ is rarely understood as a way of compli-
menting them.

 6 On ISIS, see McCants (2015), Wood (2015) and Wood (2018). On Breivik, 
see Seierstad (2016).

 7 See Saucier et al. (2009), Stankov, Saucier and Knežević (2010) and Međe-
dovic and Knežević (2018).

 8 A third extremist preoccupation which, for reasons of space, will not be 
discussed here, is with a mythic or mythologized past. For an account of 
this preoccupation in relation to fascism, see the opening chapter of Stanley 
(2018). See, also, Saucier et al. (2009, 261) and O’Toole (2019, 75–109).

 9 The purity preoccupation is related to what Jonathan Haidt calls the ‘sanc-
tity/ degradation foundation’ of conservative morality. If Haidt is right about 
conservatism’s preoccupation with ‘stain, pollution and purification’ (2012, 
171) then one might conclude that conservatism is more likely to be associ-
ated with extremism than outlooks that do not have this preoccupation.
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 10 As Nozick notes, a key question is how we distinguish the extremist’s 
non-compromising position from a principled one. As he points out, ‘even 
if one has principles and is convinced that they are right, there can be non- 
authoritarian ways of maintaining them; one can still be willing to listen 
to and consider counter-arguments’ (1997, 297). Those with an extremist 
mindset are unwilling to listen or consider counter-arguments. This aspect 
of the extremist mindset is closely related to its closed-mindedness.

 11 These vices are discussed in much greater detail in Cassam (2019a), espe-
cially Chapters 2 and 5.

 12 Roberts and Wood (2007, 194–195). See, also, the account of dogmatism in 
Chapter 5 of Cassam (2019a).

 13 On hate, see Emcke (2019). On fear, see Appadurai (2006). Self-pity is the 
focus of O’Toole (2019). Another basic extremist emotion is anger, as de-
scribed in Mishra (2018).

 14 In particular, there is what Appadurai calls ‘fear of small numbers’. See  
Appadurai (2006).

 15 Ben-Ghiat is quoted in a Washington Post article as describing a cult of vic-
timization as part of the persona of leaders with authoritarian tendencies. 
The title of the Post article, published on 28 September 2019, says it all; 
‘Staring down impeachment, Trump sees himself as a victim of historical 
proportions’. A similar point is made by Jason Stanley in Chapter 6 of his 
book on fascism (Stanley 2018).

 16 See Cassam (2019a, 177).
 17 In their account of what they call ‘catastrophizing’, Saucier et al. note that 

‘among militant extremists, there may be an obsession with events per-
ceived as catastrophic and a tendency to portray situations as desperate’ 
(2009, 261).

 18 There are vivid accounts of ISIS’s obsession with the apocalypse in McCants 
(2015), Wood (2015) and Wood (2018).

 19 As argued in Cassam (2019b).
 20 See Saucier et al. (2009).
 21 On the role of pro-violence in militant extremism see Stankov, Saucier and 

Knežević (2010).
 22 As Wittgenstein puts it, ‘the questions we raise and our doubts depend on 

the fact that some propositions are exempt from doubt, are as it were like 
hinges on which those turn’ (1969, 341). The propositions that extremists 
regard as exempt from doubt are no such thing.

 23 See Cassam (2019a) for a defence of this approach.
 24 Wood, Douglas and Sutton (2012).
 25 This claim is defended in Chapter 6 of Cassam (2019a).
 26 This controversial view of the suffragettes is defended in Webb (2014). For a 

contrary view, see the letter by June Purkis published in The Guardian on 6 
June 2018.

 27 Webb (2014).
 28 It follows from this that it is possible to be a terrorist without being an 

extremist, just as it is possible to be an extremist without a terrorist. As 
understood here ‘extremism’ is a mindset. Terrorism is a tactic. Members of 
the ANC who planned and carried out bomb attacks that predictably killed 
civilians were terrorists but it is a further question whether their mindset 
was extremist. 

 29 While acknowledging that he is not a psychologist Nozick speculates in his 
brief discussion of extremism that ‘there is a determinate extremist person-
ality’ (1997, 298).
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 30 As argued in Cassam (2018).
 31 See Saucier et al. (2009) for one version of this approach.
 32 See, for example, H.M. Government (2015).
 33 H.M. Government (2015).
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Commentary on Quassim Cassam’s ‘The Vices and 
Virtues of Extremism’

Barend de Rooij and Boudewijn de Bruin

The Reign of Terror in France, the Red Army Faction in Germany, 
Khmer Rouge, Islamic Jihad – examples of extremism abound. But what 
is extremism, and how does it differ from fundamentalism, radicalism, 
fanaticism or terrorism?

Perhaps the most straightforward answer is to take the term at face 
value: extremist views about a topic are views at the very tails of the 
distribution of possible views about the topic. But reading Cassam’s 
timely and thought-provoking vice epistemological account of extrem-
ism shows that such a definition would be far too simple.

According to the view Cassam defends extremism is – in brief – an 
epistemically vicious pre-occupation with purity and persecution, often 
accompanied by feelings of hatred. We gladly take the opportunity to 
raise a few hopefully constructive questions and comments. Our per-
spective is policy.

From such a perspective, it may be interesting to start with the obser-
vation that the widely embraced Rome Memorandum on Good Practices 
for Rehabilitation and Reintegration of Violent Extremist Offenders 
specifically recommends the inclusion of ‘cognitive skills programmes’: 
‘States could consider developing cognitive programs that assist offend-
ers in defining the issues that pushed them towards violent extremist 
behaviors in the first place and subsequently in formulating objectives 
and identifying and implementing solutions.’1

To teach offenders cognitive skills (or epistemic virtue, for that mat-
ter), we need to know why they lack them. The literature on extremism 
uncovers a harrowing array of factors contributing to a person’s extrem-
ism, including sexual abuse, domestic violence, alcohol and drugs, or 
just about everything that creates an environment in which little stands 
in the way of being justified in believing that one is humiliated, ostra-
cised, or degraded. No wonder that in such environments one adopts 
the simplistic world view of ‘us’ versus ‘them’, of good ‘friends’ versus 
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evil ‘foes’, as policy-oriented criminological research suggests. Some ev-
idence suggests that for individuals in such disadvantaged environments 
us–them thinking may actually be a quite rational generalisation of real 
lived experiences with Islamophobia and racial discrimination. This re-
sponse is likely reinforced by the way ‘the West’ sees them: ‘The world 
has changed tremendously in the last ten years, and that has affected me 
a lot personally. I grew up believing I was an Amsterdam girl. But after 
9/11 I became ‘a Muslim’. I remember well receiving the first call after 
the attacks from a journalist who wanted to know how I, as a Muslim, 
felt about what had happened. I was being reduced to a single label: I 
was no longer simply a town councillor, but ‘the Muslim’ town council-
lor. That hurt a lot.’2

Us–them thinking is linked, in this policy literature, to a second el-
ement: the experience of injustices, perpetrated by the out-group, the 
‘them’: nobility, capitalists, communists, religious groups.

Following this literature, an extremist is a person who (i) experiences 
injustice, (ii) attributes this to members of an out-group, (iii) consid-
ers available solutions to rectify the injustice and (iv) selects an extreme 
(typically violent) solution.

Is such a view compatible with Cassam’s account in which purity and 
persecution, rather than us–them thinking and injustice are at the fore-
front? Experiences of persecution may be the starting point of radicali-
sation, but are they always? Could the account be relaxed somewhat so 
as to include a concern with injustice? Is a concern with purity perhaps 
not ultimately a special case of an unjustifiable representation of the so-
cial world in terms of ‘us’ (good, true, unadulterated) versus ‘them’ (bad, 
false, contaminated)?

Being pre-occupied with purity and persecution is, for Cassam, not in 
itself an indication of an extremist mind. As we saw, such pre- occupation 
has to be accompanied by epistemic vice, which gave us our clear en-
trance to the policy literature. Still, however, some questions remain.

We wonder, for instance, how easy a task it is to determine whether 
epistemic vice should count as an indication of extremism. An unwill-
ingness to compromise, for example, may just be very appropriate in 
the domain of such important causes as racial justice or religious free-
dom. From a policy perspective, we may actually want to avoid branding 
someone as epistemically vicious lest we frustrate attempts at resociali-
sation and rehabilitation.

Consider the various initiatives aimed at establishing restorative jus-
tice. Offenders and victims are brought together to facilitate the giv-
ing of forgiveness, or to foster mutual understanding and to reduce the 
force of us–them thinking. Such initiatives were trialled in Spain (ETA), 
Italy (Anni di piombo), and Northern-Ireland (Troubles).3 Similarly, 
work with extremist Salafi (e.g., at the Brixton Mosque in London) sug-
gests that a highly effective method of deradicalisation involves inviting 
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charismatic and respected Salafi theologians to point out the errors in 
extremist interpretations of Islamic sources. In such experiments, one 
determining success factor is the focus on commonality (a pure reading 
of the early sources of Islam), not difference – not vice. One might see 
this as an application of the principle of charity.

This leads naturally to our final question. Assume a standard economic 
approach explaining human behaviour in terms of expected utility max-
imisation. This model is increasingly valuable to explain the adoption of 
beliefs as well. It’s not perfect, but it at least helps us to ask the question 
of what ‘incentives’ people have to adopt (in our case) extremist beliefs. 
Some people join extremist groups for reasons to do with the ideology. 
But many have only a very superficial grasp of the ideology. They want 
to escape from home, desire revenge, are in it for adventure, have ro-
mantic reasons, feel attracted to the warmth of the group, or want to 
do penance for their alleged sins. The economic model presents policy 
makers with the challenge to create an alternative that is more attractive 
than extremism: a competitor. We take it that Cassam has successfully 
shown that for someone to appreciate an alternative as a better option, 
they have to see things right, and this requires epistemic virtue. This is 
not an easy task at all, but we believe that vice epistemology is develop-
ing in a direction that might help policy makers to design the ‘cognitive 
skills programmes’ that the Rome Memorandum recommends.

Notes
 1 Good Practice Number 15. See https://www.thegctf.org/Portals/1/

Documents / Framework%20Documents /2016%20and%20before /
GCTF-Rome-Memorandum-ENG.pdf.

 2 Marjo Buitelaar, ‘Discovering a different me’: Discursive positioning in 
life story telling over time, Women’s Studies International Forum, Vol. 
43, March–April 2014, pp. 30–37, at p. 33, https://doi.org/10.1016/j.
wsif.2013.07.017, quoting Fatima Elatik, a well-known Moroccan–Dutch 
administrator. One may recall George W. Bush’s statement to the effect that 
‘Every nation in every region now has a decision to make: Either you are 
with us or you are with the terrorists.’ See https://www.washingtonpost.
com/wp-srv/nation/specials/attacked/transcripts/bushaddress_092001.html

 3 See https://ec.europa.eu/home-affairs/sites/default/files/what-we-do/ 
networks/radicalisation_awareness_network/ran-papers/docs/ran_ 
cons_overv_pap_restor_just_pcve_vot_10022021_en.pdf.



The social epistemic duties of institutions in preventing 
extremism

Marco Meyer

Cassam argues that what defines extremists is a particular kind of mind-
set. This mindset is constituted by two factors: a pre-occupation with 
the idea of being persecuted or victimised, and a pre-occupation with 
‘purity’, be that along ethnic, religious or ideological lines. These fac-
tors explain the extremists’ uncompromising attitude. Extremists, Cas-
sam argues, have a sense of certainty in the rectitude of their mindset 
which is as great as it is unwarranted. It feeds off the epistemic vices of 
closed-mindedness and dogmatism. The extremist mindset also comes 
with distinctive emotions and thinking patterns. Extremists character-
istically experience hatred, fear and self-pity. The interplay of a con-
cern with persecution as well as with self-pity leads to thinking styles 
that are both utopian and catastrophic, as well as both apocalyptic and 
conspiracist.

Cassam’s goal is to describe the mindset approach to extremism and 
demonstrate its advantages over competing approaches. I will focus on 
what role epistemic virtues can play in defusing extremism. Cassam of-
fers some important pointers in his article. Virtues are, as he puts it, 
an antidote to extremism. How can virtues protect against extremism? 
Cassam appeals to Philippa Foot’s insight that Aristotelian virtues are 
corrective. They help us to resist temptation.

This view of virtues raises three questions with respect to their pro-
tective power against extremism: What are the temptations that extrem-
ists give in to? Who is best placed to address these temptations – the 
extremist- in-making, or people or institutions other than the extremist? 
And: Which virtues are effective in resisting these temptations?

The temptations of extremism

I take most of my knowledge about extremism from the UK Prevent 
strategy (HM Government 2011). The report is based on academic 
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studies, intelligence work and consultation with organisations working 
to prevent extremism.

The report concludes that people at risk of radicalisation are in search 
for identity, meaning and community (HM Government 2011, 5.22). If 
these are the temptations that give rise to extremism, we are all subject 
to them at several points in our lives. The report also finds that extrem-
ism is more prevalent among the young and lower socio-economic and 
income groups (HM Government 2011, 5.26). Yet only a small percent-
age of people that fit these descriptions develop an extremist mindset. 
What explains the difference between most of us and people who be-
come extremists?

Cassam makes the case that differences in the mindsets of people at 
risk of radicalisation have a lot to answer for. The extremist’s mindset, 
he maintains, is morally, politically and epistemically vicious. Vices are 
traits that their bearers have a certain degree of responsibility for.

The role of institutions

I agree with Cassam that people at risk of becoming radicalised have a 
responsibility to develop virtues that protect them against extremism. 
Yet there is at least one other place to look for an explanation for why 
some people get radicalised and others don’t. Based on research in social 
movement and social network theory, the Prevent Strategy argues that 
radicalisation is a social process that happens in small groups (HM Gov-
ernment 2011, 5.23). That is consistent with Cassam’s claim that groups 
are the natural habitat of extremism. The Prevent Strategy reports that 
extremism is strongly associated with a perception of discrimination 
and the experience of racial or religious harassment (HM Government 
2011, 5.22). It goes without saying that institutions bear at least some 
responsibility for protecting their subjects, at risk of radicalisation or 
not, against discrimination and harassment. Yet I want to focus here on 
whether these institutions have the responsibility to develop epistemic 
virtues that protect people against radicalisation.

Social epistemic virtues for institutions

Social epistemic virtues relate to the epistemic environment. We are all 
reliant on the people around us to attain epistemic goods. Epistemic 
goods include knowledge and understanding. If finding meaning and 
community are indeed unmet needs in people at risk of extremism, mak-
ing sense of the social world seems a particularly pertinent epistemic 
good. Who we interact with when making sense of our experiences mat-
ters for the meaning we attach to these experiences. Yet many of the 
institutions in which people spend much of their time give them little 
choice about the company they keep, or how their epistemic environment 
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is structured. The Prevent Strategy finds that radicalisation happens in 
schools, faith institutions, prisons and on social media platforms.

Since these institutions play a large role in structuring the epistemic 
environment of people subject to them, they have a responsibility to 
develop social epistemic virtues that prevent extremism. The virtues 
required are other-regarding – they benefit people subject to the institu-
tion, not the institution itself.

To start with, institutions need to understand the structure of the so-
cial networks that institutions create for their subjects, in a way that 
respects privacy and self-determination. There is evidence that social 
media platforms drive polarisation, for instance about vaccination 
(Schmidt et al. 2018). Epistemic social networks are easier to study in 
an online environment than offline. We should not conclude that social 
media platforms are the only culprits just because we have less research 
on institutions like schools, prisons and faith organisations.

Institutions should also make deliberate choices about the structures 
they set up. Students are exposed to the views of all of their classmates 
on a controversial topic rather than just their group of friends if teachers 
debate the topic in class. Social media platforms should take diversity 
of opinion into account when selecting the news items that they dis-
play to their users, not just engagement. At a minimum, institutions 
should not degrade the epistemic environment in a way that supports 
radicalisation.

In addition to placing the burden of developing epistemic virtues that 
protect against extremism, we should place at least as much emphasis on 
holding institutions responsible for developing the social epistemic vir-
tues that can prevent extremism. These virtues are other-regarding, and 
include virtues connected to the monitoring of the epistemic networks 
of their subjects, as well as ameliorating the structures that give rise to 
epistemic networks amenable to radicalisation.
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Rejoinder to Barend de Rooij and Boudewijn de 
Bruin and Marco Meyer

Quassim Cassam

In their sympathetic and thoughtful remarks, de Rooij and de Bruin 
propose that an extremist is a person who (i) experiences injustice, (ii) 
attributes this to members of an out-group, (iii) considers available solu-
tions to rectify the injustice and (iv) selects an extreme (typically violent) 
solution. I want to start by considering (i). What exactly is it for a person 
to ‘experience injustice’?

On a factive reading, it is not possible for a person to experience injus-
tice if there is no injustice for them to experience, just as it is not possible 
for a person to experience a glorious sunset if there is no sunset for them 
to experience. Extremists typically have grievances to which their ex-
tremism is a response, and these grievances may well include the percep-
tion that they are victims of injustice. However, it is not at all unusual 
for the perceived injustice to be non-actual. In these cases, it is only in 
a non-factive sense that extremists can be said to ‘experience’ injustice. 
The parallel is with the sense in which a person who hallucinates a glori-
ous sunset is ‘experiencing’ a glorious sunset. The non-factive reading of 
‘experience’ leaves it open that there is no actual injustice to which the 
extremist is responding.

This raises an important question: in deciding whether to character-
ise a person as an extremist, is it relevant whether their grievances are 
genuine? Take the case of so-called ‘Incel’ extremists, that is, involun-
tarily celibate men who resort to violence in response to what they see 
as their oppression by women. Since Incels are not actually oppressed 
by women, one might be more inclined to see them as extremists than 
genuine victims of persecution who use extreme methods in pursuit of 
their objectives.

On reflection, however, there is no justification restricting the use of 
the label ‘extremist’ to people whose grievances are not genuine. When 
people with genuine grievances use extreme methods, they are still ex-
tremists. On this account of what might be called methods extremism, 
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extremism consists in the use of extreme methods in pursuit of one’s 
political objectives. It is a further question what counts as an ‘extreme’ 
method. There are extreme methods that are not violent and using vi-
olence in pursuit of one’s objectives does not necessarily make one a 
methods extremist. It all depends on the circumstances and the nature 
of the violence used.1

Methods extremism is different from the psychological or ‘mindset’ 
extremism which is the focus of my chapter. However, the two are not 
unconnected. Insofar as having an extremist mindset consists in being 
pro-violence, psychological extremists are more likely to be methods ex-
tremists. A third type of extremism is ideological. To be an extremist in 
this sense is to have an extremist ideology. What counts as an extremist 
ideology is too large a question to be tackled here. What is clear, none-
theless, is that psychological, methods and ideological extremism are the 
three main forms of extremism, and that the philosophy of extremism 
needs to focus on the nature of extremism in these three senses and the 
relationship between them.2

In his remarks, Meyer focuses on an institutional response to extrem-
ism. He argues that institutions like schools, prisons, and places of wor-
ship have a responsibility for helping people to develop epistemic virtues 
that protect them against radicalisation. The virtues that Meyer has in 
mind are social epistemic virtues, that is, virtues that relate to the epis-
temic environment. At a minimum, institutions should not degrade the 
epistemic environment in a way that leads to radicalisation. What this 
means in practice for schools is that students should be exposed to a 
variety of different opinions.

It is an empirical question whether exposure to a variety of different 
views is an antidote to radicalisation. The evidence that bears on this 
question is far from encouraging. For example, there is some evidence 
that exposure to opposing views on social media can increase political 
polarisation.3 Nothing that increases polarisation can be an antidote to 
radicalisation. People are radicalised by arguments and by narratives.4 
For example, those responsible for the 7/7 bombings in London in 2005 
were radicalised by their acceptance of a narrative about Western atroc-
ities against Muslims.

People who are radicalised by arguments for extremism need to be 
presented with compelling counterarguments. People who are radical-
ised by extremist narratives need to be presented with compelling coun-
ternarratives. Compelling counternarratives are truthful, have credible 
sources, and speak to the grievances (real or imagined) by which extrem-
ists are motivated. Narratives with these virtues help extremists to make 
sense of the world and thereby meet what Meyer describes as ‘unmet 
needs’ in people at risk of extremism. Counternarratives must aim to 
help actual or potential extremists to reframe their understanding of 
current events and challenge their assumptions.
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This is not an easy thing to do. For example, the UK government’s 
Prevent strategy recognises that people like the 7/7 bombers believe that 
the ‘West is at war with Islam’ and is ‘deliberately mistreating Muslims 
around the world’ (2011, 47). Faced with this narrative, Prevent has 
nothing better to offer than the assertion that ‘far from being at war with 
Islam’, the West is ‘making great efforts to address deprivation, human 
rights issues and governance in Muslim majority countries’ (2011, 48). 
Given the bloody history of Western military interventions in Muslim 
majority countries, such assertions are worse than useless at countering 
radicalisation. Of the virtues of effective counternarratives, truthfulness 
is the most important and also the one that is most obviously missing 
from current responses to radicalisation.

Notes
 1 For further discussion of methods extremism, see Cassam (2022).
 2 See Cassam (2022) for further discussion.
 3 See Bail et al. (2018).
 4 See the account of radicalization narratives in Cassam (2022, Chapter 8). 

On the notion of a narrative, see Fischer (1987).
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There is a clear sense in which the existence of expertise makes it easy 
for nonexperts to acquire justified belief and knowledge in a given do-
main: a layperson need only accept what a recognized expert tells her 
(although we might also think that the layperson needs to appreciate 
that the expert is speaking from expertise). But is there also a way in 
which the existence of expertise can make it harder for nonexperts to 
acquire justified belief and knowledge in the relevant domain? Con-
sider this possibility: once a domain has experts, the expectations on 
all inquirers who hope to acquire new knowledge in that domain are 
enhanced. In this chapter, I defend a qualified version of this idea. My 
argument will focus on the nonexpert who forms nontestimonial beliefs 
in a domain in which there is widely-recognized expertise. My thesis is 
that in some of these cases, the existence of expertise can make it harder 
for the nonexpert to acquire justified belief and knowledge in this way.

Some terminology will prove helpful. Consider a subject who forms 
their beliefs nontestimonially: rather than taking someone’s word for 
it, they form their beliefs on the basis of their own appreciation of the 
evidence they have acquired at first hand. In such cases, I will call the 
belief autonomously-formed. When an autonomously-formed belief is 
justified, I will speak of its justification as autonomous justification. I 
do not assume that autonomous justification is entirely free of testimony 
(including expert testimony) altogether. I simply mean to pick out cases 
in which S forms a belief that p in a way that does not depend for its 
justification on any testimony that p. Consider the case of Rex, a non-
expert, who observes a plant and forms the belief that the particular 
plant he is observing is a Sand Dune Willow (Salix Cordata). This belief 
is autonomously-formed and (if justified) autonomously-justified, even 
though (we can imagine) he came to acquire his perceptual competence 
at discerning instances of Salix Cordata by reliance on books on the 
plants of the Upper Midwest. Even so, in thinking that this plant is a 
Sand Dune Willow, he is relying on his own judgment on the matter at 
hand: even if that judgment is informed by his past reliance on expert 
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opinion (from the book), no expert has attested to the proposition he has 
judged to be true. This is the sense in which his belief is “autonomously 
formed”.

It is obvious (I hope) that some autonomously-formed beliefs are justi-
fied.2 Examples abound. Consider the layperson who has a longstanding 
interest in botany; the parents who, having raised several children, can 
reliably discern common maladies in their kids; the person whose culi-
nary principles were developed by years of trial-and-error cooking in his 
own kitchen; the farmer with views about crop yield and pest control 
developed by decades of her own careful observations; and the amateur 
brewer who, though lacking any formal education, has developed rules 
of thumb over the years for making drinkable fermented beverages. We 
might also include laypersons’ “folk” beliefs in domains such as physics, 
biology, weather forecasting, and psychology; the veteran poker player 
whose sense of the goodness of her hand is not based on probabilistic 
calculations but rather on her developed (albeit inarticulate) feel for the 
probabilities; amateur gardeners whose rough and ready generalizations 
about plant care come from long experience; people whose opinions on 
nutrition are based on careful generalizations regarding the observed 
effects of their friends’ diets; and those whose hobbies require of them to 
have a developed sense of judgment in the domain in question. None of 
these subjects are experts on the topic on which they are forming beliefs; 
all of them form beliefs in these domains on the basis of the evidence 
they acquire themselves, and yet even so all of them appear to be in a 
position in which to form justified beliefs and knowledge on the matter 
in question. This is so even though in each case there is relevant exper-
tise, where any expert opinions on these matters would often (usually?) 
be both better-informed and more reliable.3

Two important qualifications are called for. First, for the sorts of non-
experts just described, I do not assume that all of their autonomously- 
formed beliefs are justified. Surely that isn’t so. (The amateur brewer 
sometimes acquires unwarranted views as to what makes good beer; 
the weekend gardener’s beliefs about how to get his plants to flourish 
aren’t always well-grounded.) Second, I do not assume that every sort 
of nonexpert has some justified autonomously-formed beliefs. Imagine 
an anti-vaxxer who forms beliefs about the COVID-19 vaccine in an 
autonomous fashion4; his belief will be unjustified. My claim is only 
that some nonexperts are such that some of their autonomously-formed 
beliefs are justified.

How does the development of expertise in a domain bear on the epis-
temology of (nonexpert) autonomously-formed belief in that domain? 
Does it have any effect on the conditions for justified belief?5

To the best of my knowledge, this is not a topic that has been taken up 
in the contemporary epistemology literature. I suspect that most episte-
mologists would think that the answer is obvious. The obvious answer 
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is that the existence of expertise in a domain is epistemically relevant 
in a given case of autonomously-formed belief (in that domain) only to 
the extent that the nonexpert is aware of the existence of such exper-
tise (and perhaps aware as well of what prevailing expert opinion is). I 
will call this the “orthodox” view. The orthodox view is supported by 
the following assumption, which I will designate as the “Doctrine of 
Ignorance”:

If a non-expert is non-culpably ignorant of the existence (or pre-
vailing opinions) of relevant experts, then that expertise is “blankly 
external” to the subject’s epistemic perspective.6

I suspect that it is because most epistemologists will find the Doctrine 
of Ignorance plausible, that they will regard the orthodox view as 
obvious.

My case against orthodoxy will be indirect. I will begin (Section 2) by 
briefly sketching the orthodox approach. Next, I propose an alternative 
account on which the mere existence of expertise in a domain has a 
potential (albeit indirect) bearing on the justification of autonomously- 
formed belief in that domain, whether or not the subject herself is aware 
of the expertise. In Section 3, two types of consideration will be offered 
on behalf of this account: particular cases and metaepistemological con-
siderations. In Section 4, I present an alternative model, meant to cap-
ture the cases presented in Section 3. In Section 5, I consider how the 
proposed account can handle various other cases. In Section 6, I will 
suggest two (by my lights, virtuous) implications of the picture on offer; 
these reside mainly at the intersection of political philosophy and episte-
mology. Section 7 concludes.

2

According to the orthodox view, the existence of expertise in a domain 
is epistemically relevant in a given case of nonexpert belief (in that do-
main). Such a view is motivated by what the epistemological tradition 
will regard as a perfectly general point about the scope of the materi-
als on which epistemic assessment supervenes. Consider evidentialism, 
according to which one’s belief is justified just in case it “fits” one’s to-
tal evidence. Evidence not in one’s possession is simply irrelevant to the 
question of whether one’s belief fits one’s total evidence – and so is (by 
evidentialist lights) irrelevant to justification. So insofar as a nonexpert 
subject is entirely ignorant of the existence of expertise, neither the fact 
that such expertise exists nor the facts about specific expert opinion are 
part of her evidence – and so are not relevant to justification.7

The temptation to endorse the orthodox view is not limited to evi-
dentialists. This is because the Doctrine of Ignorance itself is perfectly 
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general: if the nonexpert is ignorant of the existence of expertise in 
the domain, then that expertise is “blankly external” to the epistemic 
perspective of the nonexpert – and so would appear to be epistemi-
cally irrelevant to her belief. This is so whether one’s preferred epis-
temology is internalist or externalist, foundationalist or coherentist, 
reasons-based or reliabilist. One possible complication arises in cases 
in which one’s ignorance is “culpable” – where, say, one’s ignorance 
of expertise was itself the result of one’s having exhibited some sort 
of epistemic vice (and where one was responsible for having developed 
that vice).8 But we can avoid these complications by stipulating that 
we are only interested here in cases in which one’s ignorance is non-
culpable. With this stipulation made, it can seem nothing more than 
epistemic commonsense to insist that insofar as a nonexpert is igno-
rant of the existence of expertise in a given domain, her autonomously- 
formed beliefs in that domain are unaffected by the fact that relevant 
expertise exists.

3

I want to call this piece of epistemic “common sense” into question. 
I  will do so using two interlocking sorts of considerations: examples 
and metaepistemological reflections on these examples. The examples 
are meant to elicit intuitions about particular verdicts; the metaepiste-
mological reflections are meant to reinforce those verdicts.

My first example involves a single subject who is an expert but who 
does not, in the case at hand, rely on his own expertise in forming a 
judgment. While such a subject is not ignorant of the existence of ex-
pertise, I will argue that the example nevertheless offers important les-
sons for the epistemology of autonomously-formed belief more generally. 
Here is the example:

FOOD SCIENTIST
Roger is an expert food scientist for a large food corporation. It 
happens that Roger also loves to cook at home. As a result of his love 
of cooking, he has developed a whole set of rules of thumb in the 
kitchen: what spices work well together, what tastes can be mixed, 
and so forth. He recognizes that these rules of thumb, though very 
reliable, are not quite as reliable as his theoretical knowledge as a 
food scientist. Their virtue, rather, is that they are much easier, less 
costly, and less time-consuming to apply. One day, when he is at 
his job at the food corporation, he is asked whether a given combi-
nation will yield a result that a majority of consumers would find 
delicious. He hasn’t done the experiments yet (they would be very 
time- consuming), but his rules of thumb strongly indicate that the 
answer is affirmative. On the basis of his knowledge of the reliability 
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of his rules of thumb, he responds affirmatively. It turns out, how-
ever, that he was wrong, and had he done the relevant experiments, 
he would have known this.

In what follows I argue that when Roger responded affirmatively to the 
query, his belief was supported by his total evidence, but that even so, it 
was not justified at that time.

I begin with the claim that, at the time he responds affirmatively, his 
belief (that the given combination will yield a result that a majority of 
consumers would find delicious) is supported by his total evidence. He 
has evidence of a rule-of-thumb variety supporting his belief, and he is 
aware that the rules themselves are reliably-formed generalizations. In 
addition, there was nothing Roger knew, or was justified in believing, 
at the time that would have led him to predict that the mixture would 
not be one that a majority of consumers would find delicious. He could 
have discovered this, of course; but doing so would have required time- 
consuming tests which he did not perform at the time.

One might respond by noting that Roger violated a known profes-
sional responsibility to have done the tests. But while Roger did indeed 
violate such a responsibility, this does not establish that his belief is un-
supported by his total evidence at the time. Let us grant that the follow-
ing are part of Roger’s total evidence at the point of time at which he 
originally arrives at the affirmative verdict:

F1 There are further tests that can be done to determine whether the 
proposed combination will yield a result that a majority of consum-
ers would find delicious.

F2 I [= Roger] have a professional duty to do those tests.
F3 I [= Roger] have not done those tests.

The difficulty is that none of these known facts, whether taken sepa-
rately or in combination, give Roger any reason to doubt the truth of his 
current belief (based on his rule-of-thumb evidence) that the proposed 
combination will yield a result that a majority of consumers would find 
delicious.

The point at issue can be made by construing (Roger’s knowledge of) 
F1–F3 as evidence Roger has of the existence of evidence he lacks.9 In-
sofar as Roger is a food scientist, he was aware both that there is further 
evidence to be had, and that this evidence would be better (more proba-
tive) than the evidence he currently has. This is not to say that he knows 
what that evidence will likely support; what he knows, rather, is that 
whatever it supports will enjoy more epistemic support than his current 
belief enjoys. Now the fact that he has higher-order10 evidence that there 
is further (more probative) evidence available – his knowledge of F1 – is 
part of his current total evidence, and so is already factored into the 
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assessment of his belief’s justification. We can allow that if his evidence 
of further evidence (= his knowledge of F1) gives him a reason to think 
that the further (more probative) evidence would tell against his current 
belief, his current belief is epistemically weakened, and so may be un-
justified. But it is part of the story that he has no reason to think that 
the further (more probative) evidence will tell against his current belief.

Nor should it be thought that the mere knowledge that there is more 
probative evidence to be had weakens the support provided by one’s ev-
idence for one’s current belief.11 Here is a parallel case. I look at my 
watch (of whose general reliability I have some independent evidence) 
and it reads 2:30, and on this basis, I come to believe that it is 2:30. At 
the same time, I am aware that there are three reliable clocks within 
easy walking distance from where I am, and I know that if I check them 
now, I will get better evidence than I currently have as to the time. (That 
further evidence would enable me to rule out alternatives that my cur-
rent evidence does not allow me to rule out: namely, that my watch is 
presently running fast or slow.) Still, it is simply not true that my knowl-
edge that I have not checked those other clocks weakens the support my 
belief (that it is 2:30) currently enjoys – and this, despite the fact that I 
know that if I did check those clocks, I would have better evidence than I 
currently have. So, too, it would seem, for Roger’s belief: it remains sup-
ported by his rule-of-thumb evidence, despite his knowledge that there is 
more probative evidence that he could (and should!) have.

At this point the orthodox epistemologist might think to bite the bul-
let: perhaps Roger’s belief is justified after all. Perhaps the proper thing 
to say is that, while it was professionally irresponsible for Roger to form 
a judgment without engaging in the test first, even so, the judgment itself 
was justified at the time.

In response, I want to identify a cost to be paid by any epistemic the-
ory that treats his affirmative (rule-of-thumb-based) judgment as justi-
fied. Here, an insistence on the justified verdict threatens to disconnect 
epistemic assessment from the legitimate expectations we have of one 
another as epistemic subjects. Simply put, company officials expected 
Roger’s judgment to be based on his expertise; it was proper for them to 
expect this of him; so, the fact that his initial judgment is false, where 
he would have discovered this falsity for himself if only he had done the 
tests that were properly expected of him, suggests that his belief does not 
enjoy the sort of “happy normative standing” that accompanies ascrip-
tions of justification.

Orthodox epistemologists who would insist that Roger’s original judg-
ment was justified might think to explain away any impression to the 
contrary. Perhaps company officials were entitled to expect from Roger 
more than a (merely) justified judgment; perhaps they were entitled to 
expect a judgment informed by his own expertise (based on the pro-
cedures such expertise calls for). In response, it is uncontroversial that 
officials were entitled to expect a judgment based on Roger’s expertise; 
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the key question is whether this fact ought to be reflected in our theory 
of justification.

One way to argue that this fact should be so reflected is by appeal to 
pragmatic encroachment. Such an argument might see FOOD SCIEN-
TIST as yet another example on which stakes drive up the standards of 
justification. But I think a pragmatic encroachment analysis misdiag-
noses what is driving the “not justified” verdict. In particular, I submit 
that the same verdict holds in any case in which Roger is in his role as 
food scientist – whether the stakes are great (the company is thinking of 
investing millions into the item) or small (his boss is wondering whether 
the item is tasty, but not much more hangs on it). In the latter case, an 
unqualified affirmative judgment based on his rules-of-thumb will still 
be unjustified; if Roger wanted to enter an opinion in such a context, it 
ought to be qualified.

But even as I reject pragmatic encroachment, I continue to find it plau-
sible that the theory of justification ought to reflect the legitimate ex-
pectations company officials have of Roger. Consider how such officials 
would respond to the allegation that Roger’s original judgment was jus-
tified at the time he responded affirmatively to the query. After scoffing 
they would offer a dismissive retort:

In that case, we don’t give a hoot about what you call ‘justification’; 
what we wanted to know was whether Roger’s judgment met with 
the intellectual standards he was responsible for having lived up to 
(that’s why we rely on him), and it didn’t.

My proposal is that we should heed their call; we should see in their 
complaint a brief against orthodoxy and an insight about justification. 
More specifically, Roger’s judgment is unjustified on the basis of evi-
dence that he doesn’t have but which he was properly expected to have 
had. Now I recognize that this metaepistemological consideration in de-
fense of the not justified verdict in FOOD SCIENTIST is nowhere near 
decisive. Still, I hope it can be granted to have some force, even if not 
enough to dislodge the tradition-minded epistemologist’s commitment 
to orthodoxy.

In FOOD SCIENTIST, the subject himself, Roger, actually had the 
expertise in question, but owing to the costs (in cognitive effort and 
time) of forming a belief or judgment based on that expertise, he opted 
instead to do so on the basis of his hard-won rules-of-thumb. But there 
are cases in which the subject herself does not have the expertise in ques-
tion, even as she is aware that it exists. Here is such a case:

PARENT’S DIAGNOSIS
Like many parents, Saul has developed a parent’s ability to diagnose 
common health conditions in his children. So when his daughter 
Nita comes down with what he takes to be flu-like symptoms, he 
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comes to believe that she has the flu. While her condition lasts longer 
than any other flu Saul himself has previously observed, he is heart-
ened by recalling someone having told him of a flu whose symptoms 
lasted for 6 weeks. (This turns out to be false, but the person seemed 
authoritative, and Saul had no reason to doubt the testimony at the 
time.) What is more, Saul has never heard of any other more serious 
conditions whose symptoms mirror those of the common flu. So he 
persists in his belief that Nita has the flu. Unfortunately, she has a 
more serious condition, and had Saul gone to the clinic their pedia-
trician would have properly diagnosed Nita’s condition.

Here it seems that at some point in the course of his daughter’s condition 
Saul’s belief to the effect that she has the flu is epistemically deficient. 
Once again it seems that this epistemic deficiency in his belief is owed 
(not to the evidence he does have, but rather) to evidence he doesn’t 
have. In this case, the evidence in question would be obtained by elicit-
ing the testimony of his family’s pediatrician. What I want to say about 
PARENT’S DIAGNOSIS parallels what I said in FOOD SCIENTIST: 
the subject’s belief is unjustified, despite the fact that his total evidence 
supports his belief.

I begin with the claim that Saul’s belief fits his total evidence. I am stip-
ulating, as part of the story, that none of the testimony he has received 
to date has ever given him a reason to be suspicious in this case. On the 
contrary, that background testimony gives him the basis for thinking 
that his daughter’s condition is a particularly long-lasting flu. Second, 
while Saul is aware that the pediatrician is in a better position to diag-
nose his daughter’s condition than he is, this belief is not sufficient, by 
itself, to constitute a defeater. The argument for this mirrors the parallel 
argument in FOOD SCIENTIST. We can reinforce this by showing how 
the move to regard Saul’s awareness of pediatric expertise as a defeater 
would result in an implausible form of skepticism. For surely Saul need 
not consult the pediatrician before he counts as knowing that his children 
have a common cold, or an upset stomach from having eaten too much 
cake. The point is familiar: the phenomenon of defeat obtains only when 
one has positive reasons to doubt either the truth of one’s belief or the 
probity of one’s basis for that belief and mere awareness of the existence 
of relevant expertise is not by itself a reason to doubt either of these.

The real issue raised by PARENT’S DIAGNOSIS, then, is whether 
Saul’s belief is unjustified. Here I would reiterate what I argued in the case 
of FOOD SCIENTIST: an insistence on the justified verdict threatens to 
disconnect epistemic assessment from the legitimate expectations we have 
of one another as epistemic subjects. Only here the expectations concern 
the sort of care a parent will provide for his child, under conditions in 
which access to healthcare is available. There is more to be said in defense 
of this, but I will postpone further discussion until the next section.
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Both FOOD SCIENTIST and PARENT’S DIAGNOSIS involve sub-
jects who are aware of the existence of relevant expertise. But I think 
that there can be cases in which the subject isn’t even aware of relevant 
expertise, but because of the community in which she resides she should 
be aware of this. Here is one example:

UPSTATE FARMER
Melissa lived Upstate where she had run her own farm for over 25 
years. Recently she moved to the Downstate farming community. 
On moving Downstate she immediately joins the local farmers’ 
cooperative, which requires all farmers to conform to a strict set 
of guidelines in their farming practices. The guidelines are given 
in a 100-page document, and all farmers are required to sign on 
joining the cooperative. Melissa signed it and read most of it, but 
she did not read the fine print. (Instead, she assumed – not without 
 evidence – that her fellow farmers would let her know if there were 
any unusual requirements hiding in the fine print, seeing as how 
they always talked about such requirements amongst each other.) 
One day, a fellow farmer asks her what course of treatment on the 
market was most effective in the fight against the Lesser Cornstalk 
Borer (a local crop pest). It just so happens that during the last sev-
eral years she spent on her Upstate farm she had the opportunity to 
observe the effects of the various courses of treatment on the Lesser 
Cornstalk Borer. On this basis she had come to the conclusion that 
course of treatment X is most effective, and so she tells her colleague 
as much. Unfortunately for Melissa, the fine print of the document 
she had signed required that all farmers in their cooperative consult 
with the Downstate Farm Association’s advice on courses of treat-
ment for familiar pests (as this advice was based on the advice from 
the Extension Office of Ag State U, which had conducted exten-
sive trials). Had she consulted with the Extension Office, she would 
have known that distinct course of treatment Y is the most effective 
against the Lesser Cornstalk Borer.

I submit that Melissa’s belief is epistemically deficient in ways that are 
reminiscent of the beliefs in FOOD SCIENTIST and PARENT’S DI-
AGNOSIS: her belief fits her total evidence, but still, owing to evidence 
she should have had, her belief is not justified. Only here she is not even 
aware of the expertise in question. If this is so, we have a case in which 
a belief is unjustified on the basis of evidence the subject didn’t have, 
where the subject wasn’t even aware of the existence of this evidence in 
the first place.

Since it should be uncontroversial that Melissa’s belief fits her evi-
dence, I will focus on the claim that (despite this) it is not justified. On 
this matter, several things can be said. First, having joined the Downstate 
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farmer’s collective, Melissa is now properly expected to follow their 
norms and standards. The fact that she is unaware of this standard does 
not undermine this expectation. (“Ignorance of the law is no excuse”.) 
To be sure, we might want to say that she has at least a partial excuse 
for failing to follow their norms and standards: she has what otherwise 
would have been a justified belief as to the best course of treatment, and 
given her total evidence she had no reasons for doubting her own belief 
on this matter. Still, at best these considerations provide her with a par-
tial excuse for believing as she does; they do not provide her belief with 
a justification. Her fellow farmers in the Downstate Farm Association 
expect each other to consult with the Downstate Farm Association’s ex-
pert recommendations; this expectation is legitimate; and yet she failed 
to do so. One might opt to deny that her failure to do so has any bearing 
on the justification of her belief, choosing instead to say that (while her 
belief is justified) she is not to be relied on because of her failing to con-
form to the local norms. But it seems to me that such an analysis, while 
possible, leaves epistemic assessment unhappily disconnected from our 
legitimate expectations of one another as epistemic subjects. It may be 
that we are forced to accept such an unhappy analysis; but we should 
do so only if there is no alternative, better account on offer. In the next 
section, I argue that there is such an alternative.

4

Here is where we stand. There are cases in which nonexpert 
autonomously- formed belief is based on evidence that would otherwise 
be sufficient for justification, but where, owing to available expertise 
which the nonexpert fails to consult, the belief is rendered epistemi-
cally deficient. I argued above that the sort of epistemic deficiency we 
observe in these cases ought to be represented as a lack of epistemic 
justification. If so, evidence one doesn’t have can defeat the justification 
of one’s beliefs. Still, it is not clear how to model this situation: I have 
argued that neither the fact that relevant expertise exists nor the sub-
ject’s awareness of this fact constitutes a defeater. This leaves us with a 
question: under what conditions (and in virtue of what) is a nonexpert’s 
autonomously-formed belief on a topic on which there is relevant ex-
pertise defeated?

I propose to address this matter by appealing to the doctrine of  
normative defeat.12 Suppose the following conditions hold:

1  at time t S believes that p, and S’s total evidence is E;
2  E renders p propositionally justified;
3  at t there is additional evidence E* which S does not have, but which 

she ought to have had;
4  p is not propositionally justified on the combination of E and E*.
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Taken together, conditions (1)–(4) constitute what I will call the con-
ditions on normative defeat. When (1)–(4) are satisfied, E* contains a 
normative defeater of the propositional justification otherwise enjoyed 
by S’s belief that p. So understood, normative defeat is the phenomenon 
whereby evidence one doesn’t have defeats the (propositional) justifica-
tion of one’s belief.

The doctrine of normative defeat is premised on being able to make 
sense of the idea that there is evidence one should have had. For this 
reason, theories that embrace the phenomenon of normative defeat must 
confront two fundamental questions. What determines the scope of the 
evidence one should have had, and what is the source of the “should”? 
Goldberg (2017, 2018) argued that the “should” has its source in the 
normative expectations others are entitled to have of one’s epistemic 
condition, whether merely in virtue of one’s status as an epistemic sub-
ject or else in virtue of the (professional, familial, etc.) role(s) one plays 
in social practices. The evidence one should have, then, is the evidence 
one would have if one were to fulfill all of the legitimate normative ex-
pectations others have of one’s epistemic condition.

The doctrine of normative defeat is controversial. Rather than defend-
ing it (for which see Goldberg 2017, 2018), I want to argue that this 
doctrine will enable us to discern the defeating conditions regarding the 
justification of an autonomously-formed belief on a topic on which there 
is expertise. (This result might be regarded as further reason to take 
this doctrine seriously.) Given an autonomously-formed belief that p in 
a domain in which there is relevant expertise, this belief’s autonomous 
justification is normatively defeated just in case

 i others were entitled to normative expectations of one’s epistemic 
condition, where these expectations are relevant to the belief that p;

 ii if one had fulfilled all of those expectations one would have had 
evidence E*; and

 iii the combination of E* and one’s current total evidence renders p 
propositionally unjustified.

If this is correct, it yields a picture on which the existence of relevant 
expertise has an indirect epistemic significance, in that it potentially ex-
poses autonomously-formed belief to the prospect of normative defeat. 
We can see how this proposal works by returning to the three examples 
above.

In FOOD SCIENTIST, Roger is a food scientist employed by a com-
pany. On all matters pertaining to his job, he is expected (by his employers 
and fellow employees) to follow the standards of the food science industry, 
where relevant. These standards include performing relevant tests. Had he 
done so, the evidence he would have gotten, in the form of the propositions 
that accurately capture the results of the test he should have performed, 
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would have rendered his belief propositionally unjustified. As a result, 
while it is true that the total evidence Roger currently has is/would be suf-
ficient to justify his belief, that justification is normatively defeated.

In PARENT’S DIAGNOSIS, Saul, qua parent, is expected to care for 
his children and look after their well-being.13 These expectations render 
him responsible for his children’s health, and so include expectations to 
consult with doctors as appropriate. Insofar as this was a case in which 
a duty of care made it appropriate to have done so, Saul’s failure to do so 
exposed him to the risk of normative defeat. This risk materialized since 
the evidence he should have had (the testimony of the pediatrician) bears 
negatively against his belief.

Finally, in UPSTATE FARMER, Melissa was expected to consult with 
the Downstate Farm Association’s policies. Had she done so, she would 
have learned that the Downstate Farm Association makes recommen-
dations on the treatment of local pests. Had she consulted with these 
recommendations, she would have learned that the most effective course 
of treatment in connection with the Lesser Cornstalk Borer is Y. If we 
add this information to Melissa’s total evidence, her belief that the most 
effective course of treatment in connection with the Lesser Cornstalk 
Borer is X would no longer be justified. The justification of Mellisa’s 
belief is normatively defeated.

In addition to classifying the foregoing cases in a satisfying manner, 
the proposal handles a variety of other cases well.

In this light, consider a case in which relevant expertise would con-
tradict one’s own autonomously-formed belief, yet where intuitively this 
does not bear against the justification of that belief. Here is an example:

CHESS
Gideon is an amateur chess player. Despite his amateur status, he 
has played three or four games a day over the past several years, he 
has studied various books on chess, and he is currently studying un-
der a chess master. As a result, he is getting very good at chess. His 
sense for the game has improved dramatically, and his competence 
at judging for himself the relative goodness of available moves is 
increasingly reliable. At a certain point in a certain game, he makes 
a given move, confident in his judgment that there was no better al-
ternative move available to him at the time. However, unbeknownst 
to him, he had been perfectly set up for a move that would have 
enabled him to initiate the endgame known as the Réti manoeuver. 
What is more, this manoeuver is familiar to Grand Masters; had 
Gideon consulted with a Grand Master, he would have been told 
that the move he made was not the best available one.

Intuitively, this is a case in which Gideon’s belief (to the effect that he 
made the best move) might remain justified, despite the fact that it is 
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inconsistent with expert (= Grand Master) opinion on the matter. In this 
way the CHESS does not pattern like the other cases we have considered 
so far: the relevant fact of expertise – the fact that Grand Masters would 
have recognized the opportunity for the Réti maneuver – does not bear 
on the justificatory status of Gideon’s belief.

What is the difference between CHESS, on the one hand, and the 
cases above, on the other, where relevant expertise does defeat the justi-
fication of the subject’s autonomously-formed belief? The notion of nor-
mative defeat characterized above suggests a straightforward answer: 
CHESS is not a case in which there are others who are entitled to nor-
mative expectations of Gideon in connection with his belief. Condition 
(i) on normative defeat does not hold.

We can reinforce that this is the proper analysis of CHESS with an-
other example. This one involves an amateur car mechanic:

AMATEUR MECHANIC
Samantha is an amateur car mechanic. She loves to diagnose her 
own car’s troubles, and she fixes the smaller problems herself. When 
problems are minor she is highly reliable in her diagnoses. And she 
has a good sense of when a problem is not minor; in those cases she 
takes her car to a professional mechanic. One day, she diagnoses her 
car with a minor problem, and so forms the corresponding belief. 
However, if she had consulted with a professional mechanic, she 
would have learned that the problem, though minor, is not what she 
thought it was (one of the rare cases in which she was wrong about 
a minor problem).

Intuitively, given her highly reliable competence at discerning minor 
car problems, Samantha remains justified in her belief as to the minor 
difficulty she is having, despite the fact that a professional mechanic 
would have disabused her of this belief had she consulted with them. 
In other words, this case patterns with CHESS, and not with FOOD 
SCIENTIST, PARENT’S DIAGNOSIS, OR UPSTATE FARMER. The 
best explanation for this, I submit, is that in AMATEUR MECHANIC 
there is no one who is entitled to expectations of Samantha’s epistemic 
condition regarding her car’s problem. The correctness of this diagnosis 
can be reinforced by considering a variant on this case involving a pro-
fessional mechanic who was hired to do work on another person’s car: 
if the mechanic were to go with (normally reliable) gut instinct and fail 
to perform what best practice regards as the proper tests, we would not 
have the same opinion as to the justifiedness of the belief. (Rather, the 
case would then pattern as the mechanics’ analogue of FOOD SCIEN-
TIST.) This ought to give us some confidence that normative defeat turns 
on whether there are others who are entitled to normative expectations 
as to one’s epistemic condition.
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The picture on offer, then, is this. Relevant expertise in a domain can 
affect the justificatory status of autonomously-formed belief in that do-
main. It does so when (i) there are legitimate normative expectations 
that bear on the subject’s epistemic condition in connection with the 
autonomously- formed belief, (ii) the satisfaction of these expectations 
would require the belief to be based on expert opinion, and (iii) pre-
vailing expert opinion on the matter clashes with the subject’s own 
autonomously- formed belief. Such a picture embraces the idea that rel-
evant expertise can undermine one’s justification. But it also recognizes 
that the mere existence of relevant expertise, by itself, does not do so. 
This is important for two reasons. First, it enables us to acknowledge 
that the phenomenon of robust autonomously-formed justified belief can 
persist in a given domain involving expertise, and even when expertise 
clashes with the autonomously-formed belief itself. (This is illustrated in 
CHESS and AMATEUR MECHANIC.) Second, it enables us to avoid 
a common error in domains involving expertise, which is to treat non-
expert autonomously- formed belief as somehow epistemically suspect as 
soon as expertise develops in the domain in question. This error, which 
amounts to an injustice of sorts,14 is the topic of the next section.

5

So far, I have discussed two types of case: cases in which the subject’s 
failure to get an expert opinion on a matter defeats the justification 
of her autonomously-formed belief (FOOD SCIENTIST, PARENT’S 
DIAGNOSIS, and UPSTATE FARMER), and cases in which the sub-
ject’s autonomously-formed belief remains justified despite the existence 
of contradicting expert opinion that she did not consult (CHESS and 
 AMATEUR MECHANIC). In both types of cases, I have argued that 
the proposed account does well. I now want to move on to the third type 
of case. In it, a subject’s autonomously-formed belief is based on good 
evidence, where expert opinion would only offer further confirmation 
of that belief. Such cases are interesting to me in part because they high-
light the possibility of a distinctive sort of injustice – as when such beliefs 
are regarded by community members as unjustified merely in virtue of 
the fact that they are not informed by expert opinion.

Let me start with some examples, modeled on cases from the an-
thropology and philosophy of science literatures. Each involves what 
we might call “folk traditions” and “folk theory” which persist despite 
the development of relevant institutional expertise.15 Here are three vi-
gnettes modeled very loosely on actual cases:

CROP VARIETY16

Zawadi is a family farmer, the fifth generation in her family to farm 
in the area. She is the beneficiary of the received farming customs 
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and traditions of the farms in her area. Coming to her as “farming 
lore,” these practices and procedures are themselves the result of 
a good number of (informal) experiments by farmers in her area, 
past and present. (It is not uncommon for individual farms to have 
up to two dozen fields on their single farm, allowing for a variety 
of informal experiments; and in addition there is regular interac-
tion with farmers from nearby villages as well, where they exchange 
ideas about best practice.) Farmers there proudly pass this lore from 
generation to generation. Zawadi herself reliably follows the lore. 
When the agricultural experts from the city come to town and ob-
serve Zawadi’s practices, however, they are immediately dubious of 
the reliability of the lore, even as they know of no controlled exper-
iments that cast specific doubts as to her views.

ANIMAL HUSBANDRY
Sonam lives as a subsistence farmer in rural India. As the genera-
tions before her had done, so she too follows local farming tradi-
tions. These include various animal husbandry practices. Sonam is 
particularly keen in caring for her several water buffaloes; these she 
uses for ploughing and pulling other heavy equipment. In the nearby 
towns, however, there is nothing but scorn for these practices, given 
that the traditional ways are typically not informed by the results of 
(institutionalized) scientific animal husbandry.

SHEEPHERDERS17

Lucas is a shepherd in the English countryside and, like many in the 
area, comes from a family whose members have done the same for 
as far back as anyone can remember. His family has several Border 
Collies who help him in his daily routines, and he inherited a series 
of practices and protocols from his family regarding the herding of 
and caring for his flock. Given his renown in his town, he is invited 
to give a talk at a local University; the audience is polite but skeptical 
of his rural ways, confident as they are that agricultural science has 
surpassed local traditions.

Though schematic, these sort of examples illustrate an important point: 
the development of institutionalized expertise can bring with it a skepti-
cism towards any autonomously-formed beliefs in the domain.

It would be too easy – and it would betoken a facile sort of 
 romanticism – to defend local customs and traditions wherever they are 
found. Local custom is often the proper target of institutionalized ex-
pert criticism; it can involve prejudice and closed-mindedness, and it can 
reflect rigid local hierarchies that prevent real experimentation and the 
epistemic goods associated with it. But if romanticism is one pitfall to 
avoid, so too is a dogmatic form of skepticism. In particular, we should 
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not disdain (the beliefs that inform) local customs and traditions when-
ever these operate in domains in which there is a more systematic and 
institutionalized sort of expertise available.

Happily, the proposal above – to regard (1)–(4) as the conditions on 
normative defeat – appears to yield the right epistemic verdicts in such 
cases. On the one hand, given an autonomously-formed belief based on 
evidence that justifies the belief, the mere existence of relevant institu-
tionalized expertise does not affect that justification. So the fact of rel-
evant institutionalized expertise, by itself, is not a candidate defeater 
for autonomously-formed belief in that domain. On the other hand, 
when there is relevant institutionalized expertise whose well-confirmed 
opinions contradict autonomously-formed belief in that domain, then 
we have a potential case of normative defeat. Whether this potential is 
actualized – whether the belief in question does suffer from normative 
defeat – turns on the legitimate normative expectations on the subject’s 
epistemic condition, and on the content of the relevant expert opinion.

I submit that this is the proper way to assess autonomously-formed 
beliefs that reflect local tradition and local theory. When these are based 
on “local expertise” – traditions that gave rise to a systematic body of 
information and know-how that is warranted on the basis of observa-
tion, testing, and well-confirmed empirical theory – we can allow that 
these autonomously-formed beliefs are prima facie justified despite the 
existence of institutionalized expertise. But even if they are prima fa-
cie justified, this justification is susceptible to the prospect of normative 
defeat when the beliefs themselves do not cohere with institutionalized 
expert opinion. Whether they are normatively defeated depends on the 
prevailing normative expectations others are entitled to have of the be-
lievers themselves.

One implication worth highlighting here has to do with the potential 
for a sort of injustice against those whose autonomously-formed beliefs 
reflect tradition. Consider cases in which these beliefs are summarily 
downgraded merely for failing to be based on existing institutionalized 
expertise. Such a downgrade seems to be both epistemically unwarranted 
and unfair to those with such beliefs. It is epistemically unwarranted, 
since the fact that the belief was not informed by relevant institutional-
ized expertise is not, by itself, a reason to doubt that the belief is true. 
Such a downgrade is unfair, since it amounts to a kind of discriminatory 
attitude toward the tradition in question (and so discriminates without 
merit against those whose beliefs reflect that tradition). Here I note that 
this is unfair even if the traditional practices themselves turn out to have 
been unreliable – and so even if the tradition-bound beliefs were not even 
prima facie justified to begin with.18

Happily, the picture on offer does not sanction the injustice- 
constituting epistemic downgrade, since it does not regard the mere ex-
istence of relevant institutionalized expertise as a candidate defeater.  
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It recommends that autonomously-formed belief in domains with insti-
tutionalized expertise ought to be assessed on their merits. This includes 
the evidence on which they were based, together with the prevailing 
normative expectations to which members in the community are enti-
tled. Expert opinion itself is relevant to the assessment of autonomously- 
formed belief only if those expectations demand it. This, I submit, is a 
happy middle ground.

6

In this penultimate section, I want to offer one final big-picture argument 
for my proposal to regard (1)–(4) as conditions on normative defeat. This 
argument has to do with a kind of (to my mind, happy) social-epistemic 
boot-strapping that obtains if this proposal is correct. The basic idea can 
be brought out as follows. According to this proposal, the existence of 
institutionalized expertise in a domain is relevant to the assessment of 
autonomously-formed belief in that domain only when others are enti-
tled to expect that beliefs in that domain be informed by this expertise. 
When others are so entitled, this puts a kind of “pressure” on everyone 
in the community to become informed (if they are going to have beliefs 
in that domain at all). Once it becomes (something approximating) com-
mon knowledge that we have such expectations, everyone is on notice 
that autonomously-formed beliefs are acquired at one’s own risk.19 In 
this way, these expectations constitute a mechanism by which epistemic 
communities can boot-strap their way into a more informed public.

I offer the following brief remarks in the development and defense of 
this picture.

First, there are constraints on when others are entitled to form such 
normative expectations in the first place. Goldberg (2017, 2018) defends 
the idea that our entitlement to such expectations is generated by legiti-
mate social practices (perhaps among other things). Participation in a le-
gitimate social practice entitles other participants to expect that one will 
conform to the norms of the practice, so when these norms require that 
one satisfy certain epistemic conditions, one is properly expected to do 
so. Here I submit that institutionalized expertise is constituted, in part, 
by a set of social practices – practices involving the testing and continued 
self-correction of methods and procedures, training and certification, 
the signaling of expertise and public reliance on experts.20

Second, we might offer the following (highly simplistic and sche-
matic!) how-possible story regarding how social-epistemic boot- 
strapping works. In The Beginning beliefs are formed by individuals us-
ing whatever epistemic materials are available. Some individuals are seen 
to have practical successes in which their beliefs are thought to figure. 
Local traditions emerge when others copy these individuals and learn 
from them. The resulting traditions get disseminated more or less widely. 
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When the tradition’s theories are warranted by their local track record, 
they constitute “local expertise”. What I have been calling institution-
alized expertise arises when matters become institutionalized: modern 
scientific methods and procedures are employed, ways of certifying their 
proper usage are implemented, practices emerge in which all of this can 
be signaled to the greater public, and so forth. When the existence of in-
stitutionalized expertise becomes known, a question can be asked of the 
persisting local expertise: how well does it cohere with institutionalized 
expertise? Insofar as institutionalized expertise gains adherents within 
the community, people will begin to normatively expect others in the 
community to be informed of the existence of such expertise. Once these 
expectations acquire a sort of social legitimacy (more on which in a mo-
ment), people are then entitled to have these normative expectations of 
one another. And once these expectations become something that is (or 
approximates) common knowledge, people will then be on notice: one 
acquires autonomously-formed beliefs in the relevant domain at one’s 
own risk. Presumably many people will opt to go with the institution-
alized expertise (to avoid opening themselves up to the prospect of the 
downgrade associated with normative defeat).

No doubt, the foregoing picture is crude in the extreme. But I think 
it is useful nevertheless. It highlights a possible mechanism for social- 
epistemic boot-strapping to take place. What is more, it illuminates at 
least one decidedly political dimension of the development of institu-
tionalized expertise: when it comes to such expertise, one is entitled to 
normative expectations of others’ epistemic condition only when these 
expectations have acquired a sort of social legitimacy. I regard this “ac-
quisition of social legitimacy” as an affair that is political through and 
through. What is at issue is the legitimacy of a certain sort of demand 
we might make of one another, to the effect that one becomes sensitive 
to the existence and scope of the relevant expertise. This is the sort of 
demand that requires authorization if it is to be proper, and the sort of 
authorization I have in mind is social. I suspect that this sort of autho-
rization can take various forms: perhaps a sufficient majority of citi-
zens have the normative expectation, and this grants implicit democratic 
authority to the demand; perhaps the state itself provides the authori-
zation, as with significant matters of public health or safety; perhaps au-
thorization comes through explicit deliberation by relevant community 
bodies, and no doubt there are other ways as well. What is important 
is that while the case for imposing such expectations on one another is 
in part epistemic – institutionalized expert opinion is (typically) highly 
warranted by the total evidence available, and is (typically) more reliable 
than autonomously-formed belief in that domain – even so, the epistemic 
part of the story does not exhaust the case that must be made. Simply 
put, we must bear in mind the need for the political legitimacy of the 
demands that would be imposed if people were to be entitled to the ex-
pectations themselves.
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It is this political dimension, I suspect, that is at issue in the sort of 
outrage that can attend assessments of autonomously-formed belief.

On the one hand, there is the (righteous!) outrage at anti-vaxxers and 
(most) conspiracy theorists. Their failure is rightly seen as a matter not 
merely of epistemology but also of good citizenship. I assume that the 
normative expectations here (to be informed by the best science) are 
legitimate. For this reason, those who violate these expectations (anti- 
vaxxers; conspiracy theorists) are regarded as violating a legitimate de-
mand of good citizenship – thereby “free riding” (and so putting undue 
burdens) on those who vaccinate. And this demand of good citizenship 
extends to include those benighted few who endorse the conspiracy the-
ory without having had access to the science itself: we might excuse 
them, but we regard their beliefs as thoroughly unjustified (even if, per 
impossible, they had no access to the science and were informed by what 
they had every reason to think was good testimony). While everyone is 
(politically) entitled to their opinion, the demands of good citizenship 
require more. These sometimes require knowing of the existence of ex-
pertise, and basing one’s belief accordingly.

On the other hand, there is the (equally righteous!) outrage that one 
can feel when one sees a traditional group disparaged merely in virtue 
of their tradition-bound beliefs and practices. This was seen in CROP 
VARIETY, ANIMAL HUSBANDRY, and SHEPHERDERS. My recon-
struction of this sense of outrage sees it, too, as informed by the demands 
of good citizenship. Just as these demands bear on us as  believers – in 
our doxastic lives we ought to satisfy the normative expectations others 
are entitled to have of us – so too this places requirements on us as as-
sessors of others’ beliefs – we ought to base our epistemic assessments 
on the relevant evidence. Insofar as the mere existence of institutional 
expertise is not itself a reason to question the truth of an autonomously- 
formed belief, failure to recognize this is not only an epistemic failure 
but also a violation of good citizenship as well – a way of not properly 
respecting other traditions and (by extension) of not properly treating 
those who participate in those traditions.

7

In this chapter, my focus has been the bearing of expertise on 
autonomously- formed belief. I have formulated and targeted an ortho-
dox view in epistemology, according to which expertise is relevant to a 
subject’s autonomously-formed belief only to the degree to which she 
is aware of the expertise. This view, I argued, leads to an epistemology 
that detaches epistemic assessment from the legitimate expectations we 
are entitled to have of one another as epistemic subjects. In its place, I 
have argued that we should see the existence of institutional expertise as 
highlighting the possibility of normative defeat. And I have offered an ac-
count according to which the justification of one’s autonomously-formed 
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belief is defeated when (i) others were entitled to a normative expectation 
of one’s epistemic condition in connection with the belief, (ii) the satis-
faction of this expectation requires one to base one’s belief on expert 
opinion, and (iii) had one done so one’s current belief would not be justi-
fied. Two additional selling points of this theory are that it opens up the 
prospect for a kind of social-epistemic boot-strapping, and it highlights 
the ineliminably political dimension of the phenomenon of expertise.

Notes
 1 I want to thank Baron Reed for helpful written comments on an earlier 

version of this chapter. I also want to thank the other members of the North-
western Epistemology Reading Group (in addition to Reed, this includes 
Jennifer Lackey, Carry Osborne, Whitney Lilly, Andrés Abugattas, Alex 
Papulis, Spencer Paulson, Katherine Pogin, Nate Lauffer, Regina Hurley, 
and John Beverley); the various members of the Facebook page of the So-
cial Epistemology Network, for their feedback to several related queries 
I posted there; and Heidi Grasswick and Eric J. Olsson, for their thoughtful 
engagement with this chapter in their written commentaries, included in this 
volume.

 2 For the examples to follow, I thank Mark Alfano, Boaz Miller, Julia Staffel, 
Steven Hales, Kareem Khalifa, Guy Axtel, Adam Green, Alexander Stingl, 
and many other members of the Social Epistemology Network Facebook 
page who responded to my query.

 3 Mark Alfano has suggested to me (private communication) that we might 
expect the phenomenon of autonomous justification to arise anywhere in 
which pattern recognition is possible even though causal structure remains 
opaque.

 4 It may well be that most anti-vaxxers aren’t like this, as they rely on the 
testimony of alleged (anti-vaxxer) “experts”.

 5 Here I ignore how the development of expertise bears on our understanding 
of the semantics of our terms (for which see Goldberg 2009).

 6 This delightful expression “blankly external” is attributed to John McDow-
ell. I borrow it from Van Cleeve (2004) and Littlejohn (2012).

 7 I my own thinking about how evidence not in one’s possession can neverthe-
less bear on the epistemic standing of one’s belief, I have been inspired by the 
work of my colleague Jennifer Lackey. See especially Lackey (1999, 2005, 
2017, 2018).

 8 There is an extensive literature on “culpable ignorance”, which addresses the 
conditions under which one’s ignorance excuses (= when it is non- culpable). 
See, e.g., H. Smith (1983, 2011), Moody-Adams (1994), Rosen (2002, 2004), 
and A. Smith (2005, 2007, 2008, 2010, 2015).

 9 Compare the discussion that follows with the treatment in Ballantyne (2015) 
regarding one’s knowledge of the existence of evidence one doesn’t have.

 10 I note that this use of “higher-order evidence” is not in keeping with others’ 
usage, on which the expression designates evidence that bears on (i) what 
one’s current evidence is, (ii) what one’s current evidence supports, or else 
(iii) one’s competence to assess either (i) or (ii).

 11 Compare Goldberg (2016).
 12 The term “normative defeat” was introduced to the literature in Lackey 

(1999). She herself has utilized this notion in various settings as well; see 
Lackey (2005, 2017, 2018).
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 13 There are two possible parties that are entitled to such expectations. We 
might say that Saul’s children are entitled to these expectations; this is so 
even if they themselves are unaware of this, and so even if they themselves 
don’t form such expectations. Alternatively, we might say that the state is 
entitled to expect this from parents; though here matters are somewhat com-
plicated given that I have formulated the conditions on these entitlements 
in terms of what other people are entitled to expect, rather than in terms of 
what an abstraction such as the state is entitled to expect. I will assume that 
such complications can be worked out, though I won’t bother doing so here.

 14 I am uncertain as to whether this sort of injustice would count as an epis-
temic injustice in the sense of Fricker (2007). I am inclined to think not. It is 
still an injustice, however.

 15 A word about my use of “expertise” here is in order. As I use it, “expertise” 
designates a systematic body of information and know-how that is war-
ranted on the basis of observation, testing, and well-confirmed empirical 
theory. Some local traditions and local theories meet this condition; these 
I dub “tradition-based expertise”. (I will contrast these with the sort of ex-
pertise that emerges in the practices of modern science, which I dub “insti-
tutional expertise”.) When local traditions and local theories fail to meet the 
condition on expertise, I will call them “merely local traditions”.

 16 Based loosely on examples from Hansen (2019).
 17 Based loosely on examples from Collins and Pinch (2014).
 18 Compare: it is unfair to downgrade the credibility assigned to a woman’s tes-

timony merely in virtue of the fact that she is a woman, and this unfairness 
remains even if it turns out that her testimony was unwarranted – indeed, 
even if it was as precisely unwarranted as the sexist took it to be.

 19 The risk, of course, is that of normative defeat.
 20 There are remaining issues to be addressed, of course, regarding when social 

practices are legitimate, but those I leave for another occasion.
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Goldberg’s “Expectations of Expertise: Boot-Strapping in 
Social Epistemology”

Heidi Grasswick

Goldberg’s “Expectations of Expertise” offers a challenging and inter-
esting provocation against what he calls the orthodox view on expertise. 
The orthodox view holds that in assessing the status of a nonexpert’s 
autonomously-formed belief, the existence of (outside) expertise is rele-
vant “only to the extent that the nonexpert is aware of the existence of 
such expertise” (203). Goldberg believes the attractiveness of this view is 
grounded in the plausibility of the “Doctrine of Ignorance” according to 
which, if a nonexpert is “non-culpably ignorant of the existence (or pre-
vailing opinions) of relevant experts, then that expertise is ‘blankly ex-
ternal’ to the subject’s epistemic perspective” (203). In opposition to the 
orthodox view, Goldberg offers an indirect argument to the effect that in 
some cases, the existence of expertise that you are unaware of may very 
well undercut the epistemic state of being justified in your autonomous-
ly-formed belief. Goldberg argues this can happen in cases when others 
have legitimate normative expectations of us to engage with the relevant 
expertise yet we do not. As a result, if the expert testimony is such that 
it would have served as a defeater of our belief, our justification for our 
autonomously- formed belief can be undercut.

At the outset, I am very sympathetic to Goldberg’s view that often 
others do have legitimate normative expectations that they hold us to as 
epistemic agents and that failures to satisfy these expectations can bear 
on the status of our epistemic condition. However, I’m not as convinced 
as Goldberg seems to be that the “justification” of one’s beliefs is the best 
place to pinpoint where or how these expectations exert their pressure 
on the epistemic lives of nonexperts. This is in part because I take a more 
capacious view of epistemic justification, according to which the strin-
gency of justification required to believe “responsibly” depends on what 
we are trying to do with the belief, and much of what we do with our 
beliefs involves interacting with others. The expectations others have 
on our states of justification when we do things with our beliefs shift 
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depending on what is at stake and what exactly we intend to do with 
our beliefs (and what others expect us to do with our beliefs). But more 
to the point, Goldberg’s focus on potential defeaters of justification that 
have their source in expertise an agent is unaware of seems to skip over 
where the real pressure is coming from: legitimate normative expecta-
tions that people engage in responsible inquiry before they “do” certain 
things with their beliefs. Furthermore, though Goldberg is surely correct 
that judgments of the “legitimate normative expectations” ultimately 
will have to be political (dependent on what the community adopts as 
their social expectations), this brings up further questions of how we 
define the legitimate boundaries of those communities that bear on our 
epistemic responsibilities. There is a great deal of messiness in the inter-
actions between different communities and their normative expectations 
of each of us, and this will cause problems for Goldberg’s view that 
those legitimate expectations can undercut one’s justification when the 
socially accepted “institutionalized expertise” has not been consulted.

I first want to use the FOOD SCIENTIST case to identify the pressure- 
point of others’ expectations on my belief formation. Here, the scientist 
is asked for his judgment regarding what combination of ingredients 
would be (generally found) delicious. Goldberg casts this example in 
terms of the professional responsibilities the scientist has to his col-
leagues when he responds to their request for his judgment: as a pro-
fessional food scientist, they expect that his judgment will be informed 
by the necessary experiments, not just his home-kitchen practice-based 
judgments. He lets them down when he fails in this, substituting instead 
a belief that is as yet only supported by his home culinary experiences. 
But an important feature of this case is that the scientific evidence on 
this particular culinary combination does not yet exist! If the colleagues 
are upset by the scientist’s reported judgment, it will be because they 
expected him to undertake the appropriate scientific work before he tes-
tified to them. That is to say, they had expectations that the scientist 
would have undertaken the appropriate inquiry necessary to support 
claims about the taste results, it is not just a matter of reaching for the 
appropriate evidence. From their point of view, if he had simply based 
his judgment on what he’d learned in his own kitchen, he should have 
either specified that this is all that he is basing his claim on so far, mak-
ing it more obvious to his colleagues that the company should proba-
bly not go forward with investment into this culinary endeavor without 
further research (this would be a judgment made in his professional ca-
pacity), or he should have reserved judgment on the matter until a de-
cision was made to put the time and effort into the experiments. In this 
case, the food scientist’s expertise is not just a matter of knowing what 
has thus far been determined in his lab, but it also involves knowing 
how to create the knowledge needed to address a particular question, 
in a context where the answer requires a fairly high level of justification 



Commentary from Heidi Grasswick 225

(or a particular kind of justification) in order to make decisions about 
production. Goldberg uses this case as a warm-up, to motivate further 
points. But it reveals that when we expect someone to either employ their 
own expertise in a certain context, or consult with a relevant expert as 
in the later cases presented, we are expecting them to undertake certain 
forms of inquiry before being willing to state something authoritatively 
or make decisions and take action on their beliefs. In the later cases 
presented that involve nonexperts, that inquiry involves investigating 
whether there is relevant expertise on the matter and if so, consulting it, 
and likely engaging with it on some level (though what that amounts to 
might vary in different circumstances).

Goldberg argues that the cost of allowing one’s justification to stand 
in situations where they have not engaged the expertise that might serve 
as a defeater is too high, in that we would have to let go of the im-
portant sense in which we expect others to reach for (presumably) the 
best knowledge available in being answerable to us. But crucially, those 
expectations kick in when we are involved in specific practices of inter-
acting with others and when we are depending on them in some way for 
outcomes that will be based on their beliefs. Goldberg cites “antivaxx-
ers” as a case of those who ignore what he calls institutionalized exper-
tise (in this case, the science of vaccination), and criticizes them for both 
an epistemic failing and a failing of good citizenry.1 Because vaccines 
involve issues of public health, and those who resist a vaccine potentially 
put others at risk, Goldman is right to note that a failure of good citi-
zenry is involved, and there are epistemic components to this failure. But 
this case and others also reveal a somewhat sanguine approach to “in-
stitutionalized expertise” throughout Goldberg’s chapter, which reveals 
some of the concerns about the boundaries of our communities that I 
noted earlier.

Goldberg recognizes the dangers of a position that reifies the “insti-
tutional expertise” of a given society, at the expense of those who are 
engaged in more traditional or folk practices that include some forms of 
reliable belief-formation. He wants to avoid associating his position with 
a certain form of injustice where those engaged in traditional practices 
are looked down upon or dismissed simply because they are not using 
the “institutionalized expertise” of society (which he further defines as 
“expertise that emerges in the practices of modern science” (footnote 
16). Nevertheless, he seems to suggest that if the institutionalized ex-
pertise does actually conflict with the traditional practices of knowledge 
production, it will then serve as a defeater to the justification provided 
by their traditional practices, presumably because the weight of it being 
accepted as “institutionalized expertise” serves as evidence for its re-
sults that overrides whatever conflicting evidence derived from a tradi-
tional or folk practice. This, of course, rules out the possibility that the 
“institutionalized expertise” may in some cases have ended up missing 
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something important (or misrepresented something) that a traditional 
practice is able to tell us about the world.2

Further, appealing to “institutionalized expertise” as part of the com-
munity’s expectations on how we justify our beliefs leaves us with an 
even larger problem to solve: where are the boundaries of the community 
that is generating these “legitimate” normative expectations? And even 
more importantly, how does one negotiate one’s way through multiple 
communities that may have different normative expectations on us? If 
we need the answers to these questions before understanding when I’m 
justified or not in maintaining a belief without having consulted with 
expertise, or even being aware of it, things are difficult indeed.

Of course, having admitted my sympathies with Goldberg’s position 
that legitimate expectations are placed on us as knowers show that I 
have not yet solved this deeper problem of multiple communities either! 
However, by keeping our attention on the epistemic actions others are 
expecting of us – whether that be more inquiry, or achieving a higher 
standard of evidence when the stakes are high – and noticing that oth-
ers’ interests in our justifications are legitimate only insofar as we are 
making decisions, taking actions, and affecting others in the process 
goes some distance toward maintaining clarity in exactly where and why 
there is legitimate epistemic pressure on each of us from others.

Notes
 1 The language of “antivaxxers” can itself be seen as problematically inac-

curate in describing many people’s attitudes and approaches to vaccines. 
“Vaccine hesitant” is a broader term that covers a wider variety of attitudes 
toward vaccines, and reveals that many who may be labelled as “antivaxx-
ers” differ from public health officials (and vaccine “supporters”) more in 
their specific goals and concerns than simply their beliefs. See, for example, 
the work of Maya Goldenberg. Maya J. Goldenberg, Vaccine Hesitancy: 
Public Trust, Expertise, and the War on Science, Science, Values, and the 
Public (Pittsburgh, PA: University of Pittsburgh Press, 2021). 

 2 See for example Brian Wynne’s well-known example of the many mistakes 
made by government scientists who attempted to manage the contamina-
tion of the soils place restrictions on the Cumbrian sheep farming industry 
shortly after the Chernobyl disaster – mistakes made in part due their lack 
of local knowledge about the land, the soils, and the needs of the sheep, 
and other potential nearby contaminants. Brian Wynne, “Misunderstood 
Misunderstanding: Social Identities and Public Uptake of Science,” Pub-
lic Understanding of Science 1, no. 3 (July 1992): 281–304, https://doi.
org/10.1088/0963–6625/1/3/004.



In the first part of his complex and thought-provoking contribution to the 
present volume, Sandy Goldberg argues that there are cases in which a 
nonexpert’s autonomously-formed belief is based on evidence that would 
otherwise be sufficient for justification, but where this belief is rendered 
unjustified by (potential) evidence which the nonexpert fails to take into 
account. An autonomously-formed belief is, roughly, a belief which the 
person forms on the basis of her own evidence, rather than relying on ex-
pert testimony. I will refer to such beliefs simply as “autonomous beliefs”.

Goldberg gives various examples in support of his claim. One involves 
Roger, a food scientist for a large food corporation, who is also an en-
thusiastic cook. The rules of thumb he has derived from his cooking ex-
perience are very reliable, but not as reliable as the scientific method he 
masters. One day, Roger is asked whether a given combination of ingre-
dients will yield a result that a majority of consumers will find delicious. 
Rather than carrying out time-consuming experiments, he relies solely 
on his rules of thumb, in spite of the fact that much depends on the out-
come. Roger concludes that the answers are in the affirmative. However, 
had he carried out the experiments, he would have reached the opposite 
conclusion, that the mixture is disgusting. In this case, Goldberg argues, 
Roger is blameworthy and his belief unjustified.

I have little quarrel with the food scientist example, or indeed with the 
other examples, Goldberg gives in support of his main claim. Rather, 
I take them to be plausible examples in which autonomous beliefs are 
unjustified due to evidence not being taken into account. As we shall see, 
my potential disagreement with Goldberg lies elsewhere. I say “poten-
tial” because this comment is as much a critical assessment of Goldberg’s 
account as it is an attempt to grasp its full meaning and consequences.

What is it, then, that in Goldberg’s view makes beliefs unjustified in 
examples of this kind? To explain this, he invokes what he calls the 
doctrine of normative defeat. Suppose, for a starter, that the following 
conditions hold:

1  at time t S believes that p, and S’s total evidence is E;
2  E renders p propositionally justified;
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3  at t there is additional evidence E* which S does not have, but which 
she ought to have had;

4  p is not propositionally justified on the combination of E and E*.

When (1)–(4) are satisfied, E* is said to be a normative defeater of the 
propositional justification otherwise enjoyed by S’s belief that p.

Goldberg reports that he has argued, in earlier work, that the source 
of the “ought” here is in the normative expectations others are enti-
tled to have based on a person’s participation in various social practices. 
Thus, the evidence one ought to have had is the evidence one would have 
had if one were to fulfill all of the legitimate normative expectations. In 
the food scientist example, others (the CEO, other employees, the cus-
tomers, and so on) were entitled to have certain normative expectations 
regarding the methods Roger uses as an employed food scientist. The 
evidence Roger ought to have had is, then, the evidence he would have 
had if he were to fulfill all those expectations.

These considerations suggest the following conditions of normative 
defeat vis-à-vis one’s belief that p:

 i others were entitled to normative expectations of one’s epistemic 
condition, where these expectations are relevant to the belief that p;

 ii if one had fulfilled all of those expectations one would have had 
evidence E*; and

 iii the combination of E* and one’s current total evidence renders p 
propositionally unjustified.

The key questions, then, when determining whether a given belief is 
normatively defeated are, first, whether there was any legitimate expec-
tation that one would take further evidence into account and, second, 
what the result of so doing would have been.

While I very much appreciate the complexity and importance of the 
problem Goldberg is addressing, this is the point where I start to have 
some questions regarding his specific solution.

Consider Norman, a member of the Flat Earth League. The Flat Earth 
League believes that the earth is flat. Moreover, the norms governing its 
activities prescribe that no member must form a belief about the earth’s 
shape without the prior consultation of the League’s earth-shape ex-
perts. One day, a trusted friend questions Norman’s belief in the flatness 
of the earth. Norman decides, for the first time, to satisfy himself that 
the earth is indeed flat. This decision leads him to consider all the tradi-
tional evidence to the contrary: that when ships sailing away they disap-
pear, they do so bottom-first; that while at sea elevated areas of land are 
visible at a greater distance than less elevated areas; that other planets 
are spherical which would suggest that the earth is spherical, too, and so 
on. Norman hopes to pinpoint exactly where these arguments go wrong.
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However, rather than identifying obvious flaws in the traditional evi-
dence for the spherical form of the earth, Norman, to his astonishment, 
finds the evidence quite compelling. In fact, so strong is the impact of 
the evidence that he finds himself unable to resist the conclusion that he 
has been wrong all along: the earth, he must concede, is spherical after 
all and not flat. This new belief is an autonomous belief and the evidence 
upon which it is based would be sufficient for justification in all normal 
cases. However, since Norman is a member of the Flat Earth League, 
others (the other members of the League) were entitled to the norma-
tive expectation that Norman would consult the League’s earth-shape 
experts before forming his belief about the shape of the earth, which he 
didn’t. If Norman had fulfilled this expectation, the experts would have 
told him that the earth is flat. Their testimony in combination with Nor-
man’s current total evidence renders his belief that the earth is spherical 
normatively defeated, on Goldberg’s account, and therefore unjustified. 
Yet, we may assume that Norman has exactly the same evidence that we 
have for this belief, the only difference between him and us being that 
he is, in addition, a member of the Flat Earth League, a fact which itself, 
however, has no bearing on the shape of the earth. Had he not been a 
member of the League, he too would have been justified in his belief that 
the earth is a sphere. This, it seems to me, is the wrong result in this case. 
Surely, Norman is justified in believing that the earth is a sphere in spite 
of the fact that he is a League member.

Goldberg is of course aware that his theory faces problems of this 
kind. In the penultimate section of his contribution, he asserts that there 
are “constraints on when others are entitled to form such normative 
expectations [regarding the consultation of expertise] in the first place”. 
One proposed constraint is spelled out as follows (my emphasis):

[W]hen it comes to the sort of expectations I am discussing above, the 
entitlement is generated by legitimate social practices. Participation 
in a legitimate social practice entitles other participants to expect 
that one will conform to the norms of the practice, so when these 
norms require that one satisfy certain epistemic conditions, one is 
properly expected to do so. Here I submit that institutionalized ex-
pertise is constituted, in part, by a set of social practices –  practices 
involving the testing and continued self-correction of methods and 
procedures, of training and certification, of the signaling of exper-
tise, and of public reliance on experts.

Hence, in addition to there being legitimate normative expectations on 
the part of other people, the underlying social practice in which they 
participate must itself be legitimate for a belief to run the risk of being 
normatively defeated. The legitimate expectations that may normatively 
defeat an autonomous belief do not come from any social practices in 
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which a person participates, only from those practices that are them-
selves legitimate. The examples Goldberg gives of normative defeat, 
including the food scientist, are generally of the kind of which it is rea-
sonable to assume that the social practice is question is legitimate.

As for the Flat Earth League, its members have a legitimate norma-
tive expectation that Norman complies with the norms of the League of 
which he is a member. However, from where we stand, the League’s so-
cial practice fails to be itself legitimate. Therefore, the League members’ 
expectations lack normative force. Specifically, they lack the normative 
force needed to render Norman’s belief unjustified.

Hence, condition (i) in Goldberg’s account of normative defeated 
should be supplemented, or clarified, as follows:

(i’) others participating in a legitimate social practice were entitled to 
normative expectations of one’s epistemic condition, where these expec-
tations are relevant to the belief that p.

In my view, the account characterized by conditions (i’), (ii), and (iii) 
stands a good chance of providing a correct account of normative defeat, 
at least in outline. The account essentially states that one shouldn’t rely 
solely on one’s own evidence in cases in which others are entitled to ex-
pect that one would consult legitimate evidence. As Goldberg notices, it 
has the desirable consequence that beliefs deriving from local customs 
and traditions are not normatively defeated solely in virtue of the fact 
that there exists superior evidence bearing on the matter deriving from 
a legitimate social practice. They are not defeated if taking this evidence 
into account would not make the beliefs in question unjustified (but, say, 
only further supported).

In fact, even antivaxxers, who Goldberg rarely misses an opportu-
nity to criticize, may very well think that Goldberg has delivered a 
correct account of normative defeat. It is only that they have very dif-
ferent views about what specific social practices are legitimate. This 
is so even if we add a general account of what practices or bodies of 
expertise are legitimate along the lines of what Goldberg writes in a 
footnote: “I use the general term ‘expertise’ to designate a systematic 
body of information and know-how that is warranted on the basis of 
observation, testing, and well-confirmed empirical theory”. Antivaxx-
ers would presumably have different views on what is “warranted” and 
“well-confirmed”.

Generally, even with Goldberg’s account of normative defeat in place, 
there is plenty of room for disagreement about whether or not a social 
practice or alleged expert is in fact legitimate in a concrete case. We 
who believe in science, including virology and related disciplines as cur-
rently pursued, will be inclined to think that the expertise in this area 
is legitimate and that the views of anti-vaxxers, who should have con-
sulted the experts but have failed to do so, have thereby been firmly de-
feated. A (moderate) antivaxxer might respond that, while much science 
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is reliable, the particular disciplines in question have, regrettably, been 
compromised by the corporate influence of Big Pharma, the effect be-
ing that the putative experts are not bona fide exemplars of their kind. 
Goldberg’s account of normative defeat, as I have described it, is not 
very explicit on which concrete social practices are in fact legitimate, 
and I think this is as it should be. For it is not part of the very concept 
of normative defeat, relative to a social practice and a standard of the 
legitimacy of such practices, that some social practices are legitimate 
and others not.

This leads me to my final point. Goldberg thinks that his account, if 
correct, underpins a kind of “social-epistemic bootstrapping”, which he 
thinks is “happy”. He explains:

According to this proposal, the existence of institutionalized ex-
pertise in a domain is relevant to the assessment of autonomously- 
formed belief in that domain only when others are entitled to expect 
that beliefs in that domain be informed by this expertise. When oth-
ers are so entitled, this puts a kind of “pressure” on everyone in the 
community to become informed (if they are going to have beliefs 
in that domain at all). Once it becomes (something approximating) 
common knowledge that we have such expectations, everyone is 
on notice that autonomously-formed beliefs are acquired at one’s 
own risk. In this way these expectations constitute a mechanism by 
which epistemic communities can bootstrap their way into a more 
informed public.

Yet, the desirability of this sort of bootstrapping depends of course on 
the de facto legitimacy of the institutionalized expertise in question. If 
the experts appealed to are the real thing, we should surely welcome 
bootstrapping, which will then indeed result in a more informed public. 
But then we also have the unfortunate cases in which this is not so – and 
we know that scientists are no exception to the rule that human beings 
are susceptible to various psychological biases and sociological forces, 
whose potentially truth-derailing effects can lead even our best experts 
astray at any given stage of inquiry, not to mention their less talented or 
less honest colleagues (although we hope that science will become less 
dependent on the vagaries of the human mind as it progresses). Boot-
strapping in such cases has the unfortunate effect of cementing the er-
rors introduced by defective experts by making it socially more difficult 
to dissent on the basis of one’s own autonomously-formed beliefs. Even 
so, since most scientific practices are surely reliable, bootstrapping is 
mostly a good thing. My point is that it is not always a good thing, 
and – I would like to add – that we somehow need to safeguard against 
the cases in which it is not.



Responses to Grasswick and Olsson

I want to thank Heidi Grasswick and Erik J. Olsson for their thoughtful 
engagement with my chapter. In this brief reply, I will respond to each 
of them in turn.

In her contribution, Grasswick identifies three related concerns with 
my proposal. First, while she agrees with my big-picture claim asserting 
the epistemic significance of normative social expectations, she argues 
that we should not construe such expectations as affecting doxastic jus-
tification. Second, while I appeal to normative defeat as the mechanism 
by which such expectations acquire epistemic significance, she thinks we 
would do better to appeal to the practical stakes that are in play (and in 
what we do with our beliefs). And third, while I characterize the content 
of these normative social expectations as concerning the subject’s epis-
temic state, she thinks that we do better to treat them as expectations 
that the subject engages in certain forms of inquiry.

I feel the force of each of Grasswick’s concerns. I acknowledge as well 
that I am far from confident in the soundness of my proposal for mod-
eling the epistemic significance of normative social expectations. Still, 
I think some things can be said in defense of that proposal, and I will use 
Grasswick’s concerns as an occasion to say a little more.

I begin with my reason for locating the epistemic significance of 
normative social expectations in the theory of doxastic justification. It 
should be uncontroversial that doxastic justification is the status a belief 
has when it was formed and sustained in a way that passes some thresh-
old of goodness with respect to the twin aims of acquiring truth and 
avoiding falsehood. But when it comes to articulating that threshold, I 
worry that no particular threshold can be induced from objective criteria 
such as reliability or accuracy. For this reason, I think that we do better 
to treat the reliability threshold itself as set by what others are properly 
entitled to expect of one, qua epistemic subject. I tried to articulate and 
defend this view at length in my (2018). If I am right in my meta-epis-
temological account of what determines justification, then the subject 
matter of this chapter – how the existence of expertise in a domain  

7d Sanford C. Goldberg’s 
Response to Commentaries



Sanford C. Goldberg’s Response 233

might affect what is properly expected of nonexperts in that  domain1 – 
is equivalent to exploring how the existence of expertise in a  
domain affects the justification of belief in that domain.

This meta-epistemological consideration also motivates my responses 
to Grasswick’s second and third concerns. My approach to normative 
social expectations is part and parcel of a view on which epistemic jus-
tification reflects the range of expectations we are entitled to have of 
one another qua epistemic subjects. All parties should agree that these 
expectations can be affected by the social practices in which a subject 
participates. By contrast, the bearing of practical stakes on epistemic 
assessment is more controversial.2 I see it as an advantage of my pro-
posal that it doesn’t have to take a controversial view on that matter. 
(Of course, this only means that I prefer the controversial position that 
treats social expectations themselves as relevant to epistemic justifica-
tion.) Finally, while I myself am very sympathetic to the idea that nor-
mative social expectations include expectations that subjects perform 
certain inquiries (for which see Goldberg 2017, 2020, forthcoming a, 
and forthcoming b), I also think that these expectations bear on the sub-
ject’s current doxastic state as well, and it is the doctrine of normative 
defeat that connects the expectations of inquiry with those that bear on 
the epistemic assessment of belief.

In his contribution, Erik J. Olsson rightly notes that in at least two 
related respects things can be less rosy than I have depicted them. First, 
while I tend to focus on experts who are epistemically virtuous, there 
can be epistemic communities that defer to “experts” who are not. Sec-
ond, while I tend to focus on the benefits of the sort of social- epistemic 
“bootstrapping” that arises in connection with the expectations asso-
ciated with expertise, there are cases in which, owing to deference to 
“experts” who are misguided or simply wrong, the bootstrapping phe-
nomenon can actually make things worse, epistemically speaking: they 
can “cement … the errors introduced by defective experts by making it 
socially more difficult to dissent on the basis of one’s own autonomously- 
formed beliefs”.

I think Olsson is correct in both of these allegations, though I would 
hope to be able to acknowledge these points in a way that is broadly 
consistent with my proposal. (Since Olsson may well agree that this is 
possible, this may not be any criticism of his commentary.) Although I 
did not highlight it in my contribution here, in my (2018) I tried to ar-
gue that there are epistemological constraints on legitimate normative 
expectations regarding another’s epistemic condition. These constraints 
reflect the two core aims which give the standards of epistemic assess-
ment their point: the acquisition of truth and the avoidance of error. The 
degree to which conforming to a set of candidate standards enables a 
subject to do well in connection with these twin aims is a fully objective 
matter. Normative social expectations do not affect this. Their role is 
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rather to articulate (i) what evidence ought to be taken into account 
in epistemic assessment, and (ii) where the relevant threshold (e.g. of 
reliability) ought to be drawn. Since baselines for both (i) and (ii) are 
set by (what we are entitled to expect of one another merely in virtue 
of) our status as epistemic subjects, any normative social expectation 
that violates either baseline is ipso facto illegitimate. Consider in this 
light epistemic communities in which there is an expectation to defer to 
“defective experts”. Given the epistemic constraint on legitimate norma-
tive expectations, these communities’ expectations may well run afoul 
of those constraints, and so may be illegitimate. (See Goldberg 2018 
for details.) This also suggests how I would approach Olsson’s worries 
about the bad epistemic effects of “bootstrapping” in cases in which 
“experts” go astray. I would hope that the epistemic constraints on le-
gitimate social expectations would provide a principled way to rule out 
many (if not most or all) of the cases of “bad” bootstrapping, as having 
no bearing on assessments of doxastic justification. However, this is not 
something I addressed either in the present chapter or in my (2018), so it 
remains to be seen whether this hope can be realized. And if it cannot, 
then Olsson has identified a potentially unhappy implication that will 
have to be embraced.3 Whether this is so will have to await future work.

Notes
 1 Here I should correct the record on one point. My claim was not that the 

mere existence of expertise whose content conflicts with “traditional” belief 
defeats the latter’s justification. There is the further requirement that others 
be entitled to expect people to conform to expert opinion. Part of the burden 
of the chapter was to describe cases in which others would be so entitled, as 
well as cases in which they would not.

 2 For a defense of the view that stakes affect the justification of action, not 
belief, see Reed (2010, 2012, 2013) and Goldberg (forthcoming a).

 3 It is worth noting, though, that a claim in this vicinity – that normative 
social expectations can give rise to unpossessed evidence defeating one’s 
knowledge, even when the unpossessed evidence is misleading – is an impli-
cation that many appear already to embrace. Consider the “newspaper case” 
raised by Harman (1973: 143–144) or the “unopened letter” case in Pollock 
(1986: 192).
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1 Introduction

Fake news and conspiracy theories spreading over the internet are a 
major challenge to public debate discourse and even democratic delib-
eration.1 How can we address this challenge? Systemic changes are pre-
sumably needed that will require regulation, legislation, and industry 
intervention, but individuals also play a role and may wish to respond. 
In this chapter, we focus on the dispositions of individuals, as there 
is some evidence that there are individual differences in the propen-
sity to endorse and spread fake news and conspiracy theories (Guess 
et al. 2019; Lazer et al. 2018). Our focus is on intellectual virtues and 
vices. Intellectual virtues are character traits that support their bearers 
in gaining and spreading knowledge and understanding (Roberts and 
Wood 2007). Intellectual vices are deficits in intellectual virtue, under-
mining the ability to gain or transmit knowledge and understanding 
(Cassam 2018).

We present findings from two survey experiments measuring intellec-
tual virtue and vice, fake news endorsement, and conspiracist beliefs. 
The first study was exploratory; the second study was confirmatory and 
pre-registered.2 Across two studies, we collected data on the intellectual 
virtues of nearly 2000 people from the United States, eliciting their in-
tellectual virtues using a validated survey instrument. Analysis shows 
that intellectually vicious people are more likely to endorse conspiracy 
theories. This finding supports claims by epistemologists that conspiracy 
theorists suffer from intellectual vice (Cassam 2016, 2018, 2019).3 Yet 
the current experiment looks beyond conspiracy theories by showing 
that endorsement of fake news is also associated with epistemic vice.

Our experiments also make a contribution to vice epistemology. Vice 
epistemology is the branch of epistemology that concentrates on the na-
ture, identity, and epistemological significance of intellectual vices (Cas-
sam 2016). Quassim Cassam has suggested that some intellectual virtues 
and vices may be “stealthy”. A trait is stealthy if possessing the trait 
stands in the way of knowing that you have the trait (Cassam 2015). The 
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current experiments use a self-assessment approach to measure intellec-
tual virtue and vice, including dispositions like intellectual humility and 
arrogance that might intuitively seem to be stealthy (Alfano et al. 2017). 
That this measure is associated with questionable beliefs suggests that 
intellectual vices are not fully stealthy. People seem to have some knowl-
edge about their intellectual character traits, even when those traits get 
in the way of other knowledge.

We study epistemic virtue and vice in an online environment in part out 
of convenience but also because the internet is one of the main breeding 
grounds of conspiracy theories and fake news. Recent work has found in-
tense conspiracy theorizing on various online platforms, including Red-
dit (Klein et al. 2018, 2019) and YouTube (Alfano et al. 2018, 2020). 
Participants for the study were recruited via Amazon Mechanical Turk, 
an online crowdsourcing platform. This is an appropriate setting to study 
conspiracy theories and fake news spread over the internet, where the 
volume, velocity, veracity, and variety of information sources are unique 
compared to older, more traditional media infrastructures (Alfano and 
Klein 2019). Our experiments suggest that epistemic virtue appears to 
influence whether people place trust intelligently or wisely online.

Section 1 introduces the first experiment, describes the sample in terms 
of its intellectual virtues and their propensity to endorse conspiracy the-
ories and fake news, and shows regression results of the first experiment. 
Section 2 introduces the second experiment and shows regression results 
for it. In the final section, we discuss the implications of this research for 
virtue and vice epistemology. We focus on whether intellectual vices are 
stealthy and on implications for trust on the internet. We conclude with 
reflections on directions for future research.

2 Study 1

2.1 Materials and Methods

Participants were recruited using Amazon Mechanical Turk. The eli-
gibility criteria were living in the United States and being 18 or older. 
Respondents were paid $2 for participation. A total of 1,357 peo-
ple participated, of which 975 passed an attention check. Participants 
who failed the attention check were excluded from the analysis. The 
participants were on average 40 years old (SD=13). 52% of the sample 
was female. 79% of the sample was White/Caucasian, 9% was African 
American/Black, 5% was Asian or Pacific Islander, and 5% was His-
panic; the remaining 2% were other or did not disclose ethnicity. 53% 
had obtained a bachelor’s or a higher degree. Mean household income 
was 57,000 USD per year. Table 8.8 in the appendix contains full de-
scriptive statistics.
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Each participant answered demographic questions about age, gender, 
race, education, household income, religion, political affiliation, and 
news consumption. We measure religiosity by asking respondents how 
important religion is to them, on a 5-point scale from “not at all import-
ant” to “extremely important”. 42% reported to find religion not at all 
important. The remainder of the sample is roughly evenly split between 
according religion slight, moderate, strong, and extreme importance.

We measure political affiliation by asking participants whether they 
“consider themselves a Republican, a Democrat, an Independent, or 
what?” Responses are “Strongly Democratic”, “Weakly Democratic”, 
“Independent (Lean toward Democratic party)”, “Independent”, “Inde-
pendent (Lean toward Republican party)”, “Republican (Weakly Repub-
lican)”, “Republican (Strongly Republican)”. 42% consider themselves 
Democrats, 22% Republicans, and 36% Independent.

We measure news consumption by asking “How often do you get 
news from the following sources” (5-point scale: “never”, “rarely”, 
“sometimes”, “often”, “very often”) for the following news sources: 
printed newspapers, social networks, TV and Radio, Online Newspa-
pers, and News Aggregators. All five news sources are widely used by 
respondents, with an average between 3.1 (online newspapers) and 3.4 
(TV and Radio).

In the following, we discuss the instruments used to measure intel-
lectual virtue, credence placed in conspiracy theories, and fake news 
endorsement.

2.1.1 Measuring Intellectual Virtue

We measured intellectual virtues using a validated survey instrument 
(Alfano et al. 2017). The scale provides a measure of intellectual hu-
mility. Intellectual humility is only one among many intellectual vir-
tues. However, Alfano et al. have worked with an extensive definition 
of humility. Using 23 items, the scale measures four related virtues: 
open-mindedness, intellectual modesty, engagement, and corrigibility.

The constructs are defined in Table 8.1. While the four dimensions do 
not provide a comprehensive measure of intellectual virtue, the measure 
is broad enough for the purposes of this experiment. Responses were 
scaled on a 5-point agree-disagree scale.4

We calculated scores for individual virtues by taking the average of 
the relevant items, and transforming the scale to 0–100, for example, 
50 corresponds to the scale point “neutral”, and 100 corresponds to 
“strongly agree”. Figure 8.1 shows the results. On average, respondents 
score highest on open-mindedness (average 80), followed by engagement 
(69) and corrigibility (66). Interestingly, people self-report a compara-
tively low level of modesty, with the median respondent scoring 53, just 
above the neutral point.
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For the initial analysis of the data, we constructed a summary 
measure of intellectual virtue rather than analysing each virtue sep-
arately. We obtained the measure by taking the average scores across 
all items.

Table 8.1  Overview of Alfano et al.’s intellectual humility scale. Contrary vices 
are listed in parentheses after the virtues they oppose. Items marked 
with (R) are reverse-scored.

Intellectual Virtue Definition Example Item

Open-mindedness 
(Intellectual 
Arrogance) 

Acknowledgment of the limitations of 
one’s knowledge, especially relative 
to others, and a desire to gain 
knowledge irrespective of status. 

I don’t take people 
seriously if they’re 
very different 
from me. (R)

Intellectual 
Modesty 
(Intellectual 
Vanity)

Low concern for how one’s intellect is 
perceived, and for one’s intellectual 
reputation. 

I like to be the 
smartest person 
in the room. (R)

Engagement 
(Boredom)

Motivation to investigate things one 
doesn’t understand, particularly 
in response to encountering ideas 
different from one’s own. 

I enjoy reading 
about the ideas of 
different cultures

Corrigibility 
(Intellectual 
Fragility) 

Resilience in emotional response when 
confronted with challenges to one’s 
knowledge or intellectual abilities.

I appreciate being 
corrected when I 
make a mistake.

Figure 8.1 Summary of intellectual virtues.
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2.1.2 Measuring Conspiracist Thinking

Conspiracy theories are explanations for (purported) phenomena that 
invoke a conspiracy. Sometimes they also include an epistemic compo-
nent that hypothesizes that the conspirators systematically distort evi-
dence about their activities and even existence. Some conspiracy theories 
are true (Dentith 2016; Harris 2018). We are interested in conspiracy 
theories that – for all we know – are false and not inferences to the best 
explanation (Harman 1965). Some of these conspiracy theories may still 
turn out to be true, but we maintain, in line with Cassam, that believing 
such conspiracy theories is a defeasible sign of intellectual vice (Cassam 
2016).

To elicit the propensity to endorse conspiracy theories, we used an 
established measure from political science (Oliver and Wood 2014). 
Participants were presented with five conspiracy theories in random 
order and asked whether the statements presented were true or false, 
on a 5-point scale (“definitely false”, “probably false”, “do not know”, 
“probably true”, “definitely true”). Table 8.2 presents the items and 
proportion of respondents endorsing each of the statements. We took 
respondents to endorse a statement if they replied “true” or “definitely 
true” to construct the table. More than one-third of respondents en-
dorsed at least one conspiracy theory. For the purpose of further analy-
sis, we take the average of the five items of the score on the 5-point scale 
described above.

Table 8.2  Measure of conspiracist thinking

Conspiracy Endorsement 
(%)

The U.S. invasion of Iraq was not part of a campaign to fight 
terrorism but was driven by Jews in the United States and 
Israel.

11

Certain U.S. government officials planned the attacks of 
September 11, 2001, because they wanted the United States to 
go to war in the Middle East.

18

President Barack Obama was not really born in the United States 
and does not have an authentic Hawaiian birth certificate.

13

The financial crisis of 2008/2009 was secretly orchestrated by 
a small group of Wall Street bankers to extend the power of 
the Federal Reserve and further their control of the world’s 
economy.

19

Billionaire George Soros is behind a hidden plot to destabilize 
the American government, take control of the media, and put 
the world under his control.

16
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2.1.3 Measuring Fake News Endorsement

Fake news refers to content that presents (typically) false or misleading 
claims as news (Gelfert 2018; Lazer et al. 2018). Fake news can be spread 
for many different reasons, from pure trolling to driving advertisement 
revenue to corporate or state-led disinformation campaigns.

We developed a new instrument to elicit the propensity of respondents 
to endorse fake news. Each respondent was presented with ten screenshots 
of articles from news and fake news websites in random order. Participants 
were asked whether the article displayed was credible, on a 5-point scale 
(“strongly disagree”, “disagree”, “neutral”, “agree”, “strongly agree”). 

Figure 8.2 shows the proportion of fake news items people find cred-
ible. To construct the graph, we took respondents to find an article 
credible if they replied “agree” or “strongly agree” to the question of 
whether the article was credible. Almost four of five respondents found 
at least one of the fake news items presented to them credible. On aver-
age, respondents found 1.5 out of 5 fake news articles credible. For the 
purposes of further analysis, we work with the mean across all five fake 
news items of the 5-point scale described above.

It is noteworthy that endorsement of conspiracy theories and endorse-
ment of fake news are correlated, with a coefficient of 0.6. This result 
suggests that there might be an underlying factor explaining both types 
of pernicious beliefs.

Figure 8.2 Proportion of fake news articles people find credible.
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2.2 Calculation and Results

This section presents the results of a regression analysis to test whether 
endorsement of conspiracy theories or fake news is associated with in-
tellectual vice. A regression approach goes beyond showing mere cor-
relations between intellectual vice and the endorsement of questionable 
beliefs. Such correlations could be caused by some underlying third 
factor. Other explanations that have been suggested in the literature 
appeal to education, socio-economic background, political orientation, 
religion, and news consumption (Allcott and Gentzkow 2017; Brother-
ton et al. 2013; Hagen 2018; Lazer et al. 2018; Oliver and Wood 2014).

To vindicate intellectual vice, it should explain questionable beliefs 
over and above other, established explanations. Regression analysis al-
lows us to test associations between outcomes and our measure of intel-
lectual vice while controlling for these other factors.

Table 8.3 shows regression results for endorsement of conspiracy the-
ories and fake news. Columns 1 and 2 concern conspiracy theories mea-
sured as the number of conspiracy theories endorsed. Columns 3 and 4 
concern fake news endorsement measured as the number of fake news 
items deemed credible. We have normalized both outcome measures by 
calculating the z-score for each observation.

Columns 1 and 3 show regression results using only control variables. 
Controls used are age, household income, sex, education, ethnicity, po-
litical affiliation, religion, and news consumption. Coefficients can be 
compared with one another because all discrete variables have been nor-
malized by computing their z-scores.

The reason to show these results is that they give us a baseline for how 
much of the variance in endorsement of conspiracy theories and fake 
news is accounted for by control variables. These regressions account 
for 22% and 26% of variance as measured by R2, respectively. In other 
words, our control variables can explain 22% of the variance between 
respondents in endorsing conspiracy theories, and controls explain 26% 
of variance in endorsing fake news.

Political affiliation and religion explain the most variance: Republicans 
were more likely to endorse conspiracies and fake news, as were more 
religious people. News consumption also plays a role. Respondents read-
ing printed newspapers were less likely to believe conspiracies and fake 
news, respondents getting their news from social media were more likely. 
Households with higher income were less likely to endorse conspiracy 
theories, but income played no significant role in endorsing fake news.

Other variables show no statistically significant associations with con-
spiracy or fake news. Age, education, and ethnicity are not significantly 
associated with outcomes.

Columns 2 and 4 show regression results for the same set of controls 
plus the summary measure of intellectual virtue. For both outcomes, 



Fake News, Conspiracy Theorizing 243

T
ab

le
 8

.3
  R

eg
re

ss
io

n 
re

su
lt

s 
st

ud
y 

1

 
(1

)
(2

)
(3

)
(4

)

V
ar

ia
bl

es
C

on
sp

ir
ac

y
C

on
sp

ir
ac

y
Fa

ke
 N

ew
s

Fa
ke

 N
ew

s

In
te

lle
ct

ua
l V

ir
tu

e
 

−
0.

28
2*

**
 

−
0.

24
5*

**
 

 
(0

.0
32

3)
 

(0
.0

31
8)

A
ge

−
0.

06
26

*
−

0.
03

80
0.

0
0

02
21

0.
02

16
 

(0
.0

32
1)

(0
.0

31
0)

(0
.0

32
2)

(0
.0

30
9)

In
co

m
e

−
0.

09
97

**
*

−
0.

08
85

**
*

−
0.

03
13

−
0.

02
16

 
(0

.0
30

0)
(0

.0
28

8)
(0

.0
27

7)
(0

.0
26

9)
Fe

m
al

e
−

0.
02

12
0.

02
21

0.
11

4*
0.

15
2*

**
 

(0
.0

60
6)

(0
.0

57
8)

(0
.0

58
9)

(0
.0

57
0)

E
du

ca
ti

on
 

 
 

 
H

ig
h 

sc
ho

ol
 d

ip
lo

m
a 

or
 e

qu
iv

al
en

t
−

0.
51

9*
*

−
0.

61
2*

**
0.

03
08

−
0.

0
49

7
 

(0
.2

49
)

(0
.2

09
)

(0
.2

73
)

(0
.1

93
)

So
m

e 
co

lle
ge

 b
ut

 n
o 

de
gr

ee
−

0.
55

6*
*

−
0.

66
2*

**
−

0.
09

59
−

0.
18

9
 

(0
.2

42
)

(0
.1

99
)

(0
.2

65
)

(0
.1

81
)

A
ss

oc
ia

te
’s

 d
eg

re
e

−
0.

61
7*

*
−

0.
71

5*
**

−
0.

0
09

11
−

0.
09

47
(0

.2
48

)
(0

.2
05

)
(0

.2
68

)
(0

.1
84

)
B

ac
he

lo
r’

s 
de

gr
ee

−
0.

56
4*

*
−

0.
71

3*
**

−
0.

14
6

−
0.

27
5

 
(0

.2
42

)
(0

.1
99

)
(0

.2
64

)
(0

.1
79

)
G

ra
du

at
e 

de
gr

ee
−

0.
56

4*
*

−
0.

77
1*

**
−

0.
06

41
−

0.
24

4
 

(0
.2

54
)

(0
.2

10
)

(0
.2

73
)

(0
.1

89
)

E
th

ni
ci

ty
 

 
 

 
A

si
an

 o
r 

Pa
ci

fic
 I

sl
an

de
r

−
0.

32
0

−
0.

22
5

−
0.

23
2

−
0.

15
0

 
(0

.3
26

)
(0

.3
38

)
(0

.2
90

)
(0

.2
46

)
B

la
ck

 o
r 

A
fr

ic
an

 A
m

er
ic

an
−

0.
29

7
−

0.
15

5
−

0.
13

0
−

0.
0

06
07

 
(0

.3
06

)
(0

.3
24

)
(0

.2
73

)
(0

.2
28

)

(C
o

nt
in

u
ed

)



244 Marco Meyer and Mark Alfano

 
(1

)
(2

)
(3

)
(4

)

V
ar

ia
bl

es
C

on
sp

ir
ac

y
C

on
sp

ir
ac

y
Fa

ke
 N

ew
s

Fa
ke

 N
ew

s

H
is

pa
ni

c
−

0.
47

5
−

0.
29

9
−

0.
29

8
−

0.
14

5
 

(0
.3

23
)

(0
.3

37
)

(0
.2

85
)

(0
.2

42
)

W
hi

te
/C

au
ca

si
an

−
0.

40
9

−
0.

31
3

−
0.

09
82

−
0.

01
46

 
(0

.2
94

)
(0

.3
11

)
(0

.2
60

)
(0

.2
14

)
O

th
er

0.
06

80
0.

10
9

0.
0

02
76

0.
03

83
 

(0
.3

76
)

(0
.3

77
)

(0
.3

14
)

(0
.2

67
)

Po
lit

ic
al

 a
ffi

li
at

io
n

0.
27

2*
**

0.
22

6*
**

0.
34

1*
**

0.
30

2*
**

 
(0

.0
34

2)
(0

.0
32

4)
(0

.0
34

2)
(0

.0
32

5)
R

el
ig

io
n

0.
22

2*
**

0.
21

9*
**

0.
19

9*
**

0.
19

6*
**

 
(0

.0
33

5)
(0

.0
32

5)
(0

.0
33

9)
(0

.0
32

8)

N
ew

s 
C

on
su

m
pt

io
n

 
 

 
 

N
ew

sp
ap

er
s

−
0.

08
41

**
*

−
0.

06
98

**
−

0.
11

8*
**

−
0.

10
6*

**
 

(0
.0

29
7)

(0
.0

28
3)

(0
.0

31
5)

(0
.0

30
7)

So
ci

al
 N

et
w

or
ks

0.
13

4*
**

0.
09

96
**

*
0.

07
46

**
0.

0
4

49
 

(0
.0

31
2)

(0
.0

29
9)

(0
.0

30
4)

(0
.0

29
2)

T
V

 a
nd

 R
ad

io
−

0.
0

07
35

−
0.

01
70

0.
03

22
0.

02
38

 
(0

.0
30

3)
(0

.0
30

0)
(0

.0
30

9)
(0

.0
30

4)
O

nl
in

e 
N

ew
sp

ap
er

s
0.

01
51

0.
01

64
0.

0
01

64
0.

0
02

76
 

(0
.0

32
8)

(0
.0

31
2)

(0
.0

32
0)

(0
.0

31
2)

N
ew

s 
A

gg
re

ga
to

rs
0.

01
81

0.
0

06
86

0.
06

92
**

0.
05

94
**

 
(0

.0
30

1)
(0

.0
29

6)
(0

.0
29

9)
(0

.0
29

7)
C

on
st

an
t

0.
95

8*
*

0.
96

8*
**

0.
13

9
0.

14
8

 
(0

.3
79

)
(0

.3
65

)
(0

.3
68

)
(0

.2
75

)
 

 
 

 
 

O
bs

er
va

ti
on

s
94

9
94

9
94

9
94

9
R

-s
qu

ar
ed

0.
21

6
0.

28
9

0.
25

6
0.

31
0

R
ob

us
t 

st
an

da
rd

 e
rr

or
s 

in
 p

ar
en

th
es

es
.

**
* 

p 
< 

0.
01

, *
* 

p 
< 

0.
05

, *
 p

 <
 0

.1
.



Fake News, Conspiracy Theorizing 245

the association with intellectual virtue is statistically significant at the 
1% level. The coefficient of intellectual virtue is larger than the coeffi-
cient of any of the controls. The proportion of variance we can explain 
jumps by 7 and 5 percentage points, respectively. This result suggests 
that intellectual vice explains endorsement of conspiracy theories and 
fake news over and above alternative explanations as measured by 
controls.

When intellectual virtue is added to the model, political affiliation and 
religion remain statistically significant, with coefficients at the same or-
der of magnitude as intellectual virtue. It is noteworthy that sex becomes 
statistically significant at the 1% level for fake news endorsement once 
we account for intellectual virtue. Female respondents were somewhat 
more likely to endorse fake news.

2.3 Discussion

This exploratory study found that several demographic controls predict 
endorsement of conspiracy theories and credence in fake news. In addi-
tion, we found that intellectual virtue (and vice) account for a sizeable 
proportion of the variance in people’s acceptance of both conspiracy 
theories and fake news. These results are correlational, so we cannot 
say for sure whether intellectual vice leads people to conspiracy theoriz-
ing or, instead, acceptance of conspiracy theories and fake news makes 
people intellectually vicious (or some third variable explains both). Nev-
ertheless, the scale used to study intellectual virtue is meant to measure 
a trait, so the more plausible interpretation is that intellectual virtue 
explains conspiracy theorizing rather than the other way around. A lon-
gitudinal study might be able to shed further light on this question. In 
the next section, we describe a follow-up, pre-registered, confirmatory 
study that we conducted to further examine the relationship between 
intellectual character, on the one hand, and conspiracy theories and fake 
news, on the other hand.

3 Study 2

3.1 Materials and Methods

Study 2 replicates study 1. Participants were recruited using Amazon 
Mechanical Turk. The eligibility criteria were living in the United States 
and being 18 or older. Respondents were paid $1.50 for participation. 
1,011 people participated, of which 998 passed an attention check. Par-
ticipants who failed the attention check were excluded from the analysis. 
Participants answered the same demographic questions as in study 1. 
Participants had an average age of 40 (SD = 13). 45% of the sample 
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was female. 79% of the sample was White/Caucasian, 10% was Afri-
can American/Black, 5% was Asian or Pacific Islander, and 5% was 
Hispanic; the remaining 1% selected other or did not disclose ethnicity. 
60% had obtained a bachelor’s or a higher degree. Mean household in-
come was 59,000 USD per year. All these demographic characteristics 
are very similar to the sample in study 1. Similarly, reported political 
affiliation, religion, and news consumption followed reports in study 1 
closely.

Participants answered the same demographic questions and the same 
modules on intellectual virtue, conspiracist thinking, and fake news as 
in study 1. Average scores on the intellectual humility scale closely fol-
lowed the scores in study 1, as did average numbers of fake news articles 
and conspiracy theories deemed credible. Table 8.9 in the appendix con-
tains full descriptive statistics.

3.2 Calculation and Results

Table 8.4 shows regression results for conspiracy theories and fake news 
endorsement. Columns 1 and 2 replicate the analysis conducted in study 
1 concerning conspiracy theories; columns 4 and 5 replicate the analysis 
conducted in study 1 concerning fake news endorsement. The results 
confirm the findings of study 1.

Columns 1 and 4 show regression results using only control variables. 
Controls are identical to study 1. All discrete variables have been nor-
malized by computing their z-scores. These regressions account for 26% 
and 21% of variance as measured by R2, respectively. Control variables 
show broadly similar coefficients, with some noteworthy differences. 
Age was not a significant variable in the previous study. In this study, 
older participants are less likely to endorse conspiracy theories, signif-
icant at the 1% level. We note that this is in tension with the results 
of Guess et al. (2019), who found that older people disproportionately 
spread fake news. It might be that they spread it even though they don’t 
believe it, but this tension calls for further investigation. Income is more 
consistently significant across regressions, at the 1% level: the richer 
you are, the less likely you are to endorse conspiracy theories and deem 
fake news credible. Gender is not significant in any of the regressions. 
Education remains mostly insignificant. Similarly to the original study, 
ethnicity is largely insignificant – with the exception of one ethnic group 
(American Indian or Alaskan Native), whose scores are based on just 
seven responses. Political affiliation and religion remain significant, with 
broadly similar coefficients to the original study. As in the original study, 
people who get their news from social networks where somewhat more 
likely to endorse conspiracy theories. The negative relationship between 
newspaper consumption and deeming fake news credible was replicated 
in this study.
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Columns 2 and 5 show regression results for the same set of con-
trols plus the summary measure of intellectual virtue. As in the original 
study, the association with intellectual virtue is statistically significant at 
the 1% level for both conspiracy and fake news endorsement. The coeffi-
cients are larger than in the original study and larger than the coefficient 
of any of the controls. The proportion of variance we can explain jumps 
by 11 and 9 percentage points, respectively – significantly more than in 
study 1. This result confirms that intellectual vice explains endorsement 
of conspiracy theories and fake news over and above alternative expla-
nations as measured by controls.

Columns 3 and 6 go beyond the analysis conducted in study 1. They 
show the coefficients of the four individual virtues that are aggregated 
in a single measure in columns 2 and 5. For both outcome variables, 
open-mindedness and engagement drive results. Intellectual modesty is 
insignificant concerning fake news endorsement. Corrigibility is insig-
nificant concerning fake news. But it is noteworthy that corrigibility is 
significant at the 1% level concerning conspiracy theories – with a pos-
itive coefficient. More engaged participants were more likely to endorse 
conspiracy theories, other things equal. This result suggests that aggre-
gating all four dimensions of the intellectual virtue scale is not advisable, 
since the dimensions may pull in opposite directions.

Let’s investigate the role of individual virtues further. We need to go 
beyond the multiple regression above because intellectual virtues are 

Table 8.5  Regression results for individual virtues in study 2

 (1) (2) (3) (4) (5)

Variables Conspiracy Conspiracy Conspiracy Conspiracy Conspiracy

Open-
mindedness

−0.415***    −0.328***

 (0.0345)    (0.0429)
Modesty  −0.142***   −0.0557*
  (0.0311)   (0.0299)
Corrigibility   −0.176***  0.131***
   (0.0307)  (0.0346)
Engagement    −0.369*** −0.210***
    (0.0321) (0.0405)
Constant 1.251*** 1.700*** 1.658*** 1.234*** 1.111***
 (0.263) (0.313) (0.271) (0.238) (0.262)
      
Observations 976 976 976 976 976
R-squared 0.405 0.280 0.292 0.380 0.427

Controls used but coefficients omitted: age, income, gender, education, ethnicity, ideology, 
 religion, news consumption.
Robust standard errors in parentheses.
*** p < 0.01, ** p <0.05, * p <0.1.
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highly correlated with one another (correlation coefficients between 
virtues range between 0.27 and 0.58). To see the effect of individual 
virtues, we therefore need to study their effect in isolation from other 
virtues. Column 5 in Table 8.5 shows the regression in column 3 above 
(coefficients of control variables are omitted for better readability).

Columns 1 to 4 analyse the association of individual virtues and the 
propensity to endorse conspiracy theories. Consistent with the results 
discussed above, open-mindedness and engagement are strongly nega-
tively associated with conspiracy theorizing. But note that intellectual 
modesty and corrigibility also are, considered in isolation from the other 
virtues, negatively associated with conspiracy as well, at the 1% signif-
icance level, even if their coefficients are smaller. Hence we should read 
the positive sign of the engagement coefficient in column (5) as an arte-
fact of the high correlation of engagement with the other virtues.

3.2.1 Reexamining the Dimensions of Intellectual Humility

The differentiated roles played by the four dimensions of the intellectual 
virtue scale in study 2 led us to reexamine the data from study 1. Do we 
find the same pattern in this independent sample? Note that this analysis 
must be considered exploratory because the data were collected before 
we arrived at our hypothesis. Nevertheless, the sample is independent 
and was not analyzed in this way until after study 2 had been analyzed, 
so it does shed some light on our topic.

Table 8.6 shows the results of the same regression as Table 8.5, applied 
to the data from study 1. The results are qualitatively similar: open- 
mindedness remains negatively associated with conspiracy theorizing, 
and the sign of corrigibility turns positive in the combined regression in 
column 5. Both modesty and engagement are negatively associated with 
conspiracy theorizing in the combined model. Yet all four virtues are 
negatively associated with conspiracist thinking and fake news endorse-
ment. The coefficients are lower in study 1 than in study 2.

3.2.2  Comparison Between Respondents with High and Low 
Intellectual Humility

Table 8.7 compares respondents in the upper and lower half on the ag-
gregate intellectual humility scale. The analysis is based on the combined 
datasets of studies 1 and 2 (n = 1,973). Consistent with the regression 
analysis, respondents in the high group engage less in conspiracist think-
ing and lend less credence to fake news. The difference is higher for con-
spiracist thinking than for identifying fake news, but both are significant 
at the 1% level.

Differences between a number of controls are also significant at 
the 1% level. Respondents scoring higher on intellectual virtue tend 
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Table 8.6  Regression results individual virtues study 1

 (1) (2) (3) (4) (5)

Variables Conspiracy Conspiracy Conspiracy Conspiracy Conspiracy

Open-
mindedness

−0.315*** −0.270***

(0.0324) (0.0422)
Modesty −0.120*** −0.0973***

(0.0304) (0.0299)
Corrigibility −0.0987*** 0.189***

(0.0312) (0.0352)
Engagement −0.289*** −0.210***

(0.0327) (0.0423)
Constant 1.030*** 0.934** 0.942*** 1.031** 1.083***

(0.354) (0.384) (0.358) (0.415) (0.414)

Observations 949 949 949 949 949
R-squared 0.309 0.230 0.225 0.294 0.345

Controls used but coefficients omitted: age, income, gender, education, ethnicity, ideology, reli-
gion, news consumption.
Robust standard errors in parentheses.
*** p < 0.01, ** p < 0.05, * p < 0.1.

Table 8.7  Demographic comparison combined sample

Intellectual Virtue   

Low High Difference p

Fake news 2.74 2.44 0.29 0.00
Conspiracy 2.27 1.77 0.50 0.00
Age 38.49 41.01 −2.52 0.00
Income 58009 58776 −766 0.62
Female 0.43 0.54 −0.11 0.00

Education     
Less than a high school diploma 0.01 0.00 0.00 0.39
High school diploma or equivalent 0.08 0.12 −0.03 0.01
Some college but no degree 0.18 0.24 −0.06 0.00
Associate’s degree 0.11 0.14 −0.03 0.02
Bachelor’s degree 0.46 0.37 0.09 0.00
Graduate degree 0.17 0.13 0.04 0.01

Ethnicity     
American Indian or Alaskan Native 0.01 0.00 0.00 0.03
Asian or Pacific Islander 0.06 0.04 0.02 0.02
Black or African American 0.08 0.10 −0.02 0.21

(Continued)
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to be older. The age difference is 2.5 years on average. Moreover, 
the high group has a larger proportion of women than men, with a 
difference of 11 percentage points. Respondents in the high group are 
more likely to be Democrats, less likely to be religious, and less likely 
to get their news via social media. The differences between the groups 
are small for the education-related variables, and only some of them 
are significant. However, generally people with less formal education 
are likely to score higher on intellectual virtue. For none of the ethnic 
groups are differences between the high and low groups significant at 
the 1% level.

3.3 Discussion

In this study, we replicated the main finding of study 1: intellectual vice 
is strongly predictive, over and above many demographic controls, of 
acceptance of both conspiracy theories and fake news. After controlling 
for other variables, intellectual vice accounts for 10–13% of the variance 
in conspiracism and acceptance of fake news. In addition, we found that 
two of the four dimensions of intellectual character (open-mindedness 
and engagement) account for most of this effect.

As before, we cannot definitively conclude that intellectual character 
causes acceptance/rejection of conspiracy theories and fake news. It 
could be that people who get sucked in by conspiracy theories and fake 
news tend to become intellectually vicious, or that some third variable 
explains the correlations observed here. That said, it is at least plausible 
that the causal arrows run from traits (open-mindedness and engage-
ment) to behaviors (accepting or rejecting conspiracy theories and fake 
news).

Intellectual Virtue   

Low High Difference p

Hispanic 0.05 0.05 0.00 0.69
White/Caucasian 0.78 0.80 −0.01 0.50
Other 0.01 0.01 0.00 0.72
Religion 2.55 2.36 0.19 0.00
Political Affiliation 3.53 3.19 0.33 0.00

News Consumption     
Printed Newspapers 3.05 3.11 −0.06 0.24
Social Networks 3.22 2.98 0.24 0.00
TV and Radio 3.39 3.34 0.05 0.35
Online Newspapers 3.03 3.01 0.02 0.70
News Aggregators 3.35 3.28 0.07 0.22
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4 General Discussion

What can vice epistemologists learn from these results? The descriptive 
statistics show that questionable beliefs in fake news and conspiracy the-
ories are widespread. Some established explanations account for some 
of the variances in outcomes. Republicans are more likely to endorse 
both conspiracy theories and fake news. Religion is also associated with 
conspiracist thinking and endorsement of fake news.

Intellectual vice appears to be an additional ingredient to the explana-
tion. Intellectually vicious people are more likely to endorse conspiracy 
theories. This result holds up when we control for political orientation, 
religion, and a range of other factors. This finding supports claims by 
vice epistemologists that conspiracy theorists suffer from intellectual vice 
(Cassam 2016). Furthermore, intellectual vice is associated with ques-
tionable beliefs other than conspiracy theories. These experiments show 
that acceptance of fake news is associated with epistemic vice as well.

As we mentioned above, we think that the most plausible causal ex-
planation of our findings is that intellectual character causes acceptance/
rejection of conspiracy theories and fake news. However, we cannot rule 
out the opposite direction. Indeed, it may be that there are feedback 
loops at work here: intellectual vice makes people susceptible to conspir-
acy theorizing, which undermines their intellectual character still fur-
ther, which makes them even more susceptible to conspiracy theorizing. 
Many readers will no doubt have an uncle or other family member who 
comes to mind in this context. Longitudinal studies could help to untan-
gle these potential feedback loops.

In addition, we note that many, perhaps most, people encounter con-
spiracy theories and fake news primarily online. This study suggests that 
intellectual virtue and vice influence epistemic conduct in an online en-
vironment. Epistemic virtue appears to influence whether people place 
trust intelligently online (O’Neill 2002). As a next step, it would be in-
teresting to compare the influence of intellectual virtue and vice in an 
offline setting.

We administered the scale as a self-assessment questionnaire. Self- 
assessment has two advantages vis-à-vis other methods of data collection 
in psychology and experimental philosophy. First, data gathering is rela-
tively unproblematic. Through online services like Amazon Mechanical 
Turk, researchers have easy access to a large pool of participants (Buhrm-
ester et al. 2011; Paolacci and Chandler 2014). Second, participants re-
tain a high degree of autonomy over how they are described and rated. 
But this latter feature also gives rise to a challenge to self-assessment: 
the question of self-knowledge. Can we know our own vices? Ignorance 
about one’s vices is a challenge because people can only set out to over-
come their epistemic flaws once they recognize them. The self-assessment 
methodology is premised on the assumption that people have at least some 
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insight into their own character traits (Vazire 2010). The method does 
not require that people have a sophisticated conceptual understanding 
of intellectual virtue and vice. Rather, each intellectual trait is measured 
by aggregating responses to a number of agree-disagree items related to 
concrete behaviours, attitudes, motivations, and skills. Still, respondents 
may lack the self-knowledge necessary to respond to items adequately or 
may make up their minds on the spot (Dunning et al. 2004).

The philosophical correlate of the methodological problem with 
self-assessment is the problem of stealthy virtues and vices (Cassam 
2015). Traits are stealthy if possessing the trait stands in the way of 
knowing that you have the trait. Self-knowledge about intellectual hu-
mility, in particular, may be tenuous. One feature of the truly humble 
may be that they do not think about themselves as particularly humble. 
The boastful, on the other hand, are unlikely to fully appreciate their 
lack of intellectual humility.5 In effect, the pretentious as well as the 
self-deprecatory may well lack the self-knowledge necessary to answer 
questions about their own intellectual humility correctly. Since intellec-
tual virtue is however associated with epistemic outcomes as expected, 
people appear to have some knowledge about their own intellectual 
character traits. This finding is consistent with one of the validation 
studies for the survey used in this experiment. Alfano et al. conducted 
a study comparing self-ratings with ratings by informants and found 
positive correlations, though they managed to collect scores from only 
107 informants (Alfano et al. 2017, 12ff.). This result suggests that the 
scale picks up on some traits of subjects that they and informers judge 
similarly.

Will participants respond to the items in the Intellectual Virtue Scale 
truthfully, even if they have self-knowledge? Participants who want to 
appear intellectually virtuous can easily do so by selecting socially de-
sirable items, but in their validation study, Alfano et al. found that cor-
relations between scores on the intellectual humility scale measures of 
socially desirable responding tended to be low (Alfano et al. 2017, 19f.). 
Perhaps this is because, in some communities, intellectual humility is not 
actually considered desirable. The transparency of the scale may limit its 
application to cases where respondents do not have strong incentives to 
answer in socially desirable ways. But in the absence of strong incentives 
to appear virtuous, the motive of self-discovery gives respondents a rea-
son to answer truthfully. Since the scale relates to outcomes as predicted, 
the challenge of deception appears to be limited.

Finally, these results indicate that tracing the etiology of intellec-
tual virtue and vice would be a valuable undertaking. How are open- 
mindedness, engagement, and the other intellectual virtues acquired? 
How are their corresponding vices acquired? At what ages do they first 
appear, and what causal factors influence their development? While 
methodologically challenging, developmental research into these ques-
tions would be highly revealing.
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5 Conclusion

The results from the survey experiments suggest that intellectual virtue 
and vice are associated with the acceptance of fake news and conspirac-
ist thinking. Intellectual virtue explains variance in the endorsement of 
conspiracy theories and fake news among respondents. Moreover, it has 
explanatory power over and above established explanations appealing to 
religiosity and political orientation.

The experiment makes a methodological contribution by showing that 
intellectual virtue and vice can be measured by a self-assessment scale. 
This result is supported by the finding that the self-reported measures of 
intellectual virtue and vice are related to epistemic outcomes in expected 
ways. People appear to have a good sense of whether they manifest the 
behaviours, attitudes, and motivations that reflect intellectual virtues or 
vices. Survey methodology can transform this knowledge into insights 
about intellectual vices.

The experiment demonstrates that empirical research can contribute to 
vice epistemology. Much remains to be done. Vice epistemologists have 
discussed intellectual vices including gullibility, dogmatism, prejudice, 
closed-mindedness, negligence, intellectual pride, idleness, cowardice, 
conformity, and rigidity. One important task is to develop a taxonomy 
of intellectual virtues and vices, and the social settings in which they are 
most important. Psychometric techniques provide compelling methods 
for developing such a taxonomy. We have only just begun to develop 
scales measuring individual intellectual virtues and vices. Eventually, ex-
periments can contribute to answering the question of which intellectual 
vices matter most in which contexts. We need an empirical approach 
to investigate which intellectual vices are most harmful to gaining and 
transmitting knowledge and understanding.

Notes
 1 For a skeptical treatment of the phrase and concept of ‘fake news’, see Coady 

(2019) and de Ridder (2019) responds to Coady’s skepticism.
 2 To examine the registration, visit https://osf.io/zbjgw.
 3 For an argument that conspiracy theorizers are not irrational by their own 

standards, see Levy (2019). However, even if Levy is right, that does not 
mean that they are rational by objective, external standards.

 4 For a full list of items, please refer to the validation paper by Alfano et al. 
(2017).

 5 See, among others, Alfano and Robinson (2014) and Robinson and Alfano 
(2016).
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Table 8.8  Summary statistics study 1

Variable Obs Mean Std. Dev. Min Max

Intellectual Virtue 975 67.66 12.60 25.00 100.00
Open Mindedness 975 80.08 14.51 16.67 100.00
Modesty 975 52.96 19.81 0.00 100.00
Corrigibility 975 66.36 17.85 5.00 100.00
Engagement 975 68.55 16.71 8.33 100.00
Conspiracy Theories 975 1.96 0.95 1.00 5.00
Fake News 975 2.55 0.70 1.00 5.00
Age 974 39.74 12.73 24.00 74.00
Income 958 57474 34368 10000 125000
Female 968 0.52 0.50 0.00 1.00

Education      
High school diploma or 

equivalent
974 0.10 0.30 0.00 1.00

Some college but no 
degree

974 0.22 0.41 0.00 1.00

Associate’s degree 974 0.15 0.35 0.00 1.00
Bachelor’s degree 974 0.39 0.49 0.00 1.00
Graduate degree 974 0.14 0.35 0.00 1.00

Ethnicity      
Asian or Pacific Islander 971 0.05 0.22 0.00 1.00
Black or African 

American
971 0.09 0.28 0.00 1.00

Hispanic 971 0.05 0.22 0.00 1.00
White / Caucasian 971 0.79 0.41 0.00 1.00
Other 971 0.01 0.11 0.00 1.00
Political Affiliation 968 3.36 2.08 1.00 7.00
Religion 973 2.44 1.51 1.00 5.00

News Consumption      
Printed Newspapers 975 3.11 1.22 1.00 5.00
Social Networks 975 3.13 1.28 1.00 5.00
TV and Radio 975 3.38 1.24 1.00 5.00
Online Newspapers 975 3.09 1.13 1.00 5.00
News Aggregators 975 3.34 1.20 1.00 5.00

Appendix
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Table 8.9  Summary statistics study 2

Variable Obs Mean Std. Dev. Min Max

Intellectual Virtue 998 67.10 14.46 10.23 100.00
Open Mindedness 998 78.44 16.49 16.67 100.00
Modesty 998 53.59 20.69 0.00 100.00
Corrigibility 998 66.60 19.02 0.00 100.00
Engagement 998 67.44 18.20 8.33 100.00
Conspiracy Theories 998 2.09 1.03 1.00 5.00
Fake News 998 2.65 0.75 1.00 5.00
Age 998 39.64 13.02 24.00 74.00
Income 990 59245 34422 10000 125000
Female 994 0.45 0.50 0.00 1.00

Education      
High school diploma or 

equivalent
998 0.10 0.30 0.00 1.00

Some college but no 
degree

998 0.20 0.40 0.00 1.00

Associate’s degree 998 0.10 0.31 0.00 1.00
Bachelor’s degree 998 0.44 0.50 0.00 1.00
Graduate degree 998 0.16 0.36 0.00 1.00

Ethnicity      
Asian or Pacific Islander 997 0.05 0.21 0.00 1.00
Black or African 

American
997 0.10 0.30 0.00 1.00

Hispanic 997 0.05 0.21 0.00 1.00
White/Caucasian 997 0.79 0.41 0.00 1.00
Other 997 0.01 0.11 0.00 1.00
Political Affiliation 988 3.38 2.07 1.00 7.00
Religion 993 2.48 1.47 1.00 5.00

News Consumption      
Printed Newspapers 998 3.05 1.23 1.00 5.00
Social Networks 998 3.08 1.33 1.00 5.00
TV and Radio 998 3.35 1.19 1.00 5.00
Online Newspapers 998 2.95 1.13 1.00 5.00
News Aggregators 998 3.30 1.20 1.00 5.00



Reply to Marco Meyer and Mark Alfano

The hypothesis that intellectual vice predicts and explains the accep-
tance of conspiracy theories and fake news is not new. What is new 
and valuable in Meyer and Alfano’s chapter is the attempt to put this 
hypothesis to the test. Unlike armchair vice epistemologists (myself in-
cluded), Meyer and Alfano are not content to rely on intuition in positing 
a link between intellectual vice and conspiracy theorizing. They want 
empirical evidence, and they find it. For those of us who have always 
suspected that there is such a link, this is a heartening result. It is nice 
when something that one believed to be the case turns out, on further 
study, actually to be the case.

The main finding of the two studies carried out by Meyer and Alfano 
is that “intellectual vice is strongly predictive, over and above many de-
mographic controls, of acceptance of both conspiracy theories and fake 
news” (p. 27). Political affiliation and religion are also relevant, and 
Meyer and Alfano are careful not to conclude definitively that intellec-
tual character causes acceptance of conspiracy theories and fake news. 
However, the existence of a causal link is a plausible explanation of their 
findings. Their research also makes an important methodological con-
tribution by showing that “intellectual virtue and vice can be measured 
by a self-assessment scale” (p. 31). The implication is that intellectual 
vices are not fully “stealthy”, where a stealthy trait is defined as one that 
stands in the way of knowing that you have the trait.

While these findings are welcome, it would be worth reflecting on 
how they bear on the following issue: conspiracy theorists presumably 
do not believe every conspiracy theory, even if they believe more than 
one. Thus, one might ask: which conspiracy theories are they likely to 
believe? Uscinski and Parent suggest that “people’s political ideologies 
play a strong role in determining which conspiracy theories they will 
subscribe to” (2014, 12). For example, they cite research which found 
that free-market ideologies predicted the endorsement of climate change 
conspiracy theories. This finding is unsurprising since “those believing 
in free markets would prefer not to endorse the collectivist policies that 
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are proposed for combatting climate change” (Uscinski and Parent 2014, 
13). In much the same way, one would not be surprised to find that the 
Great Replacement conspiracy theory – the theory that white Europeans 
are being deliberately replaced through immigration – is popular among 
white supremacists, because this theory is integral to the ideology of 
white supremacism.

One conclusion that one might draw from this is that politics is more 
important than intellectual character when it comes to predicting be-
lief in conspiracy theories. Meyer and Alfano show that such a conclu-
sion would be too hasty: political affiliation and intellectual character 
both matter. Still. It is worth noting the ideological associations of the 
conspiracy theories they use to elicit the propensity to endorse conspir-
acy theories. Two of the five theories listed by Meyer and Alfano – that 
the invasion of Iraq was driven by Jews in America and Israel and that 
George Soros is behind a plot to destabilize the American government 
– are anti-Semitic. They operate in what Jovan Byford calls an “ideo-
logical space with a long antisemitic tradition” (2011, 100). The theory 
that President Obama was not born in America, which is another one 
of the examples used by Meyer and Alfano, is not anti-Semitic but it is 
arguably racist. It is interesting that race plays such a significant role in 
three of the five theories cited by Meyer and Alfano. Indeed, the theory 
that the financial crisis was engineered by wealthy bankers – number 
four on Meyer and Alfano’s list – also has racist overtones, to the extent 
that terms like “banker”, “financier”, and “globalist” are often used in 
the world of conspiracy theories as code for “Jew”.

This raises an important question about characterological approaches 
to conspiracy theorizing: are they in danger of downplaying the ideo-
logical drivers of belief in conspiracy theories? Specifically, are they in 
danger of downplaying the racist element in several of the most prom-
inent modern conspiracy theories? Since Meyer and Alfano are careful 
not to ignore the role of political affiliation in conspiracy theorizing, 
they cannot be accused of making this error. Nevertheless, there is a 
question of emphasis. In focusing on the intellectual vices of conspiracy 
theorists, is there a danger of de-emphasizing the ideological drivers and 
political agendas of those who put forward toxic conspiracy theories? To 
the extent that acceptance of conspiracy theories is integral to extremist 
ideologies, it seems likely that the factors that draw people to conspiracy 
theories are closely related to the drivers of political extremism.

There is also another point that needs to be highlighted. People who 
accept conspiracy theories are predominantly conspiracy theory con-
sumers. However, there are also conspiracy theory producers, people 
who invent and propagate conspiracy theories. Sunstein describes them 
as “conspiracy entrepreneurs” (2014, 12). There is no need to suppose 
that the person or persons who fabricated the Protocols of the Elders of 
Zion believed their own conspiracy theory. To ask why they believed the 
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Protocols is to ask the wrong question. The real question is: why would 
anybody want to invent and circulate such a tissue of lies? The obvious 
answer is political or ideological: the Protocols advanced their ideologi-
cal agenda. In the same way, the Great Replacement advances the agenda 
of white supremacism, and conspiracy theories about school shootings 
in the United States are designed to deflect arguments for tighter gun 
control. A person’s intellectual vices might help to explain their support 
for repellent political ideologies, but it is hard to avoid the conclusion 
that their main failing is moral rather than intellectual. They are not just 
bad thinkers but bad people.
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The Virtues You Project and the Vices You Have: 
Commentary on Meyer and Alfano

Meyer and Alfano (this volume) present intriguing evidence of a cor-
relation between intellectual vice and endorsement of both conspiracy 
theories and fake news. This is surprising and informative. As they note, 
this goes against the notion – argued by Cassam (2019) among others – 
that epistemic vices might be “stealthy”, and so unavailable to those who 
have them. The specific pattern of results is also interesting. Meyer and 
Alfano found that the effect was driven primarily by two vices: the op-
posite of Open-Mindedness (which they term, “Intellectual Arrogance”) 
and the opposite of Engagement (“Boredom”).

What might explain Meyer and Alfano’s results? They note two 
plausible causal stories. The first is that intellectual vice causes belief 
in conspiracy theories: bad reasoning leads to bad results. The second 
is that conspiracy theorizing leads to vice. Conspiracy theories claim 
that evidence about powerful behind-the-scenes machinations is being 
distorted by the very agents who work their nefarious plans. If you 
really believed this, why not feel superior for having noticed it? Why 
not feel a bit uninterested in finding out more? (It would all be lies 
anyway!)

There is a third option that I think is also worth considering. First, 
some background. Most of the current research on conspiracy theo-
ries has examined them as they play out in online forums (Wood and 
Douglas 2015). As someone who has spent an unreasonable amount of 
time reading comments on conspiracy forums, I can say that Meyer and 
Alfano’s particular pattern of results was striking. Online, you find a 
consistent theme: conspiracy theorists present themselves as truly open-
minded and engaged, willing to question the mainstream by seeking new 
sources of information, and so on ad nauseam.

Granted, that is anecdotal – though as Klein et al. (2018) point out, 
conspiracy theorists do spend quite a bit of time explicitly talking about 
evidence and sources of evidence, which gives some support to that ini-
tial impression. I note that Meyer and Alfano also found a smaller but 
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significant positive correlation with modesty. Again, this is striking. In-
tellectual modesty is not typically something that one associates with 
conspiracy theorists; if anything, they seem more likely to reside down 
in the Dunning-Kruger tarpit.

The apparent discrepancy has a straightforward reconciliation. Com-
mitted online conspiracy theorists often take their beliefs to be part of 
an identity that connects them to a broader community of like-minded 
individuals (Franks et al. 2017). Identity formation in the context of a 
group involves a kind of performance for others (Goffman 1959), one 
which marks oneself as a member of the ingroup and delineates a role 
within it. Part of that role is presenting oneself as a heroic seeker of the 
truth – the sort of person who likens themselves to “Socrates, Jesus of 
Nazareth, Giordano Bruno, and Galileo Galilei… so dangerous that au-
thorities tried to silence them” (McMahan et al. 2021).

Goffman points out that when someone plays a role, “he implicitly 
requests his observers to take seriously the impression that is fostered be-
fore them. They are asked to believe that the character they see actually 
possesses the attributes he appears to possess…” (1959, 17). Online fo-
rums are remarkably welcoming in this regard. Yet there are certain vir-
tues that are very hard to actually develop by pretending that you have 
them – and indeed, espousing them can cut against their development. 
Humility is obviously like this: one doesn’t become humble by talking 
about one’s own humility all the time. Similarly, I suggest, this might be 
the case with many epistemic virtues. Talking about how close-minded 
others are is not a great way to develop one’s open-mindedness. Echo 
chambers are not a great place to develop good habits of engagement. So, 
what Meyer and Alfano show is that self-report in isolation is reasonably 
telling, but that it can come apart from the sort of epistemic grandstand-
ing that characterizes online discussions.

The three causal stories I have sketched are not mutually exclusive. 
One might find the sort of vicious cycle familiar from other domains 
(e.g., depression leads to anxiety about social situations, which creates 
avoidant behavior, which leads to isolation, which is depressing). The 
possible causal loops might be more indirect still. At the level of the 
mainstream media, conspiracy theories are primarily promulgated by 
politically conservative outlets (Benkler et al. 2018). Insofar as epis-
temic vice is also correlated (presumably contingently) with conser-
vatism and strong religious beliefs, and those are correlated (again 
presumably contingently but currently) with epistemic vice, there might 
be all sorts of higher-order feedback. The appropriate sort of causal 
story for epistemic vice, as with other sorts of vices, might thus be more 
of a complex epidemiological one (Eaton 2007). Part of that story, I 
suggest, may be how social dynamics drive a wedge between one’s 
self-presentation as epistemically virtuous and the actual development 
of epistemic virtues.
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Response to Comments By Colin Klein and Quassim 
Cassam on Fake News, Conspiracy Theorizing, and 
Intellectual Vice

We are grateful for the thoughtful and thought-provoking challenges by 
Colin Klein and Quassim Cassam. Klein suggests an intriguing distinc-
tion between actual and espoused epistemic virtue. He challenges us to 
think about what we are really measuring with the survey instrument we 
employed. Cassam pushes us to think more carefully about what con-
spiracy theories really are. He raises the question whether studying con-
spiracy theories in abstraction from their usually antisemitic and racist 
ideological background obscures something fundamentally important 
about them.

Let’s turn to Klein’s challenge first. He scrutinizes the correlations 
that we find between epistemic vice, especially intellectual arrogance 
and boredom, and belief in conspiracy theories. We considered two pos-
sible explanations in our article: most theorizing about epistemic vice 
would suggest that epistemic vice leads people to buy into conspiracy 
theories. But based on our correlation results we cannot rule out that the 
causal arrow runs instead in the opposite direction: conspiracy theoriz-
ing may make respondents more intellectually vicious.

Klein challenges us to complicate the picture by suggesting that epis-
temic virtue and vice may be performative. Given that in online forums, 
conspiracy theorists spend a lot of time explicitly scrutinizing evidence, 
how does that sit with our suggestions that they are bored and arrogant? 
He suggests that conspiracy theorists often appear to be committed to a 
community of the like-minded and that they tap into a conspiracist iden-
tity which requires presenting yourself as truly open-minded. Perhaps 
conspiracy theorists see themselves as conditionally open-minded and 
are only willing to engage in (what they consider to be) open-minded 
inquiry with other conspiracy theorists. In all of us, espoused and actual 
epistemic virtues and vices may come apart.

If Klein is right in suggesting that this gap between actual and es-
poused epistemic virtues and vices is particularly large for conspiracists, 
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two questions emerge: does our survey instrument measure the former 
or the latter? And which of the two, if any, is causally efficacious? We 
share Klein’s observation that our findings that conspiracy theorists are 
bored and arrogant is out of sync with their self-presentations. Since 
findings seem to suggest that there is a relation between what the survey 
is measuring and conspiracy theorizing, this would suggest our survey is 
picking up on actual rather than espoused virtues and vices.

Klein suggests an interesting additional research question: Are es-
poused ethical virtues and vices associated with conspiracy theorizing 
also? We would not be surprised. One of us has argued that epistemic 
virtues and vices can have effects on behavior even if they are merely 
espoused (Alfano 2013). One way of testing this in future research 
would be to mine social media comments for displays of epistemic vir-
tue and vice and take this as a measure of espoused epistemic virtues 
and vices.

Quassim Cassam puts another important challenge to us: does our 
methodology run the risk of de-emphasizing the ideological drivers and 
political agendas of conspiracy theorists? The challenge has two parts. 
First, Cassam urges us to consider not only the consumers, but also the 
producers of conspiracy theories. Even if epistemic vice can explain the 
gullibility of conspiracy theory consumers, is epistemic vice an equally 
good explanation for what drives producers? We agree with Cassam that 
we should not assume producers believe their conspiracist concoctions. 
Often the attempt to support racist or antisemitic political ideologies 
is a more likely explanation than epistemic vice – though a disposition 
to lead others to accept misinformation or to confuse them is surely an 
other- regarding epistemic vice. Our study is firmly focused on consum-
ers of conspiracy theories. However, further research might investigate 
how sharp the dividing line between conspiracy consumers and produc-
ers really is. Anecdotally, people who primarily consume conspiracy the-
ories may at the same time produce local or ad hoc conspiracy theories.

Second, considering the consumers of conspiracy theories, Cassam 
observes that popular conspiracy theories like the ones we test have im-
portant features in common. Notably, they are very often antisemitic 
and/or racist. Cassam’s challenge is that our emphasis on epistemic 
virtues and vices may distract from other, more important moral and 
political drivers of political extremism. We acknowledge that there are 
other important drivers of conspiracy theorizing. We were interested in 
showing whether epistemic virtue and vice can explain the remaining 
differences once we account for political, demographic, and other psy-
chological drivers of conspiracy theorizing. Still, it is a fair question to 
what extent our survey predicts bad habits of thought, or to what extent 
it predicts racist and antisemitic ideology. One way of investigating that 
question is to test whether epistemic virtue and vice are associated with 
invented conspiracy theories, which are not (explicitly) antisemitic or 
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racist – though we must admit that lurking behind many such conspiracy 
theories there is often still an element of antisemitism or racism.

Perhaps one way of characterizing the relationship between conspir-
acist thinking and epistemic virtue and vice is this: conspiracy theories 
are attempts to pollute our thinking, usually to tempt us to adopt an-
tisemitic or racist ideologies or at least not to oppose them as vigorously 
and firmly as we otherwise would (e.g., Holocaust denialism). The at-
tractiveness of this temptation is perhaps best explained by sociological 
categories. But epistemic virtue matters because it may function as a 
corrective, enabling people to resist conspiracist thinking. By contrast, 
epistemic vice may make people more prone to give in to conspiracist 
thinking. More research is needed to establish, however, that the mech-
anism that produces the correlations that we find is a causal mechanism 
running from epistemic vice to conspiracist ideation.
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Dogmatism often seems to come packaged with a mood of grim and 
unpleasant humorlessness. And when dogmatists do indulge in humor, 
it’s often of a decidedly heavy-hearted sort: smug mockery and harsh 
satire. At least in the popular imagination, dogmatism does not seem to 
sit easily with a spirit of genuine lightheartedness or play.

And we can find various playful qualities—lighthearted humor, a 
sense of fun—associated with a more intellectually fluid mode of be-
ing. Laughter and play may not be required for all forms of intellec-
tual achievement, but they are strongly associated with some particular 
forms of intellectual virtue. The joking genius, the laughing sage—these 
are all familiar archetypes. Of course, these might just be stereotypes or 
cultural mythologies. But might these popular associations reveal some 
kind of genuine and deep connection between playfulness and intellec-
tual virtue?

In this chapter, I’ll take a reconstructive approach. Let’s look to see if 
there might be some plausible cognitive function for playfulness, some 
way in which it might help us in our struggles to cope with and under-
stand the world. But if one surveys the literature on intellectual virtue, 
the ideal which emerges is a figure who is, if not actively dour, then 
at least not very much fun. Here’s a typical example, from a contem-
porary discussion of intellectual virtue: “the most excellent cognizer” 
turns out to be “sober, careful, conscientious, thorough, and the like” 
(Riggs 2010, 184). There are certainly people in whom intellectual vir-
tue emerges in such a sober manner. But that description seems to leave 
out other approaches to being a thoughtful and sensate person. Some 
sages are full of humor, and some of the best insights start as jokes.

Here, I’ll take the first step towards an account of one particular virtue 
in this space: the epistemic virtue of intellectual playfulness. Intellectual 
playfulness, loosely, is the disposition to try out new ideas, perspectives 
and systems of thought for the sheer joy of it. Intellectual playfulness, I 
will argue, is the right disposition to get us out of a certain kind of dog-
matism. This isn’t its only role in our lives. Playfulness is surely valuable 
in and of itself—a source of joy and laughter. But intellectual playfulness 
also has some clear epistemic functionality for us.

9 Playfulness Versus 
Epistemic Traps
C. Thi Nguyen
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Intellectual playfulness, I will suggest, is a disposition to explore 
ideas for the value of the exploration itself. The ramblings of intel-
lectual playfulness are not guided, in their particular movements, by 
a hope of finding a truer and better theory. The intellectually playful 
person tries out ideas because the process is fun or pleasingly wild, or 
because the ideas are beautiful. In this way, it is a distinctive process 
from the intellectual exploration of the truth-seeker. The truth-seeker’s 
explorations are guided by the current belief system; they will typically 
check out the most plausible alternatives. The intellectually playful 
person doesn’t care about plausibility. They care about more aesthetic 
qualities of ideas. They care about cool ideas, or elegant ones, or thrill-
ing joy rides of discovery. They care about exploring where exploration 
is joyful.

I will suggest that the intellectually playful exploration sometimes can 
better serve the goal of finding the truth than will exploration that is 
strictly aimed at finding the truth. The best approach to finding out the 
truth will turn out to include some joyful rambles away from it. To bring 
out the value of intellectual playfulness, I will show how it functions 
against one of its natural enemies: epistemic traps. Epistemic traps are 
belief systems that undermine our epistemic efforts, leaving us stuck in-
side them. Intellectual playfulness is the right disposition to get us out of 
such a trap, if we happen to fall in one. And since it is hard to tell if one 
is in such a trap, it’s good to maintain some intellectual playfulness at all 
times. Playfulness is an intellectual insurance policy.

1 Epistemic Traps

To understand the value of intellectual playfulness, then, we’ll need to 
get a clearer view of how epistemic traps work. So: some belief systems 
linger because they are epistemically successful. They contain a starting 
seed of good beliefs and help us to find more good beliefs.1 But other 
belief systems linger, not because they guide us toward the truth, but be-
cause they are sticky. I am particularly interested in those belief systems 
that linger because they work to prevent their believers from seeing or 
acknowledging good contrary evidence. Such belief systems seem rigged 
up to block defection. Let’s call these belief systems epistemic traps. (By 
belief system I don’t just mean a set of beliefs about propositions, but 
also the values that guide the acquisition and evaluation of particular 
beliefs.)

Some trap belief systems operate by preventing their adopters from 
reflecting on their belief system at all. They prevent, in their adopters, 
processes like evidence-gathering, reflection, and deliberation.2 We can 
call these antireflective traps. One example: a belief system that em-
phasizes unswerving and unthinking obedience to a leader—a defer-
ence trap.3 Another example: a belief system that made its followers so 
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undermotivated in general that they lost the verve to reflect at all—an 
apathy trap.4 Other examples include belief systems that encourage one 
to drug themselves into oblivion, or starve oneself, or exercise so vigor-
ously so as to obliterate all thought.

Even more insidious than anti-reflective traps, however, are those be-
lief systems that encourage, but redirect, various intellectual processes—
leading good-faith, epistemically oriented efforts astray. Such a belief 
system performs a kind of intellectual judo, flipping earnest intellectual 
efforts and sending down the wrong paths. They are traps for active 
inquiry.

Let’s call something an inquiry trap if it has the following 
characteristics:

1  It is a belief system (including some set of beliefs and relevant norms, 
values, and standards for evaluating, adopting, and discarding 
beliefs).

2  It is arranged such that good-faith, epistemically-oriented attempts 
at inquiry are redirected to yield epistemically poor results.

3  Those poor results tend to reinforce the belief system.

Anti-reflective traps discourage the process of wriggling to find the truth 
for yourself. Inquiry traps redirect that wriggling, pulling you more 
tightly into the trap.5

One example of an inquiry trap is the belief system associated with 
an echo chamber.6 Echo chambers are social structures that bring in-
siders to distrust all outsiders. I have discussed echo chambers at length 
elsewhere. To summarize: an echo chamber is a community that creates 
a significant trust disparity between members and nonmembers. That 
disparity is created by undermining the credibility of nonmembers and 
amplifying the credibility of members. Echo chambers also come with 
a core belief system, which one must accept to count as a member. Cru-
cially, that belief system includes beliefs that maintain and increase that 
trust disparity.

I draw my analysis from Kathleen Hall Jamieson and Frank Cappella’s 
landmark empirical study of the right-wing echo chamber around Rush 
Limbaugh and Fox News. Limbaugh’s followers adopted the belief- 
system promulgated by Limbaugh. That belief system includes the view 
that everybody who didn’t share those views was caught in the grips of 
a corrupt media, which had been taken over by malicious liberal elites  
(Jamieson and Cappella 2010).7 Though Jamieson and Cappella’s anal-
ysis is of a right-wing political echo chamber, we can find examples of 
echo chambers among liberals and among centrists, and across all man-
ner of nonpolitical domains. I believe I’ve seen echo chambers around 
particular forms of exercise, breastfeeding theories, systems of nutrition, 
and science denialism.
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It’s crucial that we distinguish echo chambers from a nearby phenom-
enon: that of epistemic bubbles. An epistemic bubble is a social structure 
that omits outsider voices, while an echo chamber is a social structure 
that discredits outsider voices. Epistemic bubbles leave their insiders ig-
norant of relevant evidence; echo chambers leave their members actively 
distrustful of outside sources. Current usage often conflates these two 
ideas—usually ignoring the possibility of trust manipulation, and focus-
ing on epistemic-bubble-style filtration effects. But epistemic bubbles ar-
en’t the most significant threat right now. Epistemic bubbles pop easily; 
we simply need to expose insiders to the evidence that they’ve missed. 
Echo chambers are much more robust. Members of echo chambers come 
equipped with the intellectual machinery needed to dismiss contrary evi-
dence coming in from the outside. Outside sources are, after all, untrust-
worthy, malicious, and corrupt.8

Notice that epistemic bubbles aren’t inquiry traps, but echo cham-
bers are paradigmatic inquiry traps. Epistemic bubbles do entrap their 
members, but they work through bad connectivity in their external 
information delivery network. An echo chamber, on the other hand, 
changes how inquiry will go by discrediting outside sources. A member’s 
attempts to understand the truth will immediately run afoul of the echo 
chamber’s trust settings, which will guide them to dismiss many reliable 
informants and trust many unreliable informants. But notice that the 
echo chamber member isn’t unreflective or unthinking. They are often 
furiously analyzing incoming information—seeing where it comes from, 
and deploying their background theories about who’s trustworthy and 
who’s malicious. Echo chambers can furnish their members with vig-
orous and satisfying intellectual lives, since the belief system makes it 
easy for them to create powerful, seemingly-apt and seemingly-unifying 
explanations for all manner of phenomena.9

Echo chambers also typically contain disagreement-reinforcement 
mechanisms. For example, the leader of an echo chamber might claim 
that everybody on the outside was part of some vast conspiracy to un-
dermine our country—and that those conspirators will try to corrupt 
the true believers by undermining the leader, with fake contrary evi-
dence, or stories about the leader’s corruption and unreliability.10 Often, 
these mechanisms involve conspiracy theories that implicate journalists, 
universities, scientists, or other external sources of information.11 Thus, 
echo-chamber members are prepared for assaults from the outside, 
with pre-established machinery designed to dismiss contrary evidence 
from the outside. Endre Begby calls this process evidential pre-emption 
(Begby 2020). Crucially, Begby points out, evidential pre-emption not 
only disarms incoming evidence, but can create a positive feedback loop 
inside the echo chamber. The leader has made a prediction: that out-
siders will try to undermine the leader’s authority. When outsiders do 
try to undermine that leader, then, from the perspective of the insiders, 
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the leader’s predictions have come true—which is a reason to increase 
their trust in their leader. Disagreement-reinforcement mechanisms are 
a truly elegant piece of malicious design. With such a mechanism, an 
echo chamber’s defenses also serve to simultaneously increase the echo 
chamber’s grip.

It is tempting to attribute to our political opponents’ pure unthinking-
ness or brute idiocy. But I think that inquiry traps are far more common 
than brute unthinkingness. Pure unthinkingness is easier to detect and 
to recognize as problematic. Inquiry traps are more insidious precisely 
because they permit—and often foster—vigorous intellectual effort. 
They help create, in their members’ self-inspection, the appearance of 
intellectual virtue.

Some epistemic traps hybridize the strategies of antireflective traps 
and inquiry traps. Consider what we might call an insensitivity trap. An 
insensitivity trap is a belief system that selectively cuts off attention to 
certain areas of life by attributing valuelessness to those areas. This typ-
ically occurs by narrowly specifying what counts as valuable. Consider, 
for example, the archetypical figure of the businessperson who believes 
that the only thing of any importance is money. Since they care only 
about money, they are unlikely to notice many of the things that might 
have pressured them to revise their belief system. They are likely to 
spend all their time thinking about strategies to make more money, and 
unlikely to spend any time on, say, literature or various humanistic pur-
suits. They fail to attend to the very pursuits which might put them into 
contact with other expressions of value.12 Similarly, imagine a philoso-
pher who thinks that the only worthwhile philosophy is well-articulated 
and rigorously developed, and which addresses a carefully delineated set 
of topics. Such a philosopher will ignore anything that lacks that style of 
articulation, or which addresses a different set of topics. They will fail 
to adequately attend to ideas and expressions that might have served to 
broaden their sense of what was worthwhile.

Notice that the insensitivity trap shares with the antireflective trap a 
certain stifling of key reflective processes. Our insensitive businessperson 
doesn’t ask, say, philosophical questions about the value of a life spent 
with money, because their belief system has rendered such questions 
valueless. Our insensitive philosopher doesn’t ask questions about, say, 
systematic oppression, since those questions cannot be well- articulated 
inside their designated set of worthy topics—so the topic appears unin-
teresting. But the insensitivity trap also shares with the inquiry trap a 
quality of redirection. Our businessperson could be spending plenty of 
time assessing their belief system and fine-tuning their beliefs, as they 
optimize their ability to make money. But those efforts are all spent 
in a narrowed and focused direction, as set by their belief system. The 
businessperson is not utterly unreflective; rather, their efforts of reflec-
tion have been channeled along sharply delineated paths. They might be 
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extremely reflective about, say, rooting out those cognitive biases which 
make them worse at investing, but entirely unreflective about why their 
life has nothing in it but financial pursuits.

To simplify: an antireflective trap gets you not to see the man behind 
the curtain by persuading you not to look at all. An inquiry trap lets you 
see the man behind the curtain, but tells you he’s actually something 
else. And an insensitivity trap tells you not to care about or pay serious 
attention to the man behind the curtain because he’s far less important 
than the stock market.13

2 The nature of playfulness

Intellectual playfulness, I suggest, is an epistemic virtue. Part of what 
makes it a virtue is its ability to help us escape from epistemic traps. 
But what, exactly, is intellectual playfulness? Let’s start by taking a step 
back and thinking about playfulness in general. The term seems to de-
note a loose cluster of related qualities, which do not seem to admit 
of any clear and simple definition.14 But there are certain features that 
recur through the many discussions of play and playfulness which will 
serve as a useful starting point.

Let’s say that play is a certain type of activity, and playfulness is the 
disposition to engage in play activities.15 To understand playfulness, 
then, we’ll need to understand play. In the many discussions of play, we 
see two recurring qualities. First, play is done for its own sake. We play 
because playing is fun, pleasurable, or satisfying, and not because we 
want some kind of product. Second, play involves some sort of shifting 
of perspectives, or stepping outside of one’s normal rules and roles—and 
stepping into other ones. Let’s look at these qualities separately, before 
we fit them together.

First, play is autotelic. It is an activity engaged in for its own sake, 
rather than the sake of its products. We play because we want to be play-
ing, and not because playing grants us some valuable product. Bernard 
Suits puts it quite nicely. In Suits’ account, play is the diversion of nor-
mally instrumental resources into autotelic activity (Suits 1977).16 When 
we play with our food, we are taking a substance normally used for 
nutrition, and using it in some amusing process of stirring and sculpting. 
When we play wrestle, we take our physical capacities—and our fighting 
abilities—and use them to make a ruckus in the dirt for the raw joy of 
it. What matters here is the motivation for play, and not what benefits 
play may grant us. I may derive further benefits from play, but when I 
play, I am motivated by the play itself. Playful dancing may have the side- 
benefit of improving my fitness—but if I dance primarily for the sake of 
fitness, then it wouldn’t be play.17

Crucially, Suits notes that “play” and “playing a game” are concep-
tually distinct. Games, for Suits, are particular structures of artificial 
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goals and voluntary obstacles. There are instances of play which are not 
playing a game—like playing with your food or playing with your beard. 
These activities involve no rules or goals. And there are instances of 
playing a game which are not play—like a miserable professional boxer, 
just doing it for the money. And there are many cases in which we are 
playing a game in both senses—like when we play a boardgame, exer-
cising our intellectual capacities for the sheer fun of it, inside a structure 
of rules and goals.18 Play—which is not the same as game-play—is au-
totelic, in the sense that it is done for the value of being engaged in the 
activity of play itself, rather than for some outcome of that activity. We 
are playing a game as play when we are doing it for autotelic reasons. But 
we are playing a game as work when we are just doing it to extract some 
benefit, like status or money.

Second, play seems opposed, in some way, to order and strict 
rule-boundedness. Miguel Sicart puts it this way: true play is essentially 
free and appropriative. It disrupts the normal states of affairs (Sicart 
2014, 3). Friedrich Schiller’s account starts from a similar nubbin: play, 
says Schiller, is a state of openness towards the rules that normally gov-
ern you, and a willingness to transcend them.19 But play’s relationship 
to order, rules, and norms is not merely oppositional. Play is not the 
same as chaos, destruction, or the refusal to follow any sort of norm 
whatsoever. Play often seems to involve, not just stepping away from 
the normal rules that guide one’s life, but slipping into new ones. In the 
classic discussion of play, Homo Ludens, Johan Huizinga suggests that 
what it is to play is to enter a “magic circle” where we take on different 
roles and accept different rules. When we play a game, friends slip into 
the roles of enemies; mundane objects take on a special significance.20

Or, as Maria Lugones puts it:

The playfulness that gives meaning to our activity includes uncer-
tainty, but in this case the uncertainty is an openness to surprise. 
This is a particular metaphysical attitude that does not expect the 
world to be neatly packaged, ruly. Rules may fail to explain what 
we are doing. We are not self-important, we are not fixed in par-
ticular constructions of ourselves, which is part of saying that we 
are open to self-construction. We may not have rules, and when 
we do have rules, there are no rules that are to us sacred. We are 
not worried about competence. We are not wedded to a particular 
way of doing things. While playful we have not abandoned our-
selves to, nor are we stuck in, any particular “world.” We are there 
creatively.

(Lugones 1987, 16)

To pull a simple thread in common from all these accounts: playfulness 
involves a certain fluidity with respect to norms and beliefs.
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It is useful here to compare playfulness with irony. To be ironic, in its 
most extreme form, is to refuse to value anything, or to be committed to 
anything—to, as Jorge Portilla puts it, enter into a complete suspension 
of seriousness.21 This refusal makes it impossible to become invested 
in any sort of community—since communal action requires that we 
commit to doing things together and valuing things together. As Søren 
Kierkegaard says, the pure ironist wants to be entirely free from obliga-
tions, restrictions, and commitments; this dedication to pure negative 
freedom makes them unable to participate substantially in much of hu-
man life (Frazier 2004, 419–421).

But play is different. Play involves lightness with rules, in both 
 directions—the ability to lightly step away from, but also the ability to 
lightly adopt. Think about the difference between playfulness, serious-
ness, and irony, when it comes to playing games. To be serious about a 
game is to play it under the idea that its goals are really and genuinely 
important—as, say, an Olympic athlete does. The opposite of such se-
riousness is the wholly ironic game player. They refuse to adopt any of 
its norms in any committed way. But that sort of irony is often antithet-
ical to the shared commitment of game-play. Such an attitude, Huiz-
inga says, makes one a spoilsport, who mocks the game and wrecks the 
shared illusion of gameplay (Huizinga 1980, 11). To be playful about 
games is neither to be utterly serious or utterly ironic, but to move easily 
into and out of commitments to rule-sets.

Consider, for example, the shared mood of tabletop roleplaying games. 
The players have to commit, temporarily, to the rules of the game and a 
kind of (absurd) sincerity of purpose. The players have to really go all-in 
in pretending to be in character—of really being, say, fantasy elves and 
dwarves on a quest to save a village. As is often remarked by dedicated 
role-players, this shared mood is often wrecked by the pure ironist—
who mocks the activity, who follows the rules mechanically but without 
real commitment, who breaks the illusion by calling attention to the ar-
bitrariness of its rules (Nguyen 2019). Francisco Gallegos makes a paral-
lel point in his discussion of Portillian irony. So much of human life, says 
Gallegos, depends on a shared mood. But such moods are delicate and 
require considerable communal support. They depend, one might say, on 
creating resonance through active participation. An ironist, by openly 
refusing that shared commitment, destroys the communal development 
of shared moods (Gallegos 2013, 13–14).

So playfulness involves not only the ability to slip away from one 
framework of norms and beliefs, but also the ability to slip into a new 
framework—at least for a while. To be playful with a game is to bring 
oneself to care, for a time, about the specified goals of the game, and to 
adopt, for a time, a temporary but absolute obedience to a set of rules. It 
involves entering into, in some phenomenally substantial way, the imag-
ined world of the game. And it involves letting those goals and rules slip 
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away when the game is done. To be playful with a game is to wear the 
game’s cares and norms lightly (Nguyen 2019; 2020a, 27–73, 216–224). 
The ironist may mock, but they don’t have quite the same spirit of light-
heartedness. They wear their refusal to participate too heavily, to play.

If we were interested in constructing an account of playfulness in gen-
eral, things would turn much more complicated around this point. But I 
think we have enough bits and pieces gathered to make a stab at saying 
something about the narrower quality of intellectual playfulness. Intel-
lectual playfulness seems to include the ability and interest in trying out 
new ideas, perspectives, and belief systems. Let’s call this the disposition 
for perspective shifting. The playful person can step out of a framework 
of beliefs, values and cognitive framing mechanisms, and step into an-
other. Those new perspectives may be only temporary visiting points, or 
they may grow into something that the person inhabits more deeply. The 
playful person is neither dogmatist nor ironist, but, as Lugones puts it, 
an easy traveler between, and an explorer of, different normative worlds.

Let’s put our two parts together, now. I propose that intellectual play-
fulness is the disposition to investigate ideas, beliefs and values in a man-
ner that is:

1  Autotelic—done for the sake of being involved in the investigation 
itself and

2  Involves intellectual perspective shifting—trying on and (at least 
temporarily) inhabiting alternate belief systems, which includes try-
ing out alternate beliefs, values and norms for belief-acquisition.

In shorthand: intellectual playfulness is the disposition to try out new 
perspectives for fun. For brevity’s sake, I’ll refer to intellectual playful-
ness as “playfulness” for the remainder of this chapter—but where it 
should be understood that I am not attempting to speak about the whole 
vast edifice of playfulness in all its ineffable glory, but only about this 
specific cognitive varietal.

3 The value of perspective shifting

Why would this form of playfulness be an intellectual virtue? A dis-
position to engage in perspective-shifting seems obviously valuable for 
epistemic pursuits. But why might it be especially virtuous to do it for 
fun? Before we answer the complex question about fun, let’s get clear on 
the cognitive value of perspective-shifting.

Compare the disposition to shift perspectives with a nearby neighbor: 
the attitude of open-mindedness. Open-mindedness is a disposition to be 
open, to a certain extent, to challenges to one’s own beliefs, taking them 
seriously rather than dismissing them. Wayne Riggs’ account offers us 
a useful way to flesh out of this notion. There’s a difficulty, says Riggs, 
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for any philosophical accounting of open-mindedness: open-mindedness 
seems incompatible with full-throated belief. Why should we seriously 
consider challenges to a particular belief, if we were already confident in 
that belief? Riggs solution is to take open-mindedness to be, not an atti-
tude towards particular beliefs, but rather an attitude one holds towards 
oneself as a believer, in general. Open-mindedness involves a general 
awareness of one’s fallibility as a believer, and the general acknowledg-
ment that for any belief, one might be wrong (Riggs 2010, 180).

Riggs points out that being open-minded doesn’t require us to take 
seriously every single challenge to our beliefs. (That would open the 
door to an overwhelming cognitive load, for one thing.) Rather, open- 
mindedness involves using our positive knowledge of our likely fallibil-
ities to decide which challenges to take seriously. Suppose there were a 
bunch of musical artists that I think are just crap. (You don’t really have 
to suppose it—it’s true.) I might not take seriously each and every chal-
lenge to my musical judgments. The fact that Smashmouth has legions 
of loving fans doesn’t, by itself, give me any reason to relisten to those 
horrible Smashmouth singles. But suppose that my friend points out that 
the overall pattern of my musical judgments reveals a systematic bias: I 
seem to reliably prefer white artists over black artists. This claim hooks 
up with my background knowledge about the state of the world—about 
my having grown up in a systematically prejudiced society. My positive 
understanding of my potential for fallibility gives me reason to take a 
particular set of challenges seriously—like, say, my dismissal of rap.22

Open-mindedness, then, turns out to be quite different from 
perspective- shifting. Open-mindedness makes a weaker demand. An 
open-minded person ought to take some challenges seriously, when their 
background belief system gives them good reason to. But their standing 
belief system is a very active participant in the process. First, their belief 
system shapes which challenges they take seriously. Second, when they 
do take a challenge seriously, that challenge will be investigated using 
their standing belief system. Open-mindedness is a willingness to enter-
tain challenges when those challenges are properly supported by other 
parts of one’s current belief-system, where the ensuing investigation will 
be conducted using one’s current belief system. Open-mindedness is a 
good guard against the possibility that my belief-system has not been 
made adequately coherent. I might have formed my judgments of musi-
cal artists based on my immediate response of pleasure, and never con-
nected that up with my background beliefs about bias—until somebody 
else challenged me to.

But open-mindedness, understood this way, is particularly weak 
against epistemic traps, especially inquiry traps. In an inquiry trap, 
beliefs come in a self-supporting network, which contains resources to 
repel challenges. When you are open-minded, you are willing to con-
sider challenges. But the process of inquiry, for the open-minded person, 
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draws upon their background beliefs—and, in an inquiry trap, those 
background beliefs function to re-assert the original belief system, 
and offer explanations and considerations to block challengers. Mere 
open-mindedness leads us to inquiries conducted while using our stand-
ing belief-system. And in an inquiry trap, that belief system has been 
rigged to reaffirm itself. If the function of open-mindedness is to iron 
out incoherencies in one’s belief system, then it won’t help against a trap 
belief system that has already been engineered for appealing internal 
consistency.

Perspective-shifting, on the other hand, involves actively trying on a 
new perspective. It involves going through—or at least, entertaining—
lines of inquiry from alternative systems of belief. The perspective shifter 
will not only re-consider a single belief or narrow set of beliefs, but also 
be willing to consider it from the perspective of a temporarily-adopted 
alternate belief-system. The value of perspective-shifting is in its tem-
porary suspension of one’s standard belief system. Perspective-shifting 
is an insurance policy against inquiry traps because it can neutralize, 
for a time, those engineered, pre-prepared defenses. Perspective-shifting 
gives alternate belief system some air, so that the shifter can explore 
an alternative system of explanation as a functioning and networked 
whole—rather than rejecting the parts piecemeal, from the perspective 
of their standing belief-system.23

Let me offer an analogy, in the key of Otto Neurath. Imagine that a be-
lief system is a boat. Open-mindedness involves the willingness to pull out 
any particular plank and inspect it, to see if it’s really the best plank for 
the job. But that assessment occurs while standing on all the other planks 
of that boat. Each particular evaluation of each particular plank will still 
occur against the background of the rest of the planks. So even if you as-
sess each and every plank individually, the boat will retain its shape. Per-
spective shifting involves jumping ship and trying out a whole new boat.

4 The cognitive value of fun

But perspective-shifting is not, by itself, playfulness. Playfulness involves 
engaging in perspective-shifting activity for autotelic reasons: for the 
sheer fun and joy of it, for the beauty of the ideas. Playfulness can even 
involve delight in the perspective-shifting itself—in the joys of trying to 
occupy a particularly strange and alien position. We can relish a new 
mental position for its mind-bending weirdness—for the delightful feel-
ing of having to stretch our minds into some odd shape.

So here is the key question: why might perspective-shifting be epistem-
ically better when it is done autotelically, rather than when it is used as 
an instrument for the pursuit of epistemic ends?

The question might seem quite strange at first. How could the fun- 
loving idea-player ever get closer to the truth than somebody who was 
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directly pursuing the truth? But the idea is not entirely outlandish. What 
we are approaching here is the possibility that truth might be somewhat 
related to what are called “self-effacing ends”. A self-effacing end is an 
end that cannot be acquired through direct pursuit. A classic example is 
the pleasures of love. There are certain pleasures associated with loving 
another person—with being unselfishly devoted to promoting another’s 
interests. But an entirely selfish person couldn’t get the pleasures of love. 
If a pure egoist were trying to be in love, for the sake of their own self-
ish enjoyment of the associated pleasures, then they wouldn’t actually 
be in love. The pleasures of love are self-effacing (Parfit 1984, 23–24; 
Pettigrove 2011, 192–193; Nguyen 2020a, 53–58). Similarly, the playful 
person might have an advantage in getting certain epistemic goods, if it 
turned out that those epistemic goods were self-effacing, at least in part.

Why might that be? I think there are two distinct, but interrelated 
possibilities. First, an interest in getting it right constrains the search 
space, focusing searches on areas that promise good epistemic yields. 
Suppose that you are perspective-shifting, not for autotelic reasons, but 
in the pursuit of truth. You are searching the possibility space for ideas 
you might have missed. Your perspective shifts will likely be guided by 
your sense of which shifts will be epistemically fruitful. Since you are in-
terested in the truth, you’ll try on those alternate systems of belief which 
might turn out to be true. Your shifts will be constrained by your sense 
of plausibility. And that assessment will proceed from your standing sys-
tem of beliefs. Even if you are trying out alternative systems of belief, the 
choice of those systems will still be influenced by your standing system 
of beliefs.

But a well-designed epistemic trap should be able to manipulate these 
plausibility assessments. A well-designed inquiry trap can undermine 
the plausibility of key alternate perspectives by, for example, associat-
ing them with the most wildly untrustworthy and unsavory people. I 
take it that you or I would probably never even attempt to occupy the 
moral perspective of, say, a Nazi, as part of a search procedure for real 
moral truth. An echo chamber could strategically manipulate that effect, 
by associating alternative moral and political visions with that kind of 
sheer outright evil, as part of their strategy of credential manipulation. 
Jamieson and Cappella note that one of Rush Limbaugh’s basic strate-
gies for building his echo chamber is creating an insider language full 
of emotionally-charged labels for opponents and their positions. This 
language serves both to create an “insular language community”, and 
to reinforce associating outsider belief systems with pure evil. For ex-
ample, Limbaugh coined the term “feminazi”, which strongly associates 
the position of feminism with fascism, putting it beyond the moral pale 
(Jamieson and Cappella 2010, 177–190). Our analysis here makes Lim-
baugh’s maneuver clear: he is trying to make feminism seem so wildly 
implausible, as to be unworthy of any exploratory efforts.
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But somebody who was perspective-shifting for autotelic reasons—
for the fun of it, for the beauty of the ideas, for the joy of the sheer 
perspective-shifting itself—would be freed from those plausibility con-
straints. They don’t need to engage their standing background beliefs to 
figure out which alternative perspectives to occupy, since their reason 
for occupying alternative perspectives has nothing to do with those per-
spectives’ likely truth. Playfulness is unconcerned with truth, and so 
unconcerned with plausibility–and so freed from such dismissals ema-
nating from background beliefs. Playfulness, as a motive, brings people 
to explore belief systems that their current background beliefs treat as 
beyond the pale.

This, of course, has its dangers. But it also has a clear functionality: 
it provides an insurance policy against epistemic traps. This is not as 
implausible as it might seem. What this looks like, in actual life, is peo-
ple trying out and exploring systems of belief because they are funny, 
beautiful, elegant, or charmingly bizarre. In my own life as a teacher, 
I’ve noticed that these sorts of motivations often get students to let down 
their guard for a moment. When I present certain philosophical theories 
as candidates for the truth, when those theories are sufficiently distant 
from my students’ own belief system, my students are likely to reject 
them immediately, without significant consideration. But when I present 
philosophical theories as worth thinking about because they are gor-
geously elegant or deliciously fun, then students will actually try them 
out for a while—and often find that these belief systems can carry more 
water than it had first seemed.

Another way to put the same point: rational beings need to go on some 
random walks. It is easy, says Adrian Currie, to get trapped in local 
maxima during the inquiry process. Attempts to optimize for truth will 
help climb a local maximum, but are likely to miss higher peaks that 
are radically different. So the right thing to do is to sometimes go on 
random walks—to explore ideas unconstrained by the need to optimize 
for truth every step along the way. And, he says, we have a name for the 
tendency to go on a reasonable number of random walks: we call it “cre-
ativity” (Currie 2019). As Sara Aronowitz says, the optimally rational 
being—or community of beings—mostly pursues the best-looking most 
plausible paths for exploration, but occasionally goes on random walks 
(Aronowitz 2021).

Of course, one might simply protest: if going on occasional random 
walks—and occasionally occupying implausible perspectives—is part of 
the best path for rationality, then shouldn’t the rational person simply 
make themselves go on random walks? Surely a rational person should 
think that this would be the right strategy. But what would this actu-
ally look like, as a plausible activity that could be adequately motivated 
in a human? It seems difficult to imagine that a person interested only 
in the truth would be adequately motivated to explore, carefully and 
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thoroughly, a completely implausible position. If we wanted to construct 
a rational being with cognitive limitations, who occasionally went on 
random walks with some degree of care, then we should build a be-
ing that enjoyed sometimes going on random walks, with no thought 
that they would take them somewhere good. As David Schmidtz says, 
an agent that loves eating and sex for their own sake will do better at 
survival and procreation than an agent who values survival and procre-
ation, and pursues eating and sex only as instruments to those final ends 
(Schmidtz 2001, 251–255). Intellectual playfulness can directly motivate 
epistemic agents to explore the space of possibilities, sometimes leaving 
behind considerations of plausibility. (Autotelicity isn’t the only possible 
motivation, however. We can easily imagine others. For example, we 
might set up an institution that strongly incentivized the publication of 
ideas merely because they were novel, and not because they were likely 
to be true. This would also incentivize people to explore the possibility- 

space, away from plausibility constraints.)
One might worry that playfulness is just as likely to get a person en-

snared in a new epistemic trap as it is to get them out of one. After all, 
might one not explore an epistemic trap and so become seduced by it, in 
the exploration? This is certainly a possibility. But one thing we might 
say is that playfulness serves as a useful insurance policy when it occurs 
in epistemic agents that are otherwise mostly rational. That is, a rational 
epistemic agent should be able to, if adequately presented with two sys-
tems of belief, determine which is better. Epistemic traps work to keep 
rational people in epistemically inferior systems of belief by preventing 
them from getting an adequate view of the alternatives. So, for such a ra-
tional epistemic agent, playful exploration of the space will get them out 
of epistemic traps. But for an irrational epistemic agent, easily seduced 
by, say, clear-seeming explanations, playfulness may get them into trou-
ble. This is just to say that playfulness won’t get us to intellectual virtue 
by itself. It is useful as a motive to explore widely, but that exploration 
will only bear fruit when appropriately conjoined with other intellectual 
virtues.

Importantly, playfulness suffers from its own particular form of con-
straints. The hedonistically-motivated form of playfulness I’ve described 
is not entirely free-ranging. It will tend to seek out and linger on those 
belief systems that give us some kind of pleasure—the beautiful ones, 
the fun ones, the entertainingly wild ones. That is why, I suspect, a re-
ally robust epistemic character will involve multiple dispositions to shift 
perspectives for different reasons. Consider, for example, empathy. Em-
pathy, some have suggested, is the disposition to take on the emotional 
perspective of another person.24 But notice that empathy, too, has its 
weaknesses and vulnerabilities. We might only be empathetic to peo-
ple that we spend significant time with, or those we think are worth-
while people. And epistemic traps can manipulate those qualities too. A 
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well-constructed echo chamber, for example, can bring you to limit the 
amount of time you spend around outsiders, and also treat those outsid-
ers as monsters beyond the moral pale.

It will be most useful, then, to maintain a variety of different perspective- 
shifting dispositions, each of which perspective-shifts for different 
reasons, and each of which has its own vulnerabilities. Truth-oriented 
perspective shifting is limited by one’s sense of plausibility; playfulness 
is limited by one’s pleasure; empathy is limited by one’s social sphere. 
We need a diverse portfolio of perspective-shifting dispositions, each of 
which will do some work to shore up the limitations of the others.

To sum up: Playfulness brings us to explore other perspectives. It pro-
vides the motivational force to leave well-ordered belief systems and ex-
plore new ones. And that is particularly useful against epistemic traps. 
In many cases, the belief system of an epistemic trap would be, to the 
eyes of a genuinely rational agent, obviously worse than other belief 
systems. The trap works on such agents by occluding those alternative 
belief systems, so an adequate comparison can never be made. The trap 
can’t usually completely block out those alternative belief systems from 
view. They can work, instead, by keeping entrapped agents from spend-
ing time exploring those alternative belief systems—which they can of-
ten do by presenting such exploration as worthless or silly. Playfulness 
is a disposition that provides the motivation to explore alternative belief 
systems, coupled with the technique of suppressing one’s background 
beliefs. It seems precisely tuned to block the workings of this sort of 
epistemic trap.

5 Pleasurable attention

Autotelicity has a second important function, besides freeing us from 
plausibility constraints. My discussion here will depend on an empirical 
claim about our psychology, though one with significant empirical sup-
port.25 Suppose, for the moment, that pleasure attracts our attention. 
We attend to that which we enjoy and care about. When we love the 
process of doing something, we pay more attention to the details of that 
process, than if the process were a mere instrument.

This relationship was made clearest to me when I was learning to 
rock climb. As a novice, I was driven by the desire to get to the top, 
flinging myself at the wall in earnest efforts. A friend—and a far bet-
ter climber—told me: “Just savor your movement, OK? Just love the 
motion”. At first, I thought this was strictly a comment about the value 
of the activity—and, indeed, it did make rock climbing a far richer and 
more lovely experience. But, interestingly, the more I let myself focus 
on the pleasures of movements, the better a climber I became. This is, I 
take it, because the attitude of taking pleasure in my movement drives 
me to attend more lovingly to every aspect of my movement, to take in 
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the details. And for hard rock climbing, the climber needs careful con-
trol of the subtle details of their movement. The activity of savoring my 
movement for its own sake, then, also supports the development of my 
sensitivity toward my own body and its movements. For similar reasons, 
those cooks who love the process of cooking tend to turn out much bet-
ter food, in the end, than those cooks who are interested primarily in the 
end-product. Pleasure is not the only way to drive attention somewhere; 
we can also force our attention there, through sheer effort of will. But a 
being constituted to take pleasure in the process of doing something will 
need to spend far less emotional and cognitive resources to get them-
selves to attend to the details of that process, than a being who finds such 
attentions unpleasant, but exerts them through force of will.

What’s more, if we take pleasure in attending to a process for its own 
sake, we will likely see the details of the process more clearly. Why might 
this be? There’s a useful lead in aesthetic theory, in a discussion about 
the special nature of aesthetic attention and perception. Consider the 
aesthetic attitude. According to one traditional line of thinking, the aes-
thetic attitude is quite a distinct one from the everyday practical attitude. 
In ordinary life, we have clear practical goals, and we look to the objects 
in our lives to meet those practical goals. Our attention is filtered: we 
pay attention to those features of the object relevant to our practical in-
terests, but not the irrelevant features. If we need a hammer just to ham-
mer in some nails, we would pay attention to its weight, balance, heft, 
and hardness—but not to the color of the wood, the smell of the iron, 
the pattern of patina on the rust. Our attention, when it is practical, is 
narrowed and specific. But when we attend aesthetically, we do so for 
the value of the experience of attending itself. And so our attention roves 
over all parts of the object in an unfiltered way.26

Though the argument is couched in terms of the “aesthetic”, the ar-
gument relies on one particular feature of the aesthetic attitude: that it 
is marked by the attitude of disinterestedness. In the aesthetic attitude, 
we attend to an object for its own sake, rather than for the sake of using 
that object as an instrument to some other end. The argument actually 
works, then, for any autotelic form of attention. Playful attention is just 
as disinterested as aesthetic attention, and so just as unfiltered.

If we have an object that we consider under one single use-category, 
and we only look to it with an eye towards that use, then we can easily 
fail to notice other aspects, that might make it useful in other ways. 
So long as I look at this whisk for cooking, I will only pay attention 
to its practically relevant features—the grip on the handle, whether it 
has the right shape for beating eggs, etc. Only when I take an unfil-
tered, aesthetic attention will I also notice the pleasingly eccentric noise 
it makes when struck, and the delightful way it shivers in unpredictable 
self-clattering loops. And those kinds of observations might let me see 
new uses for it—like, for instance, that the whisk also turns out to be an 
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absolutely magnetic toy for babies to pound things with. The creative use 
of objects, then, involves a touch of self-effacement. The person who is 
esthetically interested in the object may have an advantage in seeing the 
object in all its totality—a process that may reveal new and unexpected 
uses for the object. This means, paradoxically, that the esthetic attitude 
is quite useful—and useful precisely because it is unconcerned with the 
usefulness of its object.

The same, I think, is true for ideas and belief systems. When we as-
sess a belief system for its usefulness to us, our vision narrows. Let me 
start with an extreme—but familiar—case. Suppose we have made up 
our minds about some issue. Our interest in arguments towards those 
issues will typically be practical—we may be interested in using them to 
convince other people, or to fend off attacks and criticisms. We will at-
tend to those features that are useful for that end. We are unlikely, then, 
to explore in detail the way an argument works that carries us to some 
other target. (And if we do, we will likely be paying closest attention to 
where we might find flaws.) But if we try it on in a spirit of play, then that 
practical filter is lifted. We can explore how the argument works—the 
way a belief system coheres—in an unfiltered way. And the more plea-
sure we take in it, the more we will attend to the details—discovering 
new possibilities that we might not have seen before.

We can find a subtler version of that effect in less extreme cases. When 
I attend to ideas in the mode of truth-seeking, I notice the features of 
those ideas which strike me as useful in the pursuit of truth. The selec-
tion of those features will, again, be driven by my sense of the plausible. 
But in playful exploration, we don’t confront ideas by immediately as-
sessing them for their usefulness—so we can linger on the details of a 
stranger belief-system.

Such open and unfiltered attention is an antidote to epistemic traps 
that function by directing attention away from relevant alternatives. 
Such attention seems particularly potent against inquiry traps and in-
sensitivity traps. In an inquiry trap, a belief system manipulates plausi-
bility considerations so as to prevent the believer from lingering in what 
are genuinely good, alternative belief systems. In an insensitivity trap, a 
narrowed sense of what is really valuable sharply focuses the attention 
and shrouds other domains beneath a veil of unimportance. A belief sys-
tem needs to be given some time and energy, before its powers become 
apparent. In each case, some valuable alternative is choked of air.

Playfulness motivates people to spend some time in alternative be-
lief systems, unconstrained by the limitations of their background belief 
system. Playfulness gives the entrapped person some reason to explore 
unimportant-seeming domains, to reason from within those alternate 
perspectives. Playfulness motivates people to try out ideas, not because 
they are plausible or important, but because they are fun and beautiful. 
And those qualities are, if not entirely random, at least importantly skew 
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of how our usual epistemic goals, values, and beliefs guide us—and so 
free of the traps that might have been built into our standing set of goals 
and beliefs. The claim here is not that we should always be animated 
only by a sense of fun in our intellectual life. It is that playfulness is an 
excellent attitude to occasionally take up—that will drive us out of our 
usual intellectual paths, and encourage us to occasionally leap into a 
faraway perspective.

Of course, if we wanted to engineer an effective epistemic trap, then 
we will want to discourage playfulness. We will want to cultivate a kind 
of bloody serious-mindedness, a disdain for intellectual play for play’s 
sake. And this is what I think we often find, in real-world epistemic 
traps: the spirit of playfulness is discouraged—labeled as evil or waste-
ful. Playfulness is particularly easy to exclude in insensitivity traps. We 
simply need to articulate the values of an insensitivity trap in a way that 
leaves playfulness by the wayside. (For example: valuing strictly money, 
or valuing strictly rigor.) This gives those of us, who are opposed to 
epistemic traps, a reason to try to cultivate and spread the virtue of play-
fulness as an antidote.
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Notes
 1 I am being intentionally vague here between about what counts as a good 

beliefs. I am trying here to make no particular commitments about epistemic 
internalism vs externalism, reliabilism, pragmatism, or to take sides on any 
of the major epistemic debates of the contemporary scene. In particular, 
when I say that good-faith epistemic efforts are those that proceed from 
epistemic grounds. In particular, I mean for my account here to include, as 
good-faith beliefs, those beliefs not supported by evidence, but whose adop-
tion supports epistemic goals. My hope here is that I can give an account of 
epistemic traps compatible with any of the standard positions of contempo-
rary epistemology.

 2 Elsewhere, I’ve discussed the possibility that some belief systems offer us a 
hedonistic instrumentalization, by giving us pleasure in return for adopt-
ing certain belief systems (Nguyen and Williams 2020; Nguyen 2021a,  
2021b).

 3 Joshua DiPaolo offers a useful study of the epistemic manipulations of 
 fanaticism—which often involve undermining followers’ self-trust as well as 
their trust in outsiders, and placing that trust entirely in the hands of a small 
leadership (DiPaolo 2020).

 4 The idea of, and name for, “apathy traps” suggested by Geoff Pynn.
 5 Geoff Pynn suggested the terms “apathy trap” and “inquiry trap”, and 

greatly assisted in the development of this taxonomy.
 6 The ensuing paragraphs offer a brief summary of my analysis of echo cham-

bers in (Nguyen 2018).
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 7 For a more recent discussion, see Network Propaganda (Benkler et al. 2018). 
I offer a discussion of their view in (Nguyen 2021c).

 8 See also (Nguyen 2020b) for a discussion of a more minimal kind of non-
engineered epistemic trap—one in which erroneous beliefs lead to the selec-
tion of unreliable experts, which reinforces those erroneous beliefs.

 9 For more on the satisfactions of simple explanations offered by echo cham-
bers, see Nguyen (2021b).

 10 This example adapted from Jamieson and Cappella’s analysis of Rush 
 Limbaugh’s rhetorical strategies.

 11 Note, however, that merely because something is a conspiracy theory doesn’t 
mean that it is false, or that its believer is in an inquiry trap. There are, after 
all, real conspiracies in the world, and rational people should believe in some 
conspiracy theories (Coady 2012, 110–137; Dentith 2019). But conspiracy 
theories can function as part of a well-tuned strategically formulated in-
quiry trap.

 12 This account of the insensitivity trap is only a brief sketch, and the descrip-
tion of this businessperson something of a cartoon; I plan to develop this 
account in future work.

 13 I owe this analogy to Melissa Hughs.
 14 For an argument to this effect, see Randolph Feezell’s argument the concept 

of “play” is essentially pluralistic, and none of the main categories can be 
reduced to another (Feezell 2010). For an anthropologist’s discussion to a 
similar effect, see Brian Sutton-Smith’s famous account of the ambiguity of 
play (Sutton-Smith 2001).

 15 There is some debate about which of these concepts is primary and which 
secondary. For example, Bernard Suits thinks that “play” is primary, Maria 
Lugones thinks that “playfulness” is primary (Suits 1977; Lugones 1987). 
My analysis attempts to remain agnostic on that debate.

 16 For a useful exploration and refinement of the details of Suits’ position, see 
Emily Ryall (2013).

 17 This kind of strictly motivational account is an improvement of an earlier, 
more demanding sort, like Johan Huizinga’s, which specified that play both 
proceed from no interest in benefit, and actually grant us no benefit (Huiz-
inga 1980, 1–20). But so many paradigmatic instances of play obviously 
offer benefits in physical fitness and mental health, among other things.

 18 (Suits 1977). For Suits’ account of games as constructs of artificial goals and 
constraints, see (Suits and Hurka 2014).

 19 This is a vast oversimplification of a very complex theory. For a detailed dis-
cussion of Schiller’s theory of the play drive, how it unites the rational and 
the sensual, and how it provides an account of aesthetic value, see Samantha 
Matherne and Nick Riggle’s reading of Schiller’s Letters on the Aesthetic 
Education of Man (Matherne and Riggle 2020).

 20 This suggestion leads to a rather vast literature on what’s called “the magic 
circle” — the alternate space of play. There have been some significant crit-
icisms of the concept (Taylor 2007; Malaby 2016). But I think modern re-
constructions of the view are much more plausible (Stenros 2012; Waern 
2012). I have offered my own reconstruction and defense of the magic circle 
concept (Nguyen 2020a, 177–180).

 21 My understanding of Portilla is shaped by discussions by Carlos Alberto 
Sánchez (2012) and Francisco Gallegos (2013).

 22 This actually happened to me as a college freshman. Taking my friend’s 
challenge seriously led to the greatest internal aesthetic revolution of my 
life—and the most valuable one. I offer a detailed discussion of trust and 
prejudice in esthetic appreciation in (Nguyen 2021d).



288 C. Thi Nguyen

 23 Some may wish to call perspective-shifting a kind of open-mindedness. The 
precise terms here don’t seem particularly important to me. What seems 
important, rather, is the difference between the two attitudes, and the 
difference between the willingness to consider challenges and perspective 
shifting. We could just as easily call the attitude described by Riggs “weak 
open-mindedness”, and call perspective-shifting “strong open-mindedness”.

 24 Peter Goldie offers a useful summary of some accounts of empathy as per-
spective shifting (Goldie 2011). Goldie also offers a criticism: he thinks full-
blooded empathetic perspectival-shifting is impossible, because you will never 
really be able to see something fully from another’s emotional perspective— 
some version of you will always come along for the ride. He permits weaker 
forms of perspective-shifting—where you imagine what you would think 
while adopting some aspects of another’s perspective. That weaker form is 
all we need for these trap-escaping qualities. You don’t need to take on every 
aspect of another’s personality to explore an alternate belief-system.

 25 For an overview of this empirical support, and a plausible application to 
understanding how pleasure motivates and facilitates aesthetic appreciation, 
see Matthen (2017).

 26 The aesthetic attitude thesis is usually attributed to Jerome Stolnitz (1960). 
Thought it became unpopular through some supposedly decisive counterar-
guments from George Dickie (1964), the argument has seen plausible con-
temporary defenders (Kemp 1999). Most notably, Bence Nanay has offered 
an empirically-informed account of esthetic perception, based in contempo-
rary research into the cognitive psychology of perception, which supports a 
revised version of Stolnitz’s esthetic attitude thesis (Nanay 2016, 1–34).
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Comments on C. Thi Nguyen, “Playfulness Versus 
Epistemic Traps”

Molière, the French playwright best known for his 1666 play, La mis-
anthrope, once opined that the “function of comedy is to correct the 
vices of men” (Molière 2001: xiv). Comedy can be effective since a com-
mon characteristic of many vicious people if that they cannot bear to be 
teased and cannot invest their own conduct with a sense of levity. In his 
excellent chapter, C. Thi Nguyen explores the role of playfulness in epis-
temic life by construing it as an epistemic virtue, specifically as a guard 
against “epistemic traps” and related forms of bad doxastic behavior. 
By way of endorsement, I want to quickly emphasize three aspects of his 
discussion, then point to some issues about the limits of playfulness as it 
relates to other epistemic virtues and the deeper normative commitments 
of the epistemic agent.

Nguyen, first, notes that that the epistemically virtuous agent we meet 
in the pages of virtue epistemological writings is a rather serious person. 
In two of the earliest monographs on epistemic virtue, by Lorraine Code 
and James Montmarquet, the core concepts were those of epistemic re-
sponsibility and epistemic conscientiousness. “Responsible” and “con-
scientious” are good qualities to have, no doubt, but they hardly suggest 
someone who’s the life and soul of the party. Construed properly, play-
fulness can inject some vitality and spontaneity into our epistemic lives. 
Second, Nguyen emphases the cognitive functions of a specifically epis-
temic sort of playfulness, like the dispositions to “try out new ideas, 
perspectives and systems of thought for the sheer joy of it” and, less fun, 
the resistance it can generate to certain forms of dogmatism (one thinks, 
here, of one of José Medina’s favorite metaphors, that of “epistemic fric-
tion”). An epistemically playful person gets cognitive work done, has a 
good time of it, and also avoids the sorts of problematic attitudes and 
behaviors, like dogmatic quarrelling, that ruin the game for everyone. A 
third aspect of the account is the ways that playfulness serves to trans-
form what some now call our cognitive phenomenology—roughly, our 
experience of thinking, reasoning, understanding and the like. Nguyen, 
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for instance, talks of how the playful enquirer is more open to surprise, 
thrills in the unexpected, enjoys working within systems of rules with-
out being shackled by them, and so on.

What we get is therefore a richer and, in a sense, more humane vision 
of what a really epistemically virtuous person can be—not a conscien-
tious plodder who joins the dots, but an individual with a sense of élan, 
warm to excitement and able to enjoy the work of the mind without 
lapsing into an obstructive seriousness that dampens the mood for oth-
ers as well as increasing one’s susceptibility to patterns of mental inflex-
ibility. Nguyen is rightly esteemed for his insights into the philosophical 
seriousness of human ludic practices—of games and the whole world of 
play—and this chapter is a case in point.

I want to flag, though, two sets of issues that concern the limits of the 
sorts of virtuous epistemic playfulness being recommended. Neither of 
these are objections as such, although they may point to some practi-
cal considerations for those concerned to promote playfulness in virtue 
epistemology.

A first set of issues concerns the range of epistemic virtues to which 
we are sensitive. Our inherited table of the virtues is deeply contingent, 
shaped by the vagaries of our cultural and intellectual history. Moreover, 
our taste for certain virtues is similarly structured by many biases and 
preferences, especially for what we might call “Yay!” virtues—those, 
like creativity, boldness and imaginativeness that are experienced, when 
exercised or observed, as exciting. By contrast, most people are less en-
thused about the “Yawn!” virtues—those, like diligence, carefulness 
and thoroughness that are typically dull, even if they are necessary (and, 
tellingly, especially necessary for tasks everyone regards as boring, like 
double-checking references or data entered into a spreadsheet). This is 
utterly natural. Playfulness connotes enjoyment and pleasure and excite-
ment and respite from the obligations, work, and discipline of school-
work or the office or the realities of daily life in an increasingly earnest, 
buttoned-down world.

The virtue of epistemic playfulness is obviously among the Yay! Vir-
tues and that’s no bad thing—but then one worries that people will be 
super-keen to cultivate and exercise that virtue to the neglect of the 
dull and unexciting Yawn! virtues. Everyone wants to play a game, but 
no-one wants to tidy it neatly back into its box. The practical question 
is then to ask how we can promote the virtue of epistemic playfulness 
while also instilling due regard for the Yawn! virtues—or what we might 
more formally call the procedural epistemic virtues. When tackling that 
question, the obvious people to consult are teachers and parents who are 
tasked with constantly trying to ensure equal appreciation of playfulness 
and seriousness and the arrays of Yay! and Yawn! virtues they represent.

A second set of issues concerns the relationship of epistemic play-
fulness to the wider normative commitments of the epistemic agent. 
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Obviously, all virtues are located in a wider constellation of values and 
goals and some conception, however inchoate, of the good life—think of 
a eudaimone Aristotelian, a consummate Confucian, or a “wholesome” 
Buddhist. If we run with that thought, we can ask about the emplace-
ment of playfulness within wider philosophical visions of human life and 
the wider order of things.

If that sounds too high-falutin’, consider the example of early Dao-
ist philosophy as exemplified by Zhuāngzǐ, the model par excellence of 
a certain form of epistemic playfulness. In his eponymous book, there 
is playfulness galore—absurd stories about gigantic birds, affectionate 
banter with a friend, weird stories designed to prick human conceits 
and lots of teasing criticisms of stuffy Confucians. A Zhuāngzǐst Dao-
ist enjoyably manifests the virtue of epistemic playfulness for precisely 
the reasons given by Nguyen—dissolving dispositions to dogmatism and 
doxastic ossification, engaging in the determinedly perspective-shifting 
that Daoists call yóu (“wandering, roaming”) and constantly using hu-
mor and irony to expose and undercut what Nguyen calls “epistemic 
traps”. Crucially, the intelligibility and salience of this epistemic play-
fulness are provided by the wider vision of human life articulated by 
Zhuāngzǐ—the perspectival character of our specific “ways” of expe-
riencing and engaging with the world, for instance, and the convic-
tion that rigid and inflexible styles of action are not consonant with 
Dào. The playfulness reflects a properly enlightened relationship to the 
realities of human existence of the sort attained by the zhēnrén, the 
“true” or “authentic” person who “fathoms the real character of life” 
(Zhuāngzǐ ch. 19).

Granted, this is portentous stuff, but what Nguygen offers is a com-
pelling account of the seriousness of playfulness. It captures something 
vital about the character of an epistemic practice that could honor the 
fun Yay! virtues as well as the dull Yawn! ones. It also suggests much 
deeper ways that playfulness can transform our life and conduct for the 
better—to a better “way”, as Zhuāngzǐ would say, of conducting our 
epistemic affairs.
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Playfulness Versus Epistemic Traps

The question at the heart of Nguyen’s chapter is both intriguing and un-
usual: is there “some kind of genuine and deep connection between play-
fulness and intellectual virtue” (p. 1)? As Nguyen puts it, “Some sages 
are full of humor, and some of the best insights start as jokes” (p. 1). 
It appears at least plausible that such a connection exists and is worth 
exploring. Nguyen provides an engaging exploration of this connection, 
presenting a challenge to the idea that all intellectually virtuous conduct 
must be guided by the serious and somber pursuit of truth.

This contention strikes me as essentially correct and the chapter of-
fers good reasons for attending to the relationship between intellectual 
virtue and playfulness more generally. Beyond this, Nguyen argues that 
intellectual playfulness “is the right disposition to get us out of a cer-
tain kind of dogmatism” (p. 1). This argument raises further questions 
about the work that intellectual playfulness can do in the context of 
what Nguyen terms “epistemic traps”, particularly those he calls “in-
quiry traps”, paradigmatically illustrated by the case of echo chambers. 
This idea, I think, faces some challenges worth considering.

To begin, it is illuminating to examine the relationship between 
playfulness and intellectual virtue, as Nguyen presents it. He refers to 
intellectual playfulness as a “specific cognitive varietal” (p. 1) of play-
fulness and states that “Intellectual playfulness, loosely, is the disposi-
tion to try out new ideas, perspectives and systems of thought for the 
sheer joy of it” (p. 1). The focus on intellectual playfulness is necessary, 
given the scope and aims of the chapter. Nonetheless, this leaves the 
relationship between playfulness and intellectual playfulness mostly 
unexplored. In particular, it raises the question of what makes intel-
lectual playfulness, distinctively intellectual and, in turn, the questions 
of how and whether intellectual playfulness is rightly classed an intel-
lectual virtue.

Equivalent questions can, no doubt, be raised in the case of many, if 
not all, of the intellectual virtues. To my mind, however, they are par-
ticularly intriguing in the case of intellectual playfulness. For the most 
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part, when one sees “intellectual X” in the literature, the standalone 
“X” is a moral virtue, such as humility, perseverance, or courage, and 
the word “intellectual” is used to distinguish between this moral vir-
tue and its intellectual counterpart. One can always probe further and 
ask what the word “intellectual” actually designates and there is, I 
think, no convincing consensus regarding this. However, at least one 
prominent response suggests that “intellectual” signifies the pursuit of 
distinctively intellectual ends; “a desire for the truth, for getting things 
right” as Croce and Pritchard put it (this volume). In other words, 
intellectual virtues are essentially concerned with the pursuit of intel-
lectual ends.

Intellectual playfulness, as Nguyen defines it, problematizes this. As 
he emphasizes, play is autotelic; in other words, it is “done for its own 
sake” (p. 6). As such, intellectual playfulness is not defined in terms 
of intellectual ends. If that’s right, this raises a dilemma: either intel-
lectual virtues are not essentially concerned with intellectual ends (and 
intellectual playfulness is indeed an intellectual virtue) or intellectual 
playfulness is not an intellectual virtue (because intellectual virtues are 
essentially concerned with intellectual ends).

I raise this dilemma, not because it presents a deep challenge to Nguy-
en’s central argument concerning the role and value of intellectual play-
fulness in our lives. That argument can be made without committing to 
the claim that intellectual playfulness is a virtue and perhaps it doesn’t 
much matter, in and of itself, whether we class intellectual playfulness 
as a virtue or not. Regardless, as I see it, this dilemma provides an op-
portunity to further define the nature of intellectual virtue itself. Inves-
tigation into what it is that makes intellectual playfulness distinctively 
intellectual, and in turn, a candidate for intellectual virtue, seems like 
promising grist for the mill. Nguyen’s exploration lays valuable ground-
work for this.

Moreover, it is instructive to examine the relationship between intel-
lectual playfulness and closely related intellectual virtues, such as cu-
riosity and open-mindedness. Interestingly, Nguyen does not examine 
curiosity in the chapter, although one might think it stands out as an of-
ten, perhaps paradigmatically, playful intellectual disposition. Nguyen 
does, however, contrast intellectual playfulness with open-minded-
ness, focusing specifically on an essential component of intellectual 
playfulness, namely, perspective-shifting. He states; “Open-mind-
edness…turns out to be quite different from perspective-shifting” 
(p. 10) (although, somewhat confusingly concedes in a footnote that 
perspective- shifting might actually be a form of open-mindedness 
(strong open- mindedness; p. 11)).

The relationship between intellectual playfulness and open- 
mindedness is especially salient because of the emphasis Nguyen places 
on this contrast with respect to the central contention that intellectual 
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playfulness (not open-mindedness) is “the right disposition to get us out 
of a certain kind of dogmatism” (p. 1), exhibited in inquiry traps, such 
as echo chambers. Nguyen states:

Mere open-mindedness leads us to inquiries conducted while us-
ing our standing belief-system. And in an inquiry trap, that belief 
system has been rigged to re-affirm itself. If the function of open- 
mindedness is to iron out incoherencies in one’s belief system, then 
it won’t help against a trap belief system which has already been 
engineered for appealing internal consistency.

(pp. 9–10)

To my mind, Nguyen is almost certainly too quick to dismiss the capac-
ity of open-mindedness to free a person from an inquiry trap. It seems 
like truly virtuous open-mindedness must have this capacity, indeed 
should be to some extent defined by it. At any rate, Nguyen argues that 
open-mindedness does not involve the kind of perspective-shifting that 
is required to escape an inquiry trap. Rather, this kind of perspective- 
shifting is found in intellectual playfulness because it, unlike open- 
mindedness, is autotelic.

This distinction represents the broader claim underpinning Nguyen’s 
central contention. It is the autotelic nature of intellectual playfulness 
that frees a person from what he calls the “plausibility constraints” of 
their standing belief system. Such plausibility constraints restrict the 
open-minded person, for example, by narrowing their focus to only 
those lines of inquiry that already appear plausible, based on their cur-
rent beliefs. Given that intellectual playfulness does not have intellec-
tual ends, it also does not, according to Nguyen, come with plausibility 
constraints. Hence, the intellectually playful person can escape an in-
quiry trap, such as an echo chamber, by happily shifting to a perspec-
tive (outside of the chamber), even when it doesn’t appear plausible to 
them. Perspective-shifting under non-autotelic conditions (such as in 
open-mindedness) fails on this score; “Even if you are trying out alterna-
tive systems of belief, the choice of those systems will still be influenced 
by your standing system of beliefs” (p. 12).

I think this argument requires further scrutiny. Intellectual playful-
ness cannot, after all, be an epistemically neutral activity. What we play 
and how we play are influenced by what we believe. Play is perhaps less 
likely to be affected by plausibility constraints (although it seems possi-
ble that plausibility is an important element of some forms of play), but 
it is surely no less shaped by other constraints that are, fundamentally, 
a product of the player’s belief. Even if one shifts perspectives for purely 
autotelic reasons, one is still constrained by a range of background 
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biasing factors, including, for example, the perceived palatability of the 
perspectives one is playing with. We might call this a kind of palatability 
constraint.

One can see the effects of palatability constraints by drawing on the 
example Nguyen uses to illustrate plausibility constraints. Nguyen con-
tends that even someone virtuously motivated to pursue moral truths 
would be unwilling to take up the Nazi perspective because it is, among 
other things, implausible as a candidate for moral truth. A similar issue, 
however, seems to apply to the person engaged in intellectual playful-
ness. The intellectually playful person is, I think, no more likely to adopt 
the perspective of a Nazi, than the person seeking moral truths. In fact, 
I would hazard that they are less likely to shift into this perspective— 
because where would the “sheer joy and fun” be in that? The palatability 
constraints that come with intellectual playfulness are arguably more, 
not less, restrictive when it comes to contrasting ideologies and moral 
perspectives.

Nguyen describes the intellectually playful person as one “trying 
out and exploring systems of belief because they are funny, beautiful, 
elegant, or charmingly bizarre” (p. 13). It is notable that this list does 
not include trying out and exploring systems of belief because they 
are, for example, dangerous, undermining, unpleasant or threatening. 
Indeed, it seems plausible that intellectual playfulness might actively 
preclude the possibility of such exploration. This is a problem for 
the claim that intellectual playfulness can free us from inquiry traps, 
such as echo chambers. As Nguyen rightly points out, echo cham-
bers function precisely to make other perspectives appear dangerous 
and threatening. As such, the intellectually playful person in an echo 
chamber-induced inquiry trap is, I think, still highly unlikely to es-
cape, given the palatability constraints that are almost certainly in 
play in that setting.

Nguyen recognizes the limitations of intellectual playfulness, stating 
that we “need a diverse portfolio of perspective-shifting dispositions” 
(p. 14) and conceding that “playfulness won’t get us to intellectual vir-
tue by itself” (p. 14). He nonetheless contends that intellectual playful-
ness, when adopted, can “drive us out of our usual intellectual paths, 
and encourage us to occasionally leap into faraway perspective” (p. 
17). There is little to argue with in that and, as I said at the outset, 
Nguyen makes a good case for attending to the relationship between 
playfulness and intellectual virtue. There are, however, I think good 
reasons for being more cautious with respect to the stronger claim that 
intellectual playfulness can function as (even a partial) antidote to the 
pernicious and ever-pressing phenomenon of inquiry traps, such as 
echo chambers.



Rejoinder to Watson and Kidd

Let me begin by thanking Lani Watson and Ian James Kidd for their 
excellent, thoughtful, and delicate commentaries. In this brief re-
sponse, I’d like to concentrate on only two of the issues raised by these 
 commentaries—two that I find particularly interesting.

First, Watson wonders whether intellectual playfulness is really an 
intellectual virtue:

As [Nguyen] emphasises, play is autotelic; in other words, it is “done 
for its own sake” (p. 6). As such, intellectual playfulness is not de-
fined in terms of intellectual ends. If that’s right, this raises a di-
lemma: either intellectual virtues are not essentially concerned with 
intellectual ends (and intellectual playfulness is indeed an intellec-
tual virtue) or intellectual playfulness is not an intellectual virtue 
(because intellectual virtues are essentially concerned with intellec-
tual ends).

This comment cuts right to the issue of what’s really fascinating about 
intellectual playfulness. The core idea here is that thinking about in-
tellectual playfulness reveals that some epistemic ends are self-effacing. 
Self-effacing ends are those ends that aren’t best achieved through direct 
pursuit. To get to the end, you have to aim at something else. As many 
have suggested: happiness might be a self-effacing end. You don’t achieve 
happiness by pursuing happiness directly, but by absorbing yourself in 
the pursuit of something else: like knowledge, helping others, or success. 
And games, as I have suggested elsewhere, are good engines for pursuing 
self-effacing ends. The very structure of a game reveals a curious moti-
vational inversion: in games, there is a local goal that we pursue, and a 
larger purpose that we play for. But often that larger purpose is not—
and, in some cases, cannot—be at the forefront of our minds. I climb to 
relax, but in order to relax, I cannot directly pursue relaxation during 
the climb. I pursue relaxation precisely by putting that purpose out of 
my mind, and absorbing myself just in the pursuit of getting to the top.1

9d C. Thi Nguyen’s Response 
to Commentaries
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Thinking about intellectual playfulness, for me, reveals a presumption 
within some accounts of the intellectual virtues—a presumption is at 
least gestured to within Watson’s discussion. That presumption is that 
what it is to have an intellectual virtue is to be actively concerned with 
achieving that virtue’s good. For example: to be epistemically virtuous, 
one might think, one must be actively and consciously concerned with 
the various epistemic goods—like truth, reliability, etc.

One horn of Watson’s dilemma is that “intellectual virtues are not 
essentially concerned with intellectual ends”. But what is it to be “es-
sentially concerned” with intellectual ends? Does that mean that the ac-
tivity is formulated such as to bring about those ends, or need the agent 
also be actively and consciously in pursuit of those ends? My suggestion 
is simply that intellectual playfulness is a virtue in the sense that will 
lead the possessor to better epistemic states—but that, in possessing and 
enacting it, the possessor will not be actively seeking better epistemic 
states. That is, the activity might be concerned with intellectual ends, 
but the undertaker might not be, in order to achieve those ends. In other 
words, the epistemically best-off agent will sometimes undertake intel-
lectual activity for nonintellectual ends.

My background worry here is that some approaches to intellectual 
virtue theory might have presumptively ruled out the possibility that 
some of the desired goods here might have a self-effacing structure. I 
suggest that we deny that presumption, and make room for modes of 
virtue where certain character traits consciously aim an agent at one 
good, while actually achieving another. Like, for example, intellectual 
playfulness. (One might, instead, take the other fork and hold onto the 
view that to have a virtue, one had to actively pursue its associated good. 
But in that case, if you accept my analysis, we are led to the puzzling 
position of thinking the most intellectually virtuous agent is not the epis-
temically best-off agent.)

Onto the next concern. Both Watson and Kidd worry, in different 
ways, about the limitations of intellectual playfulness. Kidd’s worry 
is that intellectual playfulness bends us towards the virtues associated 
with delight, but not toward the virtues that are boring and tiresome 
to enact. Watson’s worry is similar: that in trading normal intellectual 
life for intellectual playfulness, we have traded plausibility constraints 
for palatability constraints. That is, in normal intellectual life we ex-
plore only those perspectives that seem to us plausible; but in intellectual 
playfulness, we explore only those perspectives that seem to us fun or 
delightful.

I entirely agree with these worries: this is an essential limitation of 
intellectual playfulness. But the point was never that intellectual play-
fulness could do it all. The point was that such playfulness was part of 
a balanced diet of intellectual virtues, each of which had its strengths 
and its constraints. Specifically, intellectual playfulness is supposed to be 
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something of a hedge and an insurance policy against a specific kind of 
epistemic trap. Other virtues are needed to balance out its weaknesses. 
It will not be conducive to epistemic virtue on its own; it’s part of a 
package deal.

Another way to put it: each mode of intellectual pursuit arises from 
a motivation. It seems plausible to think that each motivation comes 
with certain constraints. Normal intellectual life is vulnerable to epis-
temic traps that modify plausibility. Intellectual playfulness is limited 
in its preference for what is delightful and fun. Another motivation for 
exploring perspectives might be empathy, which leads us to take on the 
perspective of people, not because it was fun or plausible, but because we 
cared about a particular person. But this comes with another constraint: 
it is constrained by the kinds of people we care about, and typically en-
counter (Bailey 2020).

The larger view that this suggests might be, to some, startling: there 
is no singular motivational state which it is always good to occupy. 
The epistemically virtuous might need is to be able to shift between 
motivations, or to act in concert with people with other motivations. 
Normal intellectual interest in epistemic goods, intellectual playfulness, 
 empathy—each has its strengths, and its gaps. None is complete on its 
own; each requires assistance from other modes, to help move us to-
wards covering possible gaps.

Note
 1 For a further discussion, see (Nguyen 2019, 2020.)
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In their 2016 analysis of “Collective Virtue,” Ryan Byerly and Meghan 
Byerly argue that some virtues are distinctively collective and suggest that 
solidarity is such a virtue. As they see it, a distinctively collective virtue is a 
virtue of a collective (or group) for which there is no individual analog; that 
is, there is no corresponding virtue V of individuals, from which the collec-
tive version of V could be derived. In proposing the virtue of solidarity as a 
paradigm case, Byerly and Byerly recognize that: “an account of collective 
solidarity cannot be derived from an account of individual solidarity…
since there simply is no such thing as individual solidarity” (2016, 49). 
They rightly point out that: “an individual has no members that can em-
pathize with and unite themselves to each other” (2016, 49). Sally Scholz 
likewise confirms, in Political Solidarity, that: “one cannot be in solidar-
ity with oneself” (2008, 19). Here, I use Byerly and Byerly’s suggestion as 
a springboard for exploring the virtue of solidarity, and thereby hope to 
contribute to the broader project of examining a virtue that is distinctively 
collective. This chapter is exploratory in spirit. It brings virtue theory to 
bear on some key accounts of political solidarity, flagging several points of 
controversy along the way. My hope is that shining a spotlight on the vir-
tue of solidarity will contribute to discussions at the intersection of social 
epistemology, virtue and vice epistemology, and political philosophy.

Any analysis of solidarity will need to account for a simple datum: 
groups of “bad actors” can have solidarity. Nazis can have solidarity, 
as can Mexican drug cartels, Russian troll factories, and American 
tobacco- industry executives. What this shows is that solidarity won’t 
always be a virtue. It won’t be a virtue in groups whose aims are bad—
morally bad in the case of Nazis and drug cartels, epistemically bad in 
the case of troll factories and tobacco-industry executives (whose aim is 
to sow doubt). But, even when a group’s aims are good ones, solidarity 
won’t always be a virtue. Too much solidarity can be a bad thing for a 
group. For group members, it can result in uncritical deference, mindless 
outsourcing, and thoughtless conformity. For marginalized subgroups, 
it can result in self-silencing and self-censorship. All of which can cul-
minate in the epistemic stagnation of the group as a whole. In short, too 
much solidarity can result in epistemic vices.

10 Solidarity
Virtue or Vice?

Heather Battaly
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Drawing on Tommie Shelby’s account of political solidarity in We 
Who Are Dark (2005), Section 1 proposes a working analysis of the trait 
of solidarity. It argues that a group’s solidarity consists in a quintet of 
its member’s dispositions. Roughly, a group has solidarity to the extent 
that its members are disposed to (1) share values, aims, or goals; (2) 
care about those values, aims, or goals; (3) act in accordance with those 
values, aims, or goals; (4) trust the testimony of other group members 
with respect to those values, aims, and goals; and (5) feel a sense of 
belonging to the group. In this manner, group solidarity is a “degree 
concept” and a “threshold concept.” To have solidarity, enough of a 
group’s members must meet the basic threshold of having the aforemen-
tioned dispositions. But, once this basic threshold is met, it can be ex-
ceeded to different degrees, depending on the relative strength of those 
dispositions.1 This analysis of the trait of solidarity does not presuppose 
that the trait is always a virtue. On the contrary, Section 2 suggests that 
excesses of the trait of solidarity can result in (or constitute) vices, as can 
deficiencies of the trait. It proposes several such excesses, with a focus 
on those that are epistemic, including uncritical deference, the mindless 
outsourcing of one’s beliefs to the group, the self-silencing of subgroups, 
and the resulting epistemic stagnation of the group as a whole. It further 
argues that for the trait of solidarity to be a virtue, the group must exer-
cise good judgment, which reins in these excesses, in addition to having 
good aims and motives. In short, it uses the framework of virtue theory 
to explain when and why solidarity is good and what makes it so. The 
conclusion returns to the topic of whether solidarity is a distinctively 
collective virtue.

1 What Is the Trait of Solidarity?

Let’s begin with Shelby’s influential analysis of solidarity. Shelby pro-
poses a set of five conditions that are necessary and jointly sufficient for, 
what he calls, “robust” solidarity—a form of solidarity that is “strong 
enough to move people to collective action” (Shelby 2002, 237). On his 
view, a group has the trait of robust solidarity to the extent that its mem-
bers: (i) identify with one another or the group; (ii) are motivated by a 
special concern for one another or the group; (iii) share values or goals; 
(iv) are loyal to one another and the group; and (v) trust one another and 
the group (Shelby 2005, 68–70). Shelby famously uses this analysis of 
the trait of solidarity to develop a more specific notion of black political 
solidarity, the aim of which—eliminating anti-black racism—is good. 
But, he does not restrict robust solidarity to groups with good aims; he 
points out that, for example, political parties, militias, and crime syndi-
cates can have such solidarity, even if their aims are bad. The key point, 
for present purposes, is that Shelby is analyzing the trait of solidarity 
without presupposing that this trait is good or virtuous.
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Let’s unpack his analysis. Shelby’s first necessary condition is the iden-
tification of a group’s members with one another or the group. On his 
view, such identification involves a feeling of belonging to the group, 
whereby group members “think…in terms of ‘we’ rather than ‘I’” (2002, 
238). It also often involves an empathic understanding of other group 
members such that one member feels pride when another does well and 
embarrassment when another does poorly, “almost as if one had done 
the deed oneself” (2005, 68). Shelby describes the second condition, spe-
cial concern, as a motivation to help, assist, and comfort other group 
members (2005, 68). This concern is “special” in the sense that it is 
“partial” to group members (and distinct from an impartial moral duty 
to help others). He illustrates the notion as follows:

The members of a sport team that has solidarity will show special 
concern toward one another, so that when a member is injured or 
is not doing well otherwise, other members will offer comfort and 
support, even when this has no direct bearing on the team’s collec-
tive goals.

(2005, 70)

His third condition requires members to share some values or goals and 
know or confidently believe that fellow members are likewise committed 
to those values or goals (2005, 69). Importantly, it allows these values 
and goals to be vague. To illustrate, Shelby argues that members of black 
political solidarity groups share a basic goal of eliminating anti-black 
racism that allows for disagreement over interpretations of that shared 
goal and over which actions, policies, and priorities will contribute to it 
(2005, 125, 247). Fourth, he argues that solidarity requires group mem-
bers to be loyal to the group’s goals and to other members, where this 
involves acting (and even exerting “extra effort”) to help group members 
and to advance the group’s goals (2005, 69). He notes that loyalty also 
involves sacrificing one’s own interests and goals when they compete 
with those of the group. Finally, group members must trust one another 
and the group, especially since loyalty to the group sometimes requires 
members to make individual sacrifices to advance the group’s interests. 
For Shelby, trust involves believing that other group members won’t let 
one down or betray the values of the group.

While Shelby’s analysis of solidarity offers five key insights, which 
will motivate the analysis I propose below, it also risks being too de-
manding. One worry is that special concern may be too demanding to 
be required for solidarity and may instead be necessary for a different 
concept, perhaps something in the neighborhood of caring, friendship, 
or community. To explain, special concern will be too demanding if it 
requires group members to care about the interests and goals of other 
members even when their interests and goals are unconnected to those of 
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the group.2 Case in point, the American Association of University Pro-
fessors can have solidarity in resisting a furlough even when its members 
don’t care about one another’s personal athletic goals. Indeed, a group’s 
members need not even like one another very much to have solidarity.3 
Tobacco-industry executives didn’t need to like one another in order to 
have solidarity in lying about the risks of smoking. Nor need a group’s 
members care about one another’s general well-being to have solidarity.4 
A drug cartel can have solidarity in making money and gaining power 
even if its members don’t care about one another’s well-being, or any-
one else’s. Analogous worries arise for the loyalty and trust conditions 
above. Solidarity doesn’t require helping other members achieve goals, 
or trusting them to be faithful to goals, when those goals are uncon-
nected to the goals of the group.5 In sum, this worry is about the scope 
of the motivations, actions, and trust needed for solidarity.

Further, empathy’s role in solidarity may be exaggerated in the anal-
yses of both Shelby and Byerly and Byerly. If empathy requires effortful 
perspective taking, and/or sharing and understanding other’s emotions, 
it will be quite demanding and difficult to achieve.6 In which case, it isn’t 
likely to play the role that Shelby has in mind; that is, it isn’t likely to be 
a default route to identifying with a group, or feeling “the familiar sense 
of ‘we-ness’ that is…characteristic of solidarity groups” (Shelby 2005, 
68). To illustrate, one can identify with a political party, feel a sense of 
belonging to it, and think of its victories as one’s own (e.g., “We won the 
congressional seat back!”), even if empathy with other members of the 
party is neither present nor in the offing. Perhaps, we can expect empa-
thy, when present, to increase one’s sense of belonging, but the point is 
that we can’t assume empathy to be present.

The worries above point us toward a less demanding analysis of soli-
darity that still preserves five of Shelby’s insights. The first insight is that 
solidarity requires group members to:

(1)  share some values, interests, aims, or goals.

As Shelby is at pains to emphasize, group members need not share all of 
their values or goals. What they must share is some basic value, interest, 
or goal in broad outline. If they fall short of sharing even that much, 
then they won’t meet the minimum threshold for solidarity. Accordingly, 
to satisfy this condition, members of Black Lives Matter need only share 
the basic goal of “working for a world where Black lives are no longer 
systematically targeted for demise.”7 They need not share views about 
how best to interpret or achieve that goal, or priorities with respect to 
subgoals. In this manner, Black Lives Matter (BLM) can meet the min-
imum threshold for solidarity even when different group members—for 
example, political liberals, feminist progressives, Marxists, religious 
conservatives—prioritize different subgoals. Still, solidarity is also a 
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degree concept. This means that even if a group can meet the minimum 
threshold for solidarity by sharing a very basic goal, groups whose mem-
bers also share many of their subgoals will have more solidarity than 
groups whose members share fewer subgoals or only very basic goals 
(other things being equal).8

Let’s now home in on what it means for group members to share some 
basic values or goals. Here, I employ a thin sense of sharing, whereby 
two or more individuals count as sharing values or goals whenever they 
in fact have the same evaluative beliefs and commitments— whenever 
their evaluative beliefs and commitments are in de facto agreement. 
Accordingly, all individuals who believe that it is good to reduce car-
bon emissions thereby share a basic value, and all individuals who are 
evaluatively committed to reducing carbon emissions thereby share a 
basic goal. Nothing more is required for sharing a basic value or goal.9 
In particular, these individuals need not be motivated to reduce carbon 
emissions to value their reduction, nor need they care very much about 
reducing them to have the goal of reducing them—their other values and 
goals (which prioritize convenience) may often or always defeat their 
goal to reduce them. Nor need they often or ever act so as to reduce 
carbon emissions; they can have and share values and goals that they 
consistently betray.

This brings us to the second insight: solidarity requires some sort of 
consistent motivation or care on the part of group members. Perhaps 
the following is an obvious point: it won’t be enough to merely share 
values and goals in the thin sense described above, if group members 
aren’t consistently motivated to pursue them or don’t care much about 
them. To put this differently, if individuals can share values and goals 
without caring, or caring much, about them, and without acting in pur-
suit of them, then it is hardly surprising that sharing values and goals 
is insufficient for solidarity. Granted, on the view proposed here, fail-
ing to share any values or goals will be one way of falling short of the 
trait of solidarity. But, importantly, it won’t be the only way—group 
members can also fall short by consistently betraying shared values and 
goals. To avoid such betrayals, they will at least need to consistently care 
about and be motivated to pursue shared values. Note that ephemeral, 
“one-off” motivations to pursue their shared values won’t be enough: 
at a minimum, they will need consistent motivations to pursue shared 
values— motivational dispositions.10 Accordingly, I propose that solidar-
ity at least requires them to:

(2) be disposed to care about acting in accordance with their shared 
values, interests, aims, or goals.

Condition (2) explicitly supplies a disposition to care about and be 
motivated to act in accordance with values, goals, and the like, while 
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simultaneously restricting the scope of that disposition to values (etc.) 
which are shared. It thus obviates any need to appeal to special con-
cern as the source of motivation and likewise avoids blurring the line 
between solidarity, caring, and friendship. Importantly, theorists who 
employ thicker interpretations of values themselves, or of sharing val-
ues, including theorists who think such sharing involves “joint commit-
ment,” may assume that (1) entails (2). Theorists may likewise assume 
that having a goal entails having some motivation to pursue it—how-
ever weak and defeasible that motivation may be—in which case, (1) 
would entail (2) as far as goals are concerned. I have assumed this 
much about goals, but not about values; I think this marks a difference 
between goals and values. We’ll return to goals below. Let’s now an-
ticipate two broader questions. First, contra (1), won’t there be cases 
of solidarity without any shared values, goals(etc.)? Lawrence Blum 
(2007) raises this objection, arguing that solidarity does not conceptu-
ally require sharing a basic value, interest, or goal. On his view, sharing 
values (etc.) can be a causal basis for solidarity, but so can sharing one’s 
“thin” identity (e.g., being black), or sharing one’s experiences (e.g., 
of anti-black racism), in the absence of any shared values, interests, or 
goals (2007, 63).11 In short, he argues that sharing one’s “thin” iden-
tity and/or experiences with others can ground a sense of belonging, 
mutual concern, and mutual support—features which he takes to be 
key for solidarity. Let’s assume for the moment that sharing a “thin” 
identity, or sharing experiences, can causally lead to a sense of belong-
ing and mutual concern and support. The problem is that like Shelby’s 
special concern condition, the features Blum mentions—especially, mu-
tual concern and support—seem to target friendship or community, 
which aren’t required for solidarity.12 So, even if shared identity or 
experiences can be a causal basis for mutual concern and support, that 
doesn’t give us reason to think that shared identity or  experiences—in 
the absence of shared values—can be a causal basis for solidarity. As 
argued above, we can avoid targeting friendship and community by 
restricting the scope of the motivational component in (2) to values, 
interests, or goals that are shared. Further, we can even acknowledge 
that shared identity and/or experiences sometimes causally lead to sol-
idarity rather than to friendship or community. But, importantly, these 
will be cases in which the shared identity or experience has causally 
led to solidarity because it has led to some shared values, interests, or 
goals. These values (etc.) need only be basic ones, as when a shared 
experience of racism generates a shared evaluative belief that racism is 
bad, or when the shared identity of being a woman generates a shared 
evaluative commitment to “girl power.” Relatedly, we can acknowledge 
that having a shared fate sometimes leads to solidarity, but these will 
also be cases in which the shared fate leads to shared values, interests, 
or goals.
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Second, the above argued that for group members to share values 
and goals in the thin sense, they must at least have the same evaluative 
beliefs and commitments. Does solidarity also require them to know 
that fellow members have the same values, interests, or goals, and be 
“jointly committed” to those values, interests, or goals?13 Shelby (2005) 
argues that it does, Scholz (2008) argues that it doesn’t, and Adam Cu-
reton (2012) takes the middle road. Shelby’s answer allows for solidarity 
among smaller groups in which members know one another and make 
decisions together, for example, local chapters of labor unions. But, it 
risks preventing larger groups, whose members are spread out (across 
the globe or across time), from having solidarity. It arguably precludes 
global NGO’s from having solidarity, since their members won’t usually 
know one another’s level of commitment. In contrast, Scholz’s answer 
allows for solidarity among larger groups, but at the potential cost of 
counting any random collection of individuals, who de facto have the 
same goals (and de facto meet her other conditions), as members of a 
solidarity group (Scholz 2008, 56, 115–116, 121–122). It risks going too 
far in the other direction. Cureton tries to avoid both of these risks. On 
his view, members of a solidarity group need not know one another, nor 
need they know the details of one another’s commitment levels or the 
specifics of the projects they have in common. But, they must know that 
“they are working with others and know in broad outline the nature of 
the cooperative activities in which they are taking part” (2012, 699). 
I am hopeful about the prospects for Cureton’s middle road, as it has 
the potential to extend solidarity to larger groups, without extending 
it to random collections of individuals.14 Nevertheless, I flag this as an 
issue that warrants further exploration and defense, since a confident 
answer would need to engage with Margaret Gilbert’s (2014) work on 
joint commitment and collective goals.

Note that whatever answer we end up giving, (1) and (2) will still be 
insufficient for solidarity because they still allow for consistent betrayal. 
For a group to avoid consistent betrayal and have solidarity, its members 
will need more than shared goals and dispositions to care about them; 
they will also need dispositions to act in accordance with those goals.15 
Perhaps, this point is also obvious. But, to explain: group members can 
share goals and share motivational dispositions to act in accordance 
with them, while still failing to be disposed to act in accordance with 
them because they have even stronger motivational dispositions to do 
something else, such as, what is easy or expedient.16 As alluded to above, 
many of us have motivational dispositions to reduce carbon emissions, 
but also have even stronger (and defeating) motivational dispositions 
to do what is easy. Similarly, group members may fail to be disposed 
to act in accordance with shared goals whenever there are burdens of 
doing so and effort is required, for example, whenever it comes time 
to do something more than merely click a link.17 In other words, they 
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may be disposed to betray those shared goals whenever it isn’t easy or 
convenient to act in accordance with them. And, insofar as they are 
disposed to betray those shared goals at the first sign of inconvenience, 
their group will fail to meet the minimum threshold for solidarity. Their 
group may meet the threshold for something like “fair-weather” sup-
port, or “warm-glow” giving, but it will fall short of solidarity, which 
requires having a motivational disposition that is strong enough to gen-
erate a disposition to act in accordance with shared goals, even when 
doing so involves some sacrifice. To use Shelby’s terminology, the trait of 
solidarity is “robust” (Shelby 2002, 237).

This leads us to Shelby’s third insight: solidarity requires loyally acting 
in accordance with shared goals. As I’ll put it, solidarity requires group 
members to be disposed to act in accordance with shared goals, even 
when doing so involves some effort or inconvenience. Scholz clarifies 
this point, arguing that the disposition to act in accordance with shared 
goals isn’t “one size fits all.” It can be manifested in different actions, in 
different group members, that draw on “each person’s talents and abili-
ties” (2007, 85). To illustrate, if the shared goal is eliminating anti-black 
racism, we can expect a wide range of actions to manifest this disposi-
tion, including donating funds, protesting, consciousness-raising, action 
planning, policy research and writing, and (for some) daily efforts to sur-
vive anti-black racism. Still, whichever actions group members perform 
in manifesting this disposition, the key point is that meeting the mini-
mum threshold for solidarity will require them to be disposed to make 
some sacrifices of time and effort. Since solidarity is a degree concept, 
groups whose members are disposed to make many sacrifices, including 
putting off their own goals, will have more solidarity than groups whose 
members are disposed to make minimal or fewer sacrifices.

What exactly does it take to act in accordance with a shared goal? 
Must group members have detailed knowledge about the action plans of 
the group (or participate in decision-making about those plans as mem-
bers of a local chapter of a labor union might), and perform the actions 
the plan has assigned them? If not, must they know about the actions 
of fellow members in broad outline and coordinate their own actions 
with these? Or, will it suffice to perform actions that de facto contribute 
to the goal, without any knowledge of what other members are doing? 
As above, the first answer risks precluding larger groups from having 
solidarity, whereas the third answer threatens to cast the net too widely. 
Indeed, there is good reason to reject the third answer. As Avery Kolers 
(2016, 52–53) has convincingly argued, a group might have condemned 
some of the actions that de facto contribute to the goal, in which case 
members who perform such actions would not be acting in solidarity 
with the group. To illustrate, if I correctly believe that I can reduce car-
bon emissions by recycling aluminum, but the environmental group to 
which I belong has recently rejected the practice of recycling (citing new 
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evidence that it doesn’t succeed in reducing net emissions), then in recy-
cling aluminum I do (we are assuming) reduce carbon emissions, but I 
don’t act in solidarity with the group. To act in solidarity with the group, 
I must at least perform actions that they don’t reject. That is a minimum 
requirement for coordinating my actions with theirs. Here, as above, I 
am hopeful about the advantages of the middle road, but flag this as an 
answer that also requires further defense. I likewise flag the related sub-
ject of joint and collective action.18 We will need to determine whether 
and how the actions of individual group members contribute to the joint 
or collective actions of the group. And, whether the dispositions of ac-
tion that we are here requiring of individual members will need to be 
dispositions to act jointly or work together with other members toward 
shared goals. For now, we can summarize the third insight as follows. 
Solidarity requires group members to:

(3) be disposed to act in accordance with shared values, interests, aims, 
or goals, even when doing so involves some sacrifice (of time, effort, 
or convenience).

Shelby’s fourth insight is that solidarity requires trusting other group 
members. On his view, solidarity requires trust because solidarity re-
quires loyalty, and loyalty requires trust: group members won’t be loyal 
to a shared goal, and won’t make the sacrifices loyalty entails, if they 
don’t trust fellow members to make sacrifices of their own. But, argu-
ably, loyalty doesn’t require trust—a family member can be loyal to the 
family’s shared goal of managing a jointly owned property even when 
she knows that the other members of her family will be too selfish to 
make any sacrifices.

Still, solidarity does require trust, even if loyalty doesn’t. Why? As 
long as we take the middle road suggested above, acting in accordance 
with shared goals will entail knowing in broad outline that one is work-
ing with others who have the same goals, knowing roughly what kinds 
of actions they are performing in pursuit of those goals, and coordinat-
ing one’s actions with theirs. But, first, we won’t gain such knowledge 
if we don’t trust the testimony of our fellow members when they report 
their goals and actions; knowing these things requires trusting their tes-
timony about their goals and their actions. Accordingly, solidarity re-
quires group members to:

(4a) be disposed to trust the testimony of other group members with 
respect to their goals and actions.

Second, we won’t be disposed to coordinate our actions with theirs, 
when their judgments about which actions to perform conflict with 
our own, if we never trust or defer to their judgments. Coordinating 
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our actions with theirs in cases of disagreement about which actions 
to perform requires a disposition to sometimes trust and defer to their 
judgments. Roughly, it requires a disposition: to sometimes change our 
minds about how to proceed and come to believe what they believe; or 
when that is not in the offing, to sometimes have more epistemic con-
fidence in their beliefs than our own; or when neither is in the offing, 
to sometimes believe that it is more important (all things considered) to 
follow their judgments about how to proceed than our own.19 As Kolers 
puts it, “solidarity is deferential” (2012, 367). To see why, consider cases 
in which a member (M) of the National Coalition against Domestic Vio-
lence disagrees with the group about which actions will be effective; for 
example, M believes that intimate partner abuse would be reduced if vic-
tims confronted their abusers, whereas the majority of the group rejects 
this on the grounds that it puts victims at greater risk. If M never trusts 
other group members and never defers to their judgments, then M’s ac-
tions won’t (consistently) be coordinated with the group’s in these cases, 
and will even (consistently) undermine the group’s actions. In short, to 
be disposed to coordinate our actions with the group’s, when our judg-
ments are initially in conflict with the group’s, we must be disposed to at 
least sometimes trust, and defer to, the group’s judgment. Of course, we 
might be disposed to be even more trusting than that—we might even 
be so trusting that we abstain from making any of our own judgments 
about which actions will be effective and rely entirely on the judgments 
of the group. But, while higher degrees of trust secure higher degrees 
of solidarity, they aren’t required for the disposition to coordinate our 
actions with the group’s, since enough of the group’s members—includ-
ing those of the majority opinion—will also need to (be disposed to) 
sometimes trust and defer to members who disagree. Rather, all that is 
required for the disposition to coordinate our actions with the group’s 
(in cases of disagreement about which actions to perform), is the disposi-
tion to at least sometimes trust and defer to other members of the group. 
In other words, meeting the minimum threshold for solidarity requires 
group members to:

(4b) be disposed to sometimes trust and defer to other members’ judg-
ments about which actions to perform, even when they (at least ini-
tially) conflict with the group member’s own judgment.

As we will see in the next section, groups that manifest degrees of trust 
and deference that exceed this threshold (e.g., mindless trust and uncrit-
ical deference) will have more solidarity than groups whose dispositions 
of trust and deference merely meet it.20

Finally, Shelby’s fifth insight is that solidarity requires a feeling of 
belonging to the group and a tendency to see oneself as part of the group 
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(e.g., “We won the congressional seat back!”). While I reject Shelby’s 
suggestion that this feeling of “we-ness” is connected to empathy, I pro-
pose that this feeling is still required for solidarity. If so, groups whose 
members tend to lack this feeling of belonging (perhaps because they 
instead feel alienated from the group) will fall short of the minimum 
threshold for solidarity.21 Accordingly, solidarity will require group 
members to:

(5) be disposed to feel a sense of belonging to the group.

While this requirement is the most tenuous of the five, retaining it may 
have an advantage: it may help us distinguish allyship from solidarity.22 
Allies, arguably, satisfy conditions (1)–(4), even though they don’t feel 
a sense of belonging to the group. Accordingly, the proposal is that any 
individual (or group) who satisfies (1)–(4) but not (5) with respect to a 
target group G, whether or not they are members of G, would be an ally 
of G but wouldn’t be in solidarity with G. To illustrate, as an ally of the 
National Union of Mineworkers (NUM) in Britain, LGSM (Lesbians 
and Gays Support the Miners) protested and raised funds in support of 
NUM’s 1984 mining strike. Arguably, the members of LGSM satisfied 
conditions (1)–(4) above, but didn’t feel a sense of belonging to NUM.23 
On my view, this makes them allies of NUM, though they fall short of 
being in solidarity with NUM. Now, that may sound odd—we might 
think LGSM was in solidarity with NUM. But, in reply, conditions (1)–
(4) go a long way in addressing those concerns. Crucially, we will still 
assert that LGSM (and its members) acted in solidarity with NUM, in 
the sense that LGSM (and its members) performed the same actions that 
a group in solidarity with NUM would perform. That comes with satis-
fying condition (3) above and is not a problem for the account.24 LGSM 
likewise shared some aims with NUM, was motivated to pursue them, 
and trusted NUM with respect to those aims, as captured by conditions 
(1), (2), and (4). In addition, we can point out that even if members of 
LGSM did not feel a sense of belonging to NUM, they may well have felt 
a sense of belonging to the larger group composed of LGSM and NUM 
which developed over time, and that larger group of LGSM and NUM 
might itself have had solidarity. If those replies succeed, they deflate the 
force of the objection.

Let’s summarize the proposed analysis of solidarity as follows. A 
group has the trait of solidarity to the extent that its members are dis-
posed to (1) share values, aims, or goals (in the thin sense described 
above); (2) care about those values, aims, or goals; (3) act in accordance 
with those values, aims, or goals; (4) trust the testimony of other group 
members with respect to those values, aims, and goals; and (5) feel a 
sense of belonging to the group.25 While many of the above examples 
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have involved values and goals that are in some way political, that is not 
necessary. Sports teams can have the trait of solidarity (Shelby 2005, 
70), as can (e.g.) families, ER departments, writing rooms for televi-
sion shows, hiring committees, and research teams. My hope is that the 
above offers a working analysis of the trait of general solidarity. Political 
solidarity is one kind of general solidarity, which pertains to when the 
shared values and goals are political. Intellectual solidarity is another 
kind of general solidarity, which pertains when the shared values and 
goals are intellectual, as they are with research teams.

2 Is the trait of solidarity a virtue or a vice?

The above analysis of the trait of solidarity does not assume that sol-
idarity is always a virtue. Nor should it, since there are clear cases in 
which it isn’t: recall that white supremacists and tobacco executives can 
have solidarity. There are additional advantages to separating our anal-
ysis of solidarity as a trait, from our investigation into its status as a 
virtue or a vice. Doing so can help us home in on what makes the trait 
of solidarity a virtue when it is one. This general approach to traits and 
virtues is an example of what Ian James Kidd calls “normative contex-
tualism”: it initially conceives of traits as normatively neutral, and then 
investigates what turns those neutral traits into virtues or vices (Kidd 
2020, 81).

This section proposes conditions on virtue that are Aristotelian in 
spirit. For the trait of solidarity to be a virtue: the group’s shared aims 
(goals, etc.) must be good; enough group members must have good ul-
terior motives in pursuing those shared aims (etc.); and enough group 
members must exercise good judgment in their pursuit of these aims 
(etc.), including good judgment in making sacrifices, and in trusting 
fellow group members. The key point below is that good aims (etc.) 
and good motives (on the part of a group’s members) won’t be enough 
to make the group’s trait of solidarity a virtue; group members will 
also need good judgment. Without good judgment, their dispositions 
(of action, trust, and so forth) can be excessive and result in vices—for 
instance, they can be disposed to make too many sacrifices, and be 
too trusting and deferential. Good judgment is needed to rein in these 
excesses.26

For starters, let’s address the shared aims, goals, and values in con-
dition (1). We can note that the trait of solidarity will not be a virtue 
in groups whose shared aims are bad and whose values (evaluative be-
liefs) are erroneous. Solidarity will not be a virtue in a group of white 
supremacists—who aim to subordinate persons of color and falsely be-
lieve that whites are morally superior. Nor will it be a virtue in a troll 
factory—that aims to sow falsehoods and blithely dismisses the value 
of truth. Why won’t it be a virtue in these groups? Let’s briefly canvass 
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two Aristotelian answers. First, virtues require knowledge, rather than 
false evaluative beliefs (NE.1105a31). On Aristotle’s view, virtuous peo-
ple and vicious people all aim at what they believe is good, but virtu-
ous people have knowledge of the good whereas vicious people do not 
(NE.1151a6–7). Second, virtues are valuable, and part of what makes 
them valuable are the valuable ends at which they aim. As Robert Adams 
puts the point, virtues are ways of “being for the good” (2006, Ch. 2). 
Thus, if a trait aims at ends that are not good, it won’t be a virtue.27 The 
main upshot is this: for the trait of solidarity to be a virtue, the shared 
aims must be good and the shared evaluative beliefs (values) must (at 
least) be true or constitute knowledge.

But, this won’t be enough—the trait of solidarity won’t be a virtue 
in groups whose aims are good, but whose members have bad ulterior 
motives. Consider a group that has the shared aim of reducing carbon 
emissions, and whose members satisfy conditions (1)–(5) above but are 
motivated to satisfy those conditions because they have invested heavily 
in renewable energy and stand to make billions. This group has a good 
aim (reducing emissions). Its members are also disposed to act in accor-
dance with that aim and trust the testimony of fellow members with re-
spect to that aim. Their proximate motive in condition (2) is a good one 
(insofar as it is good to “be for” aims that are good). But, their ulterior 
motive is bad—they are motivated by greed, and not by moral goods 
such as well-being or epistemic goods such as truth—which disqualifies 
their solidarity from being a virtue. On standard Aristotelian analyses, 
virtues require acting (etc.) for the right reasons and with the right mo-
tives. This group fails to meet that condition. As Nicolas Bommarito 
insightfully observes: “someone’s attendance at a protest doesn’t reflect 
well on their political engagement if they attend only because of their 
romantic interest in the protest organizer” (2016, 449).

Importantly, good aims and good motives still won’t be enough—the 
trait of solidarity won’t be a virtue in groups whose aims and motives 
are good, but whose judgment is poor. To explain, group members can 
have good aims and good motives, and have the dispositions in condi-
tions (1)–(5) above, but if their judgment is poor, they can have those 
dispositions to excess. In other words, group members who lack good 
judgment can go overboard. They can be disposed to trust the testimony 
of their fellow members with respect to the good aims they share, but be 
too trusting. They can likewise be disposed to make sacrifices in acting 
to achieve those aims, but make too many sacrifices. To use Aristotelian 
language, they can be trusting and make sacrifices in some of the wrong 
circumstances, the wrong ways, and with respect to the wrong members. 
In short, they can lack phronesis. When they do, the trait of solidarity 
won’t be a virtue in their group.28

Let’s begin to sketch a picture of what some of these excesses might 
look like, beginning with excesses of trust. Recall that condition (4b) 
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requires group members to be disposed to sometimes trust and defer to 
fellow members’ judgments about which actions to perform, even when 
they conflict with their own. (4b) applies to judgments about which 
actions will be effective in attaining the shared goal, how differently 
situated members can best help, how to interpret the shared goal, and 
which subgoals to prioritize. Accordingly, we can assume that group 
members will be too trusting when their trust goes overboard. When 
they are so trusting that they trust, and defer to, the judgments of fellow 
members over their own, even in circumstances in which they shouldn’t 
trust (or defer to) the judgments of fellow members; and, when they 
outsource their judgments to fellow members, and thus don’t make any 
judgments of their own, even in circumstances in which they shouldn’t 
outsource.

Of course, the tough question is: when should, and shouldn’t, group 
members defer? While a confident answer to that question would require 
significant exploration, we can at least begin with the proposal that a 
group member should (only) defer to fellow members who have more 
knowledge and expertise than she does with respect to the actions and 
subgoals in question. To illustrate, it is presumably appropriate for a 
group member who aims to fight climate change to outsource the major-
ity of her judgments to a knowledgeable subgroup of scholarly experts. 
But, crucially, not all of the knowledge relevant to a group’s shared ac-
tions and sub-goals will come from scholarly experts. We can expect 
some of that knowledge to come from experience. As Kolers (2016, 90) 
points out:

In many cases where solidarity is invoked, those who invoke it are 
plainly in a better position than their audience to know details of 
the situation: it is workers in a particular factory who know the 
working conditions in that factory; it is victims of spousal abuse 
who know what sorts of measures tend to exacerbate the problem 
and which ones make it worse; it is people who have been to prison 
who are familiar with conditions there…

We can add that populations that are experiencing acute effects of cli-
mate change are in a better position to know the details of the effects 
of climate change on their environments, and persons of color are in 
a better position to know the details of the manifestations of racism 
in their lives.29 Recall Laurence Thomas’ prescient suggestion that de-
ferring to the concerns and experiences of oppressed persons is appro-
priate in collective efforts to resist oppression. As Thomas (1993), and 
more recently Cherry (2017) have emphasized, group members who 
share the goal of resisting oppression can have different experiences of 
oppression, which makes it appropriate to “listen and give credence to 
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the testimony of others whose experiences are different from our own” 
(Cherry 2017).

With the above in mind, we can offer two (very) defeasible suggestions 
about being too trusting. First, it is inappropriate for a group member to 
defer to fellow members who have less knowledge and expertise than she 
does about the actions (etc.) in question. Second, in cases where group 
members are too trusting, they are disposed to defer, and/or outsource, 
to fellow group members, whether or not they have more knowledge and 
expertise about the actions (etc.) in question. In other words, they are 
too trusting when they uncritically defer or mindlessly outsource.

Obviously, this is merely a sketch and further exploration is required. 
For starters, we will need to address whether it is sometimes appropri-
ate, all things considered, to act as a group member advises even though 
we know that the group member’s judgment is false, or that she is un-
reliable, or that her argument is misleading (Fantl 2018, 140). After all, 
moral values may sometimes trump epistemic values.30 We will also 
need to explore exactly what makes uncritical deference and mindless 
outsourcing epistemic vices, and whether uncritical deference and mind-
less outsourcing are always epistemic vices. That will require a consult 
from vice epistemology.31

Let’s briefly turn to making too many sacrifices, where my sketch will 
be even more exploratory. Recall that condition (3) requires group mem-
bers to be disposed to act in accordance with shared aims, even when do-
ing so involves making some sacrifices. Which sacrifices are appropriate 
(with respect to which aims), and which are excessive? Here, it will be 
especially important to consider the sacrifices of members of subgroups, 
themselves marginalized within the group as a whole. For instance, it 
will be important to consider the sacrifices black women have made for 
the black liberation movement (Cherry 2020, 7). In Cherry’s poignant 
words: “Women showed up for the movement, but people rarely showed 
up for them” (2020, 7). As Cherry explains, black women have histori-
cally been targets of silencing within the movement—they have, to some 
extent, supported a movement that has tried to silence them.32 Have 
their sacrifices as a marginalized subgroup been appropriate, or exces-
sive, with respect to condition (3)?

I hope it is obvious that this is a difficult question to answer! For 
starters, answering it would at least require consulting with political 
philosophers, political scientists, and political historians, who special-
ize in the black liberation movement, and with black women who are 
in the movement.33 It should also be obvious that it will be difficult to 
determine how to “hit the Aristotelian mean” with respect to making 
sacrifices as a member of a marginalized subgroup.

Where does this leave us? Can we suggest any clear cases of excessive 
sacrifice on the part of a marginalized subgroup? We can at least suggest 
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the following: the dispositions of self-silencing and self-censorship are 
likely candidates for excessive sacrifice. Roughly, suppose that a margin-
alized subgroup is disposed to self-censor and self-silence to the extent 
that its members are disposed to censor and silence their own views about 
which actions to perform (etc.), in interactions with the larger group, 
whenever their views conflict with those of the larger group. Thus, mem-
bers of the subgroup go along with the views of the larger group without 
raising their own dissenting views. Crucially, this will include censoring 
and silencing their own views, and going along with the views of the 
larger group, even when members of the subgroup have more knowledge 
and expertise than members of the larger group. Accordingly, we can 
(very) defeasibly suggest that a marginalized sub-group that is disposed 
to self-censor and self-silence in these ways is making too many sacri-
fices. (Of course, the subgroup need not be blameworthy for this.) Here, 
too, further exploration is required. At a minimum, we would need fur-
ther analysis of self-censorship and self-silencing, of whether they are 
always epistemic vices, and of what makes them epistemic vices when 
they are. We would also need to consider whether such self-censorship 
and self-silencing are sometimes appropriate all things considered, for 
example, in order to survive.

Finally, we can expect excessive trust and excessive sacrifice to pro-
duce additional epistemic vices in group members, as well as epistemic 
vices in the group as a whole. With respect to group members, we can ex-
pect mindless outsourcing to result in thoughtless conformity, whereby 
group members share all the subgoals and judgments of fellow members, 
whether or not those fellow members are knowledgeable. More impor-
tantly, we can expect the aforementioned excesses of group members to 
result in epistemic vices in the group as a whole. In this vein, Shelby warns 
of “group-think,” closed-mindedness, and dogmatism in the group as a 
whole, arguing that they lead to “defective collective decision-making” 
(2005, 233).34 We can add epistemic stagnation and wheel spinning to 
this list, when subgroup members with dissenting views self-silence, and 
other members of the larger group all uncritically defer to one another. 
Depending on the composition of the group as a whole and its leadership 
structure, the self-silencing of marginalized subgroups, when combined 
with the uncritical deference of other members to group leaders and the 
closed-mindedness of group leaders, can also lead the group as a whole 
to adopt progressively more extreme positions (i.e., to become polar-
ized). As Olúfẹ́mi Táíwò (2020) puts a similar point about elites within 
a group capturing the group’s values: “In the absence of the right kind 
of checks or constraints, [elites] will capture the group’s values, forcing 
people to coordinate on a narrower social project than the group would 
if power were distributed differently.”

While this section has focused on excesses of trust and action that 
can result in (or constitute) vices, we can also expect deficiencies of 
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trust and action to result in (or constitute) vices. Betrayal is one such 
deficiency (mentioned in Section 1), as is distrust of testimony about 
actions and subgoals, some cases of which are testimonially unjust.35 
To illustrate the latter point, white feminists have (at least sometimes) 
been deficient in trusting the testimony of black feminists and LGBT 
feminists (Cherry 2020, 6; Scholz 2008, 140). Likewise, white members 
of antiracist groups have (at least sometimes) been deficient in trusting 
the testimony of black members (e.g., “The best way for you to help 
as a white member is consciousness-raising”). More broadly, we can 
explore deficiencies, and excesses, of any of the dispositions in (1)–(5), 
and examine what makes them vices, and determine whether they are 
always vices.36

To sum up, for a group to have the trait of solidarity, enough of its 
members must have the dispositions captured in (1)–(5), which means 
they must not be deficient with respect to those dispositions. Moreover, 
for the trait of solidarity to be a virtue, the shared aims of the group 
must be good, enough of its members must have good ulterior motives, 
and enough of its members must exercise good judgment, which enables 
them to avoid excesses of dispositions (1)–(5).

3 Is Solidarity a Distinctively Collective Virtue?

This chapter has proposed an analysis of the trait of solidarity, argued 
that the trait is not always a virtue, and explored what would be required 
for the trait to be a virtue. It has been argued that a group will have the 
trait of solidarity to the extent that its members have dispositions to 
share aims, and make sacrifices, and trust fellow group members, in 
pursuit of these aims. It has likewise argued that the group’s trait of sol-
idarity will be a virtue to the extent that its members share aims that are 
good, have good ulterior motives in pursuing these aims, and exercise 
good judgment in pursuing these aims. In other words, it has analyzed 
a group’s traits and virtue of solidarity in terms of the traits and virtues 
of its individual members.

Let’s close with two sets of questions about method that are well worth 
exploring. First, does this mean that solidarity is not a distinctively col-
lective virtue after all? Recall that for Byerly and Byerly, a distinctively 
collective virtue is a virtue of a group for which there is no individual an-
alog: there is no corresponding virtue V of individuals, from which the 
collective version of V could be derived. While the analyses above satisfy 
this condition—they don’t derive a group’s solidarity from the solidarity 
of its individual members—one cannot help but suspect cheating. Those 
analyses are, after all, “summative” in spirit, if not in letter (Fricker 
2010). They still derive a group-level trait and virtue from the traits 
and virtues of its individual members. That is, they assume that when 
enough of a group’s members possess dispositions (1)–(5), the group 
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itself will possess the trait of solidarity, and (roughly) when enough of 
its members share good aims, have good ulterior motives, and exercise 
good judgment, the group itself will possess the virtue of solidarity. This 
means that if an individual member’s possessing (1)–(5) amounts to their 
possessing (say) the trait of integrity, then our analyses would be deriv-
ing group-level solidarity from the integrity of its individual members. 
What does this show? If this is cheating, then it shows that we need fur-
ther analysis of the connection between summativism and virtues that 
are distinctively collective. And, if it isn’t cheating, then it shows that we 
need an account of why we are inclined to think it is.

Second, should we expect distinctively collective virtues, at the group 
level, to be associated with vices that are also distinctively collective 
at the group level? Why or why not? Relatedly, does the above sketch 
suggest that there are some vices associated with solidarity—for exam-
ple, epistemic stagnation, closed-mindedness—that are not distinctively 
collective (in Byerly and Byerly’s sense)? If so, are there other associated 
vices of excess that are distinctively collective—for example, group-
think and group polarization (Broncano-Berrocal and Carter 2021)? 
Which, if any, vices associated with the virtue of solidarity will be dis-
tinctively collective?
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Notes
 1 On threshold concepts, see Swanton (2003, 63).
 2 Cherry (2020) takes Shelby’s notion of special concern to be restricted to 

caring about members’ interests only when they are connected to the shared 
interests of the group.

 3 See Blum (2007), which contrasts solidarity with community.
 4 Cherry (2020) develops a distinct notion of ‘solidarity care,’ in which group 

members care about one another’s well-being. She argues that solidarity 
care is not necessary for group solidarity: it is an important complement to, 
rather than a replacement of, group solidarity.

 5 Relatedly, see Scholz (2008, 46, 48, 81, 117), which contrasts political soli-
darity with social solidarity, camaraderie, and friendship.

 6 Coplan (2011) argues that empathy involves sharing affect while maintain-
ing self-other differentiation. For competing analyses of empathy, see Co-
plan and Goldie (2011).

 7 https://blacklivesmatter.com/about/
 8 We can expect the former group to have more solidarity than the latter on 

the assumption that both groups also satisfy the other necessary conditions 
for solidarity.
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 9 Scholz (2008) seems to endorse this view.
 10 The threshold can be exceeded to different degrees; i.e., among motivational 

dispositions that meet the threshold, some will have higher rates of consis-
tency than others.

 11 Shelby contrasts having a ‘thin’ black identity—e.g., fitting a particular phe-
notypic profile—with having a ‘thick’ black identity—e.g., participating in 
a culture that is distinctively black (2005, 209–212).

 12 Blum argues that unlike community, solidarity is a response to threat or 
adversity. But, arguably, adversity isn’t necessary for solidarity.

 13 On joint commitment, see Gilbert (2014, 51). Shelby’s analysis appeals to 
joint commitment (2005, 246), though he may not intend to invoke Gilbert’s 
notion. On joint commitment and epistemic virtues and vices at the group 
level, see de Ridder (2022), de Rooij and de Bruin (2022), Fricker (2010), 
Fricker (2020), Holroyd (2020).

 14 I argued above that if sharing values involves no more than de facto agree-
ment in evaluative beliefs, then condition (1) doesn’t entail condition (2). I 
suspect that is also true of sharing values on the middle road, whereas if we 
take the more rigorous road, then condition (1) may entail condition (2). 
Still, the overall point is that whichever road we take, solidarity will require 
conditions (1) and (2).

 15 Relatedly, see Zagzebski’s (1996, 132–134) distinction between motiva-
tional dispositions to act in a particular way and behavioral dispositions to 
act in that particular way.

 16 There are two ways in which one motivational disposition might be stronger 
than another: the disposition might be stronger by being more consistent, 
or the motivation itself might be stronger even though the dispositions are 
equally consistent.

 17 See Bommarito (2016, 450).
 18 On joint and collective action, see Bratman (2014); Gilbert (2014); List and 

Petit (2011).
 19 See Fantl (2018, 140 fn20).
 20 I have argued that if we take the middle road, solidarity requires conditions 

(4a) and (4b). It will also require these conditions if we take the more rigor-
ous road.

 21 They will fall short even if they satisfy conditions (1)–(4) above.
 22 Scholz (2008, 82) argues that this feeling of belonging is not necessary for 

political solidarity.
 23 Nor were the members of LGSM card-carrying members of NUM, though 

they were members of the larger group composed of LGSM and NUM.
 24 Many virtue theories distinguish between possessing a virtue, on the one 

hand, and performing the same actions that a virtuous person would perform, 
on the other. Here, I am applying this to traits (which need not be virtues).

 25 Compare Medina’s account of solidarity:

a community of subjects who are prepared to think and believe together 
as they act upon their beliefs through collaborations, and who are ready 
to be responsive and accountable to each other as they try to share their 
experiential vantage points and to coordinate their actions.

(2013, 274)

  Medina argues that the liberatory epistemic virtue of radical solidarity in-
volves a shared commitment to “acknowledge and respond to … heteroge-
nous perspectives” with the shared ulterior aims of correcting biases, and 
increasing learning, objectivity, and epistemic justice (2013, 277).
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 26 For an application of this specific approach to the trait and virtue of hu-
mility, see Whitcomb et al. (2020). This general Aristotelian approach is 
similar to Tessman (2005, Ch. 6) and MacIntyre (1984), which provide neo- 
Aristotelian analyses of two virtues similar to solidarity—loyalty and patri-
otism, respectively. 

 27 Cf. Adams’ distinction between motivational and structural virtues (2006, 
33–34).

 28 Though I will be focusing on condition (4), and to a lesser extent (3), pre-
sumably group members can exceed with respect to each of the dispositions 
in (1)–(5).

 29 See also McKinnon (2017, 170) on the first-person authority of members of 
disadvantaged groups with respect to discrimination.

 30 Additionally, the epistemic value of facilitating the virtue of (e.g.) epistemic 
autonomy may sometimes trump the epistemic value of knowledge.

 31 On vice epistemology, see, for example, Battaly (2014), Cassam (2019), Kidd 
et al. (2020).

 32 Some members of black liberation movements have claimed that prioritizing 
the sub-goals of black women would minimize or even worsen the oppres-
sion of black men.

 33 hooks (2014) is one place to start.
 34 But, he restricts these warnings to black political solidarities that require a 

shared conception of ‘thick’ black identity.
 35 See Fricker (2007).
 36 Cf. Clark (2014) on excesses and deficiencies of solidarity.
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Comments on Battaly

Heather Battaly’s chapter provides a detailed account of the collective 
trait of solidarity. It explains the conditions under which solidarity is a 
virtue; it highlights how intellectual virtues and vices may be related to 
maintaining or undermining solidarity; and it discusses the question of 
whether the example of solidarity provides a challenge to summativism 
about collective virtues. I’ll offer critical comments on two issues arising 
in the chapter.

The first comment concerns Battaly’s arguments for thinking that the 
trait of solidarity is not always a virtue. Battaly provides two kinds of 
examples that are supposed to show that solidarity is not always a vir-
tue. First, there are bad groups with bad motives that nonetheless have 
the trait of solidarity; for them, the trait is not a virtue because of their 
bad motives. Second, some groups take solidarity to the extreme, with 
some group members becoming excessively deferential or trusting to-
ward others; in these cases, we have excessive solidarity, which is a vice 
rather than a virtue.

While I think there is something to these arguments, I also think they 
could be resisted. First, in the case of bad groups with bad motives, we 
might still think that these groups can possess some virtues while being 
criticizable or vicious in other respects. We might think, for instance, 
that a gang of thieves is reprehensible for their disrespect of others’ prop-
erty or for their greed, but nonetheless admirable for the kind of togeth-
erness and teamwork exemplified in their solidarity with one another. 
We might think their solidarity in itself is good and even virtuous, while 
these other features are enough to explain what is problematic about the 
group (cf. Roberts 1984).

There are some further details that can be supplied to make this case 
more plausible. First, as briefly alluded to, we might admire the solidar-
ity of bad groups, despite their badness. If we do, then an exemplarist 
approach to virtue theory may provide some evidence that their solidar-
ity is virtuous (Zagzebski 2017). Second, we might think that in any case 
in which a group genuinely possesses solidarity the group members will 
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share some good values such as sharing life with each other, looking out 
for each other, and working together with one another. If the members 
of the group value these things only instrumentally in order to promote 
bads such as stealing or feeding their greed, we might think that the 
group doesn’t in fact possess solidarity, as the conditions of their coop-
eration and mutual concern are too flimsy. If this is indeed correct, then 
it is more plausible that if bad groups possess genuine solidarity, it will 
be a virtue for them and not a vice.

Regarding cases of “excessive” solidarity, what I want to suggest is 
that Battaly may be treating vices of excess differently than many virtue 
theorists would be inclined to. It is a commonplace of virtue theory that 
in at least many cases, virtues hit a mean between vices of excess and 
vices of deficiency. Courage is a mean between cowardice and brashness; 
generosity is a mean between stinginess and prodigality. Now, virtue 
theorists will often resist the idea that in these cases the vice of excess 
is an excessive form of the same trait that is the virtue. For instance, 
they may take pains to emphasize that brashness is not courage, and 
that prodigality is not generosity. Yet, Battaly seems to want to do the 
opposite with solidarity. She wants to claim that excessive solidarity is 
solidarity in excess, rather than not being solidarity.

The distinction here, however inconsequential it might appear at 
first glance, does seem to reflect two fundamentally different ways of 
thinking about the individuation of traits. For Battaly, traits are thin 
or hollow in a certain way. The same trait can be possessed out of very 
different motives, and accompanied more broadly by a quite different 
underlying psychology. Yet, according to another approach to trait indi-
viduation, what makes traits the traits they are is precisely their charac-
teristic psychology, including their characteristic motivations (cf. Baehr 
2011). While there is much more debate to be had about this topic, I’ll 
briefly note that the increasingly popular whole trait theory and other 
similar models of personality and character are supported by a growing 
body of empirical evidence that would seem to favor an approach to trait 
individuation that is opposed to Battaly’s in that it treats motivations 
and other characteristic psychological features as definitive of traits (see 
Fleeson and JayaWickreme 2015).

My second comment concerns Battaly’s discussion of whether the case 
of virtuous solidarity provides a counterexample to summativism about 
group character traits. Summativist accounts of group character traits 
are standardly defined as claiming that for a group to possess a character 
trait C is for a sufficient number of the group’s members to possess C 
(Lahroodi 2019). Summativism has been criticized mainly on the basis 
of cases in which there is divergence between group character and group 
member character because group members behave in markedly different 
ways in the group context than when acting on their own behalf as pri-
vate individuals. For instance, cases of this kind can occur where groups 
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possess a character trait because members act in accordance with that 
trait in the group context, while they wouldn’t do so outside of the group 
context.

In previous work (2016), Meghan Byerly and I had suggested an ad-
ditional way of challenging summativism. We suggested that there may 
be distinctively collective virtues—virtues that collectives can possess 
but individuals cannot. If there are, then these will be cases that falsify 
 summativism—cases where a group’s possession of a trait T does not 
consist in enough of its members possessing T. We suggested that sol-
idarity may be an example of a distinctively collective character trait, 
and we proposed that there is unique work to do in collective virtue the-
ory when it comes to such virtues because accounts of them cannot be 
straightforwardly transferred from the case of individual virtue analogs.

In my view, Battaly’s chapter beautifully illustrates this point. Battaly 
carefully, systematically builds an account of group solidarity, and does 
so not by transferring some account of individual solidarity to the group 
case, but by attending carefully to the group case. This is precisely the 
sort of work Meghan and I were envisioning.

But Battaly worries that claiming that cases like this pose a threat 
to summativism may be some kind of “cheating.” This is because her 
account of solidarity “derive[s] a group-level trait and virtue from the 
traits and virtues of its individual members.” I worry, however, that this 
description of the account is misleading. The account doesn’t derive a 
group-level virtue from virtues of individual members; instead, it derives 
an account of a group virtue from the characteristic patterns of behav-
ior of group members acting as group members in the group context. 
Indeed, the idea that solidarity is a matter of group members’ typical 
behaviors and attitudes in the group context with respect to other group 
members and pertaining to shared group goals is front and center in Bat-
taly’s account. Reference to the group is ineliminable from her analysis. 
This is already sufficient to make the case a clear counterexample to 
summativism. The account may seem to be in the “spirit” of summativ-
ism in the sense that the ultimate explanation of the group’s solidarity 
is to be found in patterns of group-oriented behavior of the members. 
But as far as I am aware anti-summativists were never committed to 
denying that.
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On Solidarity: Collectivity, Trust, and Deference

For the most part, I agree with Battaly’s excellent treatment of soli-
darity in this chapter, so my critical comments are relatively minor. 
Given space constraints, I want to focus on three points that I hope 
will be helpful. The first concerns the idea that Battaly opens  the 
chapter with, that solidarity is a distinctively collective virtue. 
The second is the claim that solidarity demands trust. The third is  
the thesis that solidarity essentially involves deference. I will take these 
points in turn.

What does it mean to say that a virtue like solidarity is a distinc-
tively collective virtue? Attributing this idea to Ryan Byerly and Meghan 
Byerly, Battaly argues that “a distinctively collective virtue is a virtue 
of a collective (or group) for which there is no individual analog; that 
is, there is no corresponding virtue V of individuals, from which the 
collective version of V could be derived.” Solidarity is meant to be a 
“paradigm” example of a distinctively intellectual virtue in just this 
sense. While Battaly raises some issues for this way of thinking about 
solidarity at the end of her piece, she nonetheless broadly endorses it. In 
contrast, I do not find it convincing.

In particular, while it is obviously true that the virtue of solidarity 
can only be manifest in a social setting, rather than individually (one 
cannot manifest solidarity with oneself), I don’t think it follows from 
this that the virtue in question must thereby be a collective virtue, and 
hence that there is no (theoretically independent) individual virtue in 
play. The obvious sense in which the virtue of solidarity is social is that 
solidarity is a virtue that one manifests towards others rather than one-
self. But it doesn’t follow from that point alone that solidarity is not an 
individual virtue. Indeed, aren’t most virtues essentially other-directed 
in their manifestation? Consider, for example, the virtue of kindness. To 
manifest this virtue surely involves appropriately manifesting kindness 
to others. But we would not conclude on this basis that there is no indi-
vidual virtue of kindness, much less that this virtue is in fact a collective 
virtue that couldn’t be understood in terms of the individual virtue. So 
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while I agree that solidarity is an inherently social virtue, I am not con-
vinced that we should regard it as a distinctively collective virtue in the 
sense described.

Battaly argues, following Tommie Shelby, that solidarity demands 
trust. In particular, she maintains that it demands that one “be disposed 
to trust the testimony of other group members with respect to their goals 
and actions.” Battaly takes this point about trust as following from the 
fact that solidary requires acting in accordance with shared goals, as this 
“will entail knowing in broad outline that one is working with others 
who have the same goals, knowing roughly what kinds of actions they 
are performing in pursuit of those goals, and coordinating one’s actions 
with theirs.” Crucially, however, she further claims that we cannot gain 
this knowledge unless “we trust the testimony of our fellow members; 
knowing these things requires trusting their testimony with respect to 
their goals and their actions.”

I’m not convinced that solidarity does require trust. Can’t there be 
solidarity amongst a criminal family for example? If so, then it is hard to 
see why solidarity requires trust. Presumably Battaly would claim that 
in this case what’s on display is not solidarity but rather mere loyalty, 
which she claims doesn’t demand trust. But since the only reason we are 
given for thinking that loyalty and solidarity come apart is that only the 
latter demands trust, a natural response would be to maintain that in 
fact neither of them requires trust. Absent any additional supporting ar-
gument, why aren’t members of the criminal gang displaying solidarity 
rather than just loyalty?

In any case, I’m not convinced by the reason Battaly gives for claiming 
that solidarity demands trust. It simply isn’t true that the only way to 
gain knowledge of shared goals is by trusting the word of others, as one 
can usually gain independent grounds for the target beliefs, and hence 
one needn’t simply rely on the other person’s say-so. In any case, there 
seem to be genuine instances of solidarity where there isn’t trust and 
where, therefore, knowledge of shared goals is not based on trust. Con-
sider, for example, the solidarity of the members of a group of recovering 
addicts (at an AA group, for instance). Recovering addicts know full well 
the dangers of trusting the word of fellow recovering addicts, especially 
concerning anything related to the issue of their addiction, and so would 
be naturally circumspect about each other’s testimony in this regard. 
But that needn’t prevent them from coming to know enough about their 
shared goals in order to act in accordance with them. Solidarity thus 
doesn’t seem to demand trust, nor is trust in any case required in order 
to have the kind of social knowledge required for the manifestation of 
solidarity.

This brings us to a final point, which concerns solidarity and def-
erence. Battaly insists that solidarity demands deference, where this is 
itself a kind of trusting of other group members. She takes this point to 
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follow from the requirement that solidarity requires group action. She 
writes that in order “to be disposed to coordinate our actions with the 
group’s, when our judgments are initially in conflict with the group’s, we 
must be disposed to at least sometimes trust, and defer to, the group’s 
judgment.” That is, if we didn’t defer in such circumstances, then we 
would be acting contrary to the group, and hence no longer coordinated 
with it. Hence, deference is required.

I don’t find this line of argument very convincing. To begin with, no-
tice that it depends on an implausibly robust conception of the kind of 
coordination of one’s actions with the group that solidarity demands. 
Battaly earlier outlines this requirement in terms of the convincing claim 
that one needs to be disposed to act in accordance with the shared goals 
and values of the group, but given that this is a general disposition it 
doesn’t preclude one being willing to sometimes act contrary to the goals 
of the other members of the group. General dispositions are not excep-
tionless, after all. Moreover, there seems to be a salient rationale for an 
exception in play here, which is when one is clearly in a state of elevated 
knowledge and expertise relative to the group. In that case, why should 
one be disposed to defer to the group? To take the example of domestic 
violence that Battaly uses in this regard, suppose that one has suffered 
for years as a victim of domestic violence (and so one has first-hand 
experience of the phenomenon) and then one goes on to become a rec-
ognized authority on domestic violence (and so one has an exceptional 
level of relevant theoretical knowledge too). It would now seem entirely 
appropriate to not defer to the group, and indeed to be willing to not 
align with the group’s actions where one judges that these actions are 
based on poor judgment. Lack of deference here seems entirely compat-
ible with solidarity.



Replies to Byerly and Pritchard

Heather Battaly

I am delighted and grateful to be thinking through these issues with 
Byerly and Pritchard and to be practicing social epistemology with them! 
Together, their commentaries raise four important sets of questions: (1) 
Is solidarity a distinctively collective virtue? (2) Can’t solidarity still be 
a virtue of “bad actors” with bad motives? (3) What are the connections 
between traits, virtues, and vices of excess? (4) Does solidarity require 
trust? (5) Does it require deference? Below, I’ll briefly sketch some initial 
replies, and flag some open questions that merit further exploration.

The first set of questions focuses on antisummativism and what it 
means for a virtue to be distinctively collective. Byerly and Pritchard 
both engage the issue of whether solidarity is distinctively collective: 
Pritchard argues that it isn’t; conveniently, Byerly argues that it is! Here, 
I’ll focus on Pritchard’s worry. He suggests that solidarity is an other- 
regarding virtue like kindness, which can clearly be possessed by individ-
uals (as well as groups) and thus isn’t distinctively collective. Whereas, I 
have argued that possessing the virtue of solidarity requires possessing 
the trait of solidarity, which irreducibly involves relations among indi-
viduals and can only be possessed by a group that has individuals as 
members. Granted, we do sometimes say of an individual that they are 
in solidarity with a group (or another individual), and my view may 
need an error theory for this. Briefly, I suspect we use this language as 
shorthand for saying that the individual has some of the same values 
as the group and/or coordinates their actions with the group’s. Notice, 
however, that we don’t tend to say that an individual has solidarity (full 
stop). An individual may well believe and act in solidarity with a group, 
but lone individuals don’t possess the trait of solidarity, and thus don’t 
possess the virtue. In contrast, lone individuals can and do possess the 
trait and virtue of kindness, where this consists in something like a dis-
position to care about and aid others. Byerly and Pritchard’s exchange 
demonstrates that we need clear distinctions between other-regarding 
virtues that can be possessed by individuals and distinctively collective 
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virtues that cannot. If solidarity is a trait and virtue that can only be 
possessed by groups that have individuals as members, we also need 
analyses of group membership.

Second, Byerly suggests that solidarity can still be a virtue of “bad 
actors” with bad motives. One of his points references Roberts (1984), 
which distinguishes between virtues of willpower and motivational vir-
tues. If I am understanding Byerly here, he is suggesting that the virtue 
of solidarity, like virtues of willpower, might not require good motives. 
His worry raises tricky theoretical issues both about the structure of vir-
tues and about the connections between ulterior and proximate motives. 
In partial reply, I am a pluralist about virtue insofar as I think there is 
more than one kind of virtue and more than one way for a trait to be 
valuable. Roughly, motives-virtues derive their value at least partly from 
intrinsically good motives, whereas effects-virtues derive their value 
from the good effects they produce (Battaly 2015). The same trait can 
be a motives-virtue and an effects-virtue. Above, I argued that solidarity 
is a motives-virtue. I think it can also be an effects-virtue. That said, I 
have difficulty seeing how solidarity could be a virtue, when it is driven 
by bad motives and produces bad effects. In other words, why wouldn’t 
solidarity in “bad actors” instead be a vice? What exactly is supposed to 
be valuable about the solidarity of “bad actors”?

Third, Byerly raises concerns about my “normative contextualism” 
(Kidd 2020)—my assumption that there is a normatively neutral trait 
of solidarity, which can sometimes be a virtue and sometimes be a vice. 
Byerly follows many virtue theorists in assuming that our concepts of 
solidarity, courage, etc. are normatively thick. If we follow that com-
mon assumption, then brashness, which is a vice of excess, won’t be an 
excess of courage, it will be something other than courage. Likewise, 
group-think, which is a vice of excess, won’t be an excess of solidarity, 
it will be something other than solidarity. In reply, normative contextu-
alism can explain what is excessive in vices of excess like brashness and 
group-think—the normatively neutral traits of courage and solidarity 
are excessive—and thus can explain why these vices count as excesses 
of courage and solidarity, respectively. These vices are excesses of the 
respective traits, not the respective virtues. Whether this gives norma-
tive contextualism an explanatory advantage over normatively thick ac-
counts remains to be seen and is well worth exploring.

Fourth, Pritchard argues that solidarity doesn’t require trust, since we 
can gain knowledge of whether or not group members share (and act in 
accordance with) the group’s goals via independent means and without 
relying on their testimony. Further, he suggests that there can be solidar-
ity among, for example, members of a group of recovering addicts even 
when they don’t trust one another’s testimony. These points highlight 
a helpful question: does solidarity require trusting the testimony of a 
specific individual member of a group with respect to their own actions 
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and goals (4a)? Suppose we were to ultimately decide that it doesn’t. 
Even so, given that (i) large groups (members of a global NGO) can have 
solidarity, and that (ii) solidarity requires knowing about the goals and 
actions of fellow group members in rough outline, and, further, that (iii) 
we won’t be in a position to gain such knowledge via independent means 
in large groups, solidarity would still require trusting the testimony of 
someone or other, at least pragmatically. Could that include trusting the 
testimony of non-members, and is that a problem for the account? These 
questions show that we need further exploration of whether and why 
trust is required for solidarity.

Pritchard likewise seems to suggest that solidarity needn’t require 
even occasional deference to the group’s judgment, when one is the only 
expert in the group. Briefly, in reply, knowledge isn’t the only thing of 
epistemic value and isn’t the only factor relevant to appropriate defer-
ence. Growth in intellectual virtues, such as intellectual autonomy, is 
also epistemically valuable and relevant to appropriate deference. I sus-
pect the virtue of solidarity will sometimes require experts to go along 
with the actions recommended by the group—even though they know 
the group is unreliable in judging which actions are effective—in the 
interests of facilitating the intellectual autonomy of group members. 
Clearly, the virtue of solidarity won’t always require this.

While I can’t pretend to have done their points justice, I am grateful to 
Byerly and Pritchard for their incisive responses.
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1 Introduction

A familiar theory of individual propositional knowledge holds that 
propositional knowledge is type identical with apt belief. A belief is apt 
if and only if it is successful (i.e., accurate) because competent.1

When suitably fleshed out, this view has a lot of explanatory power 
in individual epistemology. It can, among other things, help us navigate 
the Gettier problematic,2 the Pyrrhonian problematic,3 radical scepti-
cal challenges,4 the value problem,5 and more recently, epistemological 
problems related to the suspension of judgement.6

What’s much less clear—and almost entirely unexplored7—is whether 
the ‘knowledge = apt belief’ (K = AB) template view is applicable only 
in individual epistemology, or whether some version of it can be made 
to work in collective epistemology as well, as a thesis about group 
knowledge.

One way in which things get messy here is as follows. The (K = AB) 
view is able to get all of the pleasing results above only when it is un-
derstood against a particular background view of epistemic normativ-
ity as telic normativity—viz., the normativity of attempts as attempts.8 
According to this background view, X-attempts can be evaluated along 
three dimensions: for success (did the attempt succeed in attaining X), 
for adroitness (did the attempt manifest a competence to attain X reliably 
enough) and for aptness (was the attempt successful because adroit?). 
Believing is a kind of attempt, one that aims constitutively at getting it 
right (i.e., at truth).9 Accordingly, the (K = AB) thesis goes hand in hand 
with the idea that only those beliefs that enjoy a certain kind of norma-
tive assessment qua attempt—the status of being not merely successful 
and adroit, but also apt—qualify as known.

Already, though, with the above qualifications in play, there is a se-
rious barrier to getting any kind of ‘knowledge = apt belief’ view off 
the ground in collective epistemology, as view of collective knowledge. 
First, as recent literature in the epistemology of groups suggests,10 even 
if groups can possess knowledge, it is much less clear that groups can 
have beliefs, and thus, that they can make the kind of attempt that, on 
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the (K = AB) view, aspires to knowledge. Secondly, even those collective 
epistemologists who do countenance collective beliefs often (though not 
always) take such collective beliefs to be a function of joint acceptance 
of a proposition—viz., whereby a group jointly accepts a proposition, 
<p>, if and only if its members commit to acting as if <p> is true in their 
capacity as group members.

But here is the fly in the ointment: individual beliefs and collective 
joint acceptances seem, prima facie, like very different kinds of at-
tempts. The latter, after all, involves intentional action in a way that is 
broadly analogous to how individual-level acceptances are intentional. 
But, individual-level acceptances are not governed by a true aim. Ac-
cepting a proposition, in individual epistemology, is not unsuccessful 
if untrue; put another way, acceptance is not a constitutive attempt at 
truth. The problem now sharpens: if individual belief and collective joint 
acceptance are not normatively constrained by the same aim, then (K = 
AB) will not be extensionally adequate at the collective level as a theory 
of group knowledge, even if it delivers the goods at the individual level.

2 (K = AB) and Substantive Symmetry

In light of the above, let’s consider now the salient option space that 
the (K = AB) proponent at the individual level has for doing collective 
epistemology.11

View Individual View/Collective View

Collective knowledge 
scepticism

K = AB (non-sceptical) / K=AB (sceptical)

Non-sceptical hybrid 
traditionalism

K = AB (non-sceptical) / not K=AB and not 
K-First (non-sceptical)

Non-sceptical hybrid 
knowledge-first

K = AB (non-sceptical) / not K=AB and K-First 
(non-sceptical)

Non-sceptical symmetric 
view

K=AB (non-sceptical) / K=AB (non-sceptical)

Each of these four options comes with some substantial prima facie 
costs, though some to a greater extent than others. Option 1, collective 
knowledge scepticism, submits that if there is collective knowledge, (K = 
AB) would be a correct theory of that knowledge; however, since ‘AB’ is 
on this view held to be not realisable at the collective level, there simply 
is no collective knowledge. Collective knowledge scepticism effectively 
throws in the towel in collective epistemology, relegating knowledge 
(and thus epistemology) entirely to the individual arena. The cost here is 
significant, given, for instance, the prevailing view in collective episte-
mology that there are at least some bona fide cases of distributed knowl-
edge, viz., cases where a group knows something that is not reducible to 
any proposition known by any of the individual members of the group.12



Collective (Telic) Virtue Epistemology 337

Option 2, the non-sceptical hybrid traditional view, cobbles together 
the (K = AB) view at the individual level with some other reductive—viz., 
non-‘knowledge-first’—theory of knowledge at the collective level (e.g., 
perhaps collective knowledge = justified, true, collective acceptance), 
and maintains that the conditions specified by this other theory are (or-
dinarily enough) collectively realised. This view seems to do better than 
collective knowledge scepticism in one sense but much worse in another. 
It does better in the sense that it does not throw in the towel at the col-
lective level. But the cost of the non-sceptical result here is foregoing an 
important theoretical desiderata, substantive symmetry, which we can 
define as follows:

Substantive symmetry: A theory of individual and collective knowl-
edge, T, is substantively symmetrical if and only if T posits a descrip-
tion of knowledge conditions at the collective level that matches T’s 
description of knowledge conditions at the individual level; other-
wise, T is substantively asymmetrical (viz., ‘hybrid’).

Notice that Option 2, the non-sceptical hybrid traditionalist view is 
clearly substantively asymmetrical. This substantive asymmetry across 
the individual/collective divide invites a metatheoretical objection: when 
a view is substantively asymmetrical, this substantive asymmetry is 
(defeasible) evidence that the view is identifying something other than 
knowledge at least one of the two levels. And this general metatheo-
retical objection (which requires further explanation on the part of the 
view to address it) gains additional traction once attention is drawn to 
the prima facie putative differences between individual and collective 
believing, and in particular, to the intentional character of the latter and 
the non-intentional character of the former.

Option 3, the non-sceptical hybrid knowledge-first view, avoids a 
sceptical implication in collective epistemology. That’s good. And it also 
sidesteps entirely complications that arise for views—like Option 2—
that attempt to vindicate collective knowledge by showing how it can be 
dismantled into a collective belief (or acceptance) condition plus other 
epistemic conditions that are satisfied if and only if the collective has 
knowledge. In recent co-authored work,13 I’ve argued that—as a view of 
collective knowledge—a K-first view14 has much to recommend it over 
‘justified true collective belief’ and ‘justified true collective acceptance’ 
accounts of collective knowledge.15

There remains, though, the lingering issue of substantive symmetry. 
Going ‘K-first’ at the collective level achieves substantive symmetry in 
individual and collective epistemology only if it is paired with a K-first 
view at individual level. My co-authors with whom I’ve recently writ-
ten on behalf of K-first collective epistemology—Christoph Kelp and 
Mona Simion—are happy to embrace knowledge-first epistemology at 
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the individual level.16 What this means is that by going K-first at the 
collective level, they maintain substantive symmetry, whereas I would 
maintain this only by then jettisoning (K = AB) at the individual level. As 
the reader will have gleaned from §1, I think it is right to be impressed 
with what (K = AB) can do at the individual level, and more so than with 
what K-first can do.

For those epistemologists who like me favour (K = AB) at the individ-
ual level, then, the prospects don’t look initially very good to get ‘every-
thing we want’ at the collective level, including substantive symmetry. 
Unless of course, there is some way to make Option 4, the non-sceptical 
symmetric view work, despite all of the worries noted in §1 that seem to 
stand in the way of defending (K = AB) at the collective level.

In the remainder of this chapter, I am going to argue that—despite 
things looking very bleak initially—Option 4 really is defensible.  
(K = AB) can be made to work not only as a theory of individual knowl-
edge but also as a theory of collective knowledge. In order to see how the 
view works, it will be important to distinguish, following Ernest Sosa 
(2015, 2020), two importantly different kinds of beliefs: mere alethic 
affirmations and judgemental beliefs. While there is (perhaps) no collec-
tive analogue to individual alethic affirmations, there is a collective ana-
logue to individual judgemental beliefs. And—here is the second part of 
the argument—the collective analogue of individual judgemental beliefs 
is performatively analogous with individual level judgemental beliefs, 
and in this respect, it is analogously knowledge-apt. By drawing a par-
allel between individual judgement and collective judgement, we can see 
how (K = AB) is not merely a serious option for individual epistemology 
but for collective epistemology as well.

3 Grades of Knowledge

Following Sosa, the (K = AB) slogan can be unpacked in individual 
epistemology in different ways—corresponding with different grades of 
knowledge—depending on the kind of attempt at getting it right that the 
relevant belief is.

Suppose, for example, that you are taking an eye exam, and you begin 
losing confidence as you get closer to the bottom row. But you read out 
the bottom row anyway. It turns out your lack of confidence on those 
bottom-row letters wasn’t warranted, as you were actually perfectly reli-
able at the bottom row, despite the shaky confidence.17

When you affirm a given letter, <p>, on the bottom row, it is an at-
tempt to get it right (on whether <p>) by affirming that <p>—viz., it is, 
in Sosa’s terminology, a kind of alethic affirmation. In the above case, 
your alethic affirmation that <p> is adroit (more so than you recognise); 
and even more, your alethic affirmation that <p> is apt. As such, it con-
stitutes a kind of subcredal animal knowledge, where animal knowledge 
is type-identical with apt alethic affirmation.18
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So: ‘animal knowledge = apt alethic affirmation’ represents one kind 
of substantive gloss of the (K = AB) template. But, importantly, not all 
beliefs are mere alethic affirmations, viz., attempts to simply get it right 
by affirming. Some beliefs—judgemental beliefs—are attempts to get it 
right aptly by alethically affirming. In a bit more detail for now (see §4 
for further elaboration): in judging something to be so, a thinker aims 
intentionally to get it aptly right (by alethically affirming that <p>) on 
a given question. Apt judgement—that is, when one’s attempt to get it 
right aptly by alethically affirming is itself apt—is knowledge. But it’s not 
merely the kind of knowledge you get when a mere alethic affirmation is 
apt. Apt judgement is—on the telic virtue epistemologist’s framework— 
knowledge full well (alternatively: judgemental knowledge).

In sum, then, the (K = AB) template account of knowledge can be 
glossed—within telic virtue epistemology—in the following two ways, 
which correspond with two different kinds of ‘attempts’ to get it right 
through affirmation.

What kind of 
attempt?

What does it constitutively aim at? What is it when apt?

alethic 
affirmation

to get it right (whether <p>) by 
affirming that <p>

animal knowledge

Judgement to get it right (whether <p>) aptly 
by alethically affirming that <p>

judgemental knowledge 
(i.e., knowledge full 
well)

As the reader might have anticipated, judgemental knowledge is of 
particular interest for the telic virtue epistemologist who wants to em-
brace a (K = AB) view at both the individual and collective level, and 
thus, to retain substantive symmetry at the individual and collective lev-
els. And this is because judgement, qua attempt, involves an intention—
where the intention here is to get it right aptly by alethically affirming. 
Intention, recall, seemed ex ante to be a property of collective belief (or 
collective acceptance) not shared with individual belief. Even more, and 
unlike mere acceptance, the constitutive aim of judgement is such that, 
when aptly attained, what results is a kind of knowledge.

The takeaway point, then, seems to be the following: a proponent 
of (K = AB) at the individual level has a real shot at vindicating a non- 
sceptical symmetric view (§2) despite what looked like initial barriers. 
The key will be to set aside the collective analogue of mere alethic af-
firmation and to instead zero in on the collective analogue of individual 
intentional judgement.

Here is the plan for the remainder of the chapter. §4 will unpack some of 
the key features (glossed over so far) of judgemental belief at the individual 
level, and in doing so clarify the sense in which judgemental belief is a spe-
cies of intentional action on the telic VE framework. §§5–6 then transpose 
individual judgement and judgemental knowledge (and its key telic nor-
mative features) to the collective level, establishing a proof of concept of 
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how the (K = AB) template can be vindicated as a theory of (judgemental) 
knowledge at the collective level, and one whose conditions are ordinarily 
enough met so as to be a non-sceptical theory. §7 then shows that the view 
has important advantages over a rival version of collective virtue episte-
mology defended in recent work by Jesper Kallestrup (2020).

4 Judgement

On telic virtue epistemology, a judgement that <p> is an intentional con-
stitutive attempt to get it right aptly by alethically affirming that <p>. In 
order to bring into view what a collective analogue of an apt judgement 
would be, let’s first sharpen some of the components of individual judge-
ment itself, by briefly answering some key ‘FAQs’:

(a) In what sense is a judgement an attempt?

There are two ways one might attempt to attain an objective, correspond-
ing with a distinction between instrumental attempts and constitutive 
attempts.19 In the former case, one makes an attempt, at an objective, O, 
by implementing means that are both preliminary and viewed as such. 
Inquirers, for example, might instrumentally attempt to know whether 
there is a chaffinch in the garden by implementing the preliminary means 
of finding a good vantage point from which to spot the bird. Constitutive 
attempts are different. In the case of a constitutive attempt at an objective 
O, one implements means aimed at O, but not means that are regarded as 
preliminary and viewed as such. Rather, one—in making a constitutive 
attempt at attaining O—implements means that are aimed at grounding 
one’s success in attaining O. (In an athletic case, compare: instrumen-
tally attempting to hit a hole-in-one by practicing hard for months, and 
constitutively attempting to hit a hole-in-one by swinging the club.)

The idea that a judgement is a constitutive attempt to get it right 
whether <p> aptly by alethically affirming that <p> registers this consti-
tutive rather than instrumental character of the attempt.

(b) So judgements are constitutive attempts. But if the idea is that they 
are constitutive attempts at apt alethic affirmation (and that they are 
not merely constitutive attempts at successful alethic affirmation), 
then does that mean that judgements are attempts to do more than 
just ‘get it right’ (whether <p>) by affirming’ that <p>?

Yes, that’s right. And a helpful way to think about this will be to con-
sider two ways you might constitutively attempt to make a basketball 
shot. You might on the one hand shoot in the endeavour of making it 
by shooting it. On the other hand, you might shoot in the endeavour of 
making it aptly by shooting it. A reckless shot from too far out—viz., 
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beyond your threshold for sufficient reliability—that happens to go in is 
successful relative to the first kind of attempt. It is not successful rela-
tive to the latter kind of attempt, even though it goes in. The basketball 
coach will advise a player to take only the second kind of shot (unless 
the clock is running out). The second kind of shot, which aims not just 
at success, but at aptness, is analogous to a judgement, which aims not 
just at getting it right, but at getting it right aptly.

(c) Even if all of the above about judgement is granted, there remains 
an elephant in the room. Why should we think that the kind of con-
stitutive attempt at apt alethic affirmation that judgement is should 
be understood as a constitutive and intentional attempt at attaining 
this aim? After all, judgements, like many other beliefs we have, 
surely aren’t voluntary?

To say that judgement is a (constitutive) attempt, with intention, to attain 
a given aim (to wit, the aim of apt alethic affirmation, or animal knowl-
edge) does not imply that how we judge is thereby under the sort of volun-
tary control whereby we could judge directly through arbitrary choice.20

In order to see why, let’s consider what suffices for the kind of inten-
tional action that judgement is. To do this, we can distinguish between 
a basic action and a ‘simple’ intentional action. Suppose I intentionally 
move a finger. Or think of a triangle. These are both deeds I do inten-
tionally, but in each case, there’s no other deed I do in the endeavour to 
do these things, either the physical basic action of moving a finger or the 
mental basic action of thinking of a triangle.

Affirming that <p> is a basic action. When one affirms that <p>, one 
doesn’t do this partly by doing something else in the endeavour to af-
firm that <p>. Basic action can be distinguished from ‘simple’ intentional 
action, where an agent aims to perform a deed (at t) at least partly by 
performing a basic action, B, at t.21 Whereas affirming is a basic action, 
judgement is not; it is a simple intentional action. Here’s Sosa (2015):

In a judgment, the agent affirms in the endeavor to (thereby) affirm 
aptly. If the agent does attain that objective, then, we have the fol-
lowing structure: the agent affirms aptly that p at t partly-by affirm-
ing that p at t.

(2015, 166)

The above sense in which judgement is a kind of (simple) intentional 
action, thus, doesn’t imply at all that judging is voluntary in the sense 
that it could be reversed arbitrarily—viz., the sense in which researchers 
widely deny that belief, more generally, is voluntary. Moreover, given 
that not all beliefs are judgemental, not all beliefs are intentional even in 
the above sense that does not imply voluntary control.



342 J. Adam Carter

(d) But if the judgement is intentional even in the sense described, then 
couldn’t it potentially be redirected towards practical ends in a way 
that is analogous to how individually accepting a proposition can be 
practically aimed? If the answer is ‘yes’, then wouldn’t ‘apt judge-
ment’ be a candidate for knowledge if and only if apt acceptance is 
a candidate for knowledge?

Careful! There’s a sense in which judgements are beholden to practical 
factors: we might let practical values dictate which inquiries we take up 
in the first place—the kind of normativity here (whereby our doing so is 
better or worse) is the (broader) normativity of intellectual ethics.22 For 
example, the lawyer—in the course of considering the case of a potential 
client—might make various judgements about how the law applies in that 
particular case, all broadly for the sake of a moral objective: to provide 
assistance to a vulnerable client. But, in making these judgements, the 
lawyer is nonetheless making a constitutive attempt at knowing with one’s 
alethic affirmation. Furthermore, the telic assessment of a  judgement—
the kind of assessment that matters for whether the judgement is knowl-
edge—is not, as Sosa (2020, 36) puts it, ‘properly affected by extraneous 
objectives that the agent may also be pursuing through the same means’.

The above kind of case is very different from constitutively attempting 
to do something else (other than to get it right aptly) by affirming, even 
when that something else is epistemic. For example, a contestant on a 
game show who affirms that <p> in the endeavour to get it right whether 
<p>, by affirming, fully cognisant that they are guessing, is not thereby 
judging. They are merely alethically affirming, making a constitutive 
attempt to get it right (not: aptly right) by affirming. Likewise, one is 
not judging if one is engaging in wishful thinking—affirming what one 
merely hopes is the case, or, when affirming through speech, what one 
merely hopes others believe that one believes is the case.

5 Collective Judgement

With the key contours of judgement, at the individual level, in mind—
let’s now transpose things to the collective level. As was noted in §1, it 
is contentious in collective epistemology, and more widely in collective 
intentionality, whether groups can have genuine beliefs, or whether they 
can merely accept propositions.

A quick clarification is in order. There is no dispute whatsoever that 
groups can have beliefs in an uncontentious summativist sense. A group 
summatively believes a proposition, <p>, if and only if most or all of its 
members believe that <p>. For example, the group that is ‘Swedes’ be-
lieves the proposition <Volvos are safe> in a summative sense if and only 
if all or most individual Swedes believe this.
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The more contentious, and more philosophically interesting, notion 
of group belief is a non-summativist, or alternatively an ‘inflationist’, 
notion of group belief, according to which it’s false that the group 
belief is reducible to an aggregate of the individual beliefs of group 
members.

As Alexander Bird (2019) notes, the rationale that has persuaded 
those collective epistemologists who have embraced an inflationist view 
of group belief is that the conditions specified by the summativist ac-
count seem in certain cases neither sufficient nor necessary for a group 
to believe something. Here is an example that challenges sufficiency. 
Suppose all members of a group (say, a city council) believe <p> but, in 
their capacity as council members behave as though they do not believe 
<p> (and, where each member thinks they are the only one to have this 
‘strange’ belief that <p>.) It seems like, in this case, it would be a mis-
take to say the city council believes that <p> even though all its members 
do.23 Likewise, regarding necessity—suppose a group of jurors is eval-
uating the guilt of an immigrant whose ethnicity is different from their 
own. The evidence for innocence is overwhelming, and the jurors—each 
of whom is privately racist and believes the defendant is guilty—recog-
nise this, and publicly affirm in line with the evidence (rather than in 
line with their racist beliefs) by voting for his innocence. Here, it looks 
like the jury believes the client is innocent, even though its individual 
members do not. Likewise, cases of distributed cognition speak against 
necessity: a group might come to endorse a viewpoint, as a group, by 
way of a division of cognitive labour dispersed across group members, 
who have different cognitive roles and then ‘feed’ different bits of infor-
mation to a centralised database that collates the information.

As was noted in §1, the matter of whether we ought, in doing epis-
temology, to regard these kinds of cases as ones that feature (non- 
summativist) group belief has been deeply divisive. The divisiveness 
has centred around two claimed disanalogies between belief on the 
one hand, and so-called inflationary group ‘belief’ on the other. These 
disanalogies concern (i) automaticity; and (ii) involuntariness. Regard-
ing automaticity: As Hakli (2006) reasons: beliefs are paradigmatically 
formed in an automatic and involuntary manner (consider your be-
lief ‘There’s a knock at the door!’ which you form automatically after 
hearing a knock at the door), while whatever mental states groups are 
capable of hosting are not automatic, but rather, the result of careful 
deliberation. And, regarding voluntariness: beliefs seem to be essen-
tially involuntary; voluntary affirmations are ‘make beliefs’, not genu-
ine beliefs. But, group inflationary ‘belief’ comes apart from ordinary 
individual-level belief in both of these ways: group ‘beliefs’ are never 
automatic, and always voluntary. So, we should reject that group ‘be-
liefs’ are beliefs.
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The above line of argument against group inflationary beliefs unhelp-
fully runs together a number of things that should be kept apart. By be-
ing more careful here, we can make some concessions to the rejectionist 
about group belief while upholding a version of group belief inflationism, 
one on which we can unproblematically attribute judgements to groups.

A first concession to the rejectionist is that anything that is a belief 
(whether the host of the belief be an individual or a group) is essentially 
non-voluntary. A second concession is that at least some individual be-
liefs are clearly automatic, and, if there are group inflationary beliefs, 
such group beliefs would never be automatic.24 What follows from these 
concessions, about group beliefs, is just that: groups can’t have beliefs 
that are either voluntary or automatic.

Does the postulation of a group judgement violate either of these con-
ditions we’re conceding to the rejectionist? The answer, I want to sug-
gest, is ‘no’. Just consider the following minimal statement of what a 
group must do in order to make a judgement, as construed within a telic 
virtue epistemology:

(Non-summativist) collective judgment: A group G judges that <p> 
if and only if the G constitutively attempts, with intention, to get it 
right (whether <p>) aptly by alethically affirming that <p>.

Such a collective judgement will not be ‘automatic’; it is (like an indi-
vidual judgement) an intentional action. But does it matter that we’ve 
conceded to the rejectionist that no collective beliefs can be, like at least 
some individual beliefs, automatic? No; a collective being unable to pro-
duce automatic beliefs, as individuals can, is of course compatible with 
it being able to make judgements. For a thought experiment: imagine 
an individual who, operated on by neuroscientists, was unable to form 
beliefs in any other way than by intentional judgement. This individual 
would be unusual, disadvantaged even. But this inability does not call 
into doubt the individuals’ capacity to make judgements, not in the least. 
Such an individual would therefore hardly be incapable of having beliefs, 
and even knowledge (whenever these judgements are apt), and muta-
tis mutandis, for groups—analogously unable to believe automatically 
while capable of judging.

Likewise, the concession to the rejectionist that beliefs can’t be volun-
tary is not problematic for the prospects of group judgement. It would 
be if and only if group judgements are voluntary in virtue of being in-
tentional. But the kind of intention characteristic of judgement at the 
individual level was already shown not to imply a kind of voluntari-
ness incompatible with any sort of knowledge-apt belief. The same holds 
at the collective level, when a group (collectively) makes a constitutive 
attempt, with intention, to get it right aptly by alethically affirming. 
Granted, a group could very well—for example, by jointly committing 
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to a proposition—make a (collective) attempt to get it right (as a group) 
in the endeavour to do something else—for example, to let a proposition 
stand as the group’s view if and only if doing so would be strategically 
wise from a marketing perspective. (For example, imagine Philip Mor-
ris’ board jointly committing to the proposition that deaths from cancer 
are unfortunate.)25 Even when such propositions are true—and indeed, 
even if the individuals of the group know this proposition to be true, 
 individually—the collective attitude would not be a judgement, as the 
collective aim is something other than getting it right aptly. Likewise—
and analogously at the individual level—a group could (if competing 
in a game show) jointly commit to an arbitrary answer to a game show 
question, and in doing so, jointly accept a proposition by merely (jointly) 
alethically affirming the proposition, though without judging.

Let’s briefly take stock. What the foregoing shows is that the basic 
‘template’ for an individual judgement, on telic virtue epistemology, can 
be transferred to the collective level as a view of (inflationary) group 
judgement without falling foul of the kinds of objections that are so often 
raised to so-called group beliefs. And this is the case even if these objec-
tions (or some version of them) are applicable to some non- judgemental 
accounts of inflationary group belief.

Moreover, the basic view—that a group judgement is a constitutive 
attempt, with intention, to get it right aptly via alethic affirmation—is, 
conveniently, compatible with different views of the metaphysical na-
ture of group belief, that is, different views about what kind of mech-
anisms have to take place among group members to materially realise 
a group belief. Let’s briefly now consider how the template proposal 
could potentially be glossed differently on two leading proposals types: 
(i)  Margaret Gilbert’s (1987, 2013) joint commitment account; and 
(ii) social- distributed accounts, a Durkheimian functionalist version of 
which is defended by Alexander Bird (2010, 2019) and a cognitive in-
tegrationist version of which is defended by S. Orestis Palermos (2016).

Consider first Gilbert’s joint commitment model. On this view, it is 
necessary and sufficient for a group to believe a proposition, <p>, that 
the group jointy accepts that <p>. Further, the members of a group 
jointly accept that <p> when the members conditionally commit to ac-
cept that <p>, which they do if and only if each is committed to acting as 
if <p> provided the others do. Thus, on this view, it is the obtaining of 
this joint commitment, by individual members of the group, to act as if 
<p> is true provided others do, that gives rise to, or ‘realises’, the group 
belief.

Here is how a non-summativist account of collective judgement could 
be given a metaphysical gloss along the lines of the above Gilbert-style 
account, according to which joint commitments are the realisers of 
group belief. First, we assimilate a group’s joint acceptance that <p> 
with (mere) affirmation that <p>, such that a group affirms that <p> if 
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and only if the group members jointly accept that <p>. An affirmation 
is an alethic affirmation if and only if it is an attempt to get it right (on 
whether <p>) that <p>. Now, if the individuals in a group privately de-
sire that the group jointly accept that <p> just in case by doing so they 
would be (jointly) affirming truly, would this suffice to make the kind 
of attempt the group is making (when jointly committing that <p>) an 
alethic affirmation, and not only an affirmation?

The answer to this question is ‘no’. The best way to interpret the above 
scenario is as one of a mere collective affirmation, given that the group 
itself is not affirming in any endeavour (for truth, aptness or anything 
else) as a group, even if individuals are so endeavouring when jointly 
accepting (and in doing so, affirming) the proposition as a group mem-
ber. Rather, a group alethically affirms a proposition only if the group 
has already collectively established (viz., through a prior joint commit-
ment) the scope of their endeavour to be an attempt to get it right (on 
whether <p>). With this idea in hand, we can now characterise a group 
judgement (on the joint acceptance model) in terms of a group alethic 
affirmation. To a first approximation, a group judges that <p> only if, 
antecedent to affirming whether <p>, the group jointly commits to (i) 
alethically affirm whether <p>; (ii) to get it right <p> aptly through (i). 
The combination of (i) and (ii) establish that the kind of attempt at get-
ting it right the group makes when jointly accepting (i.e., affirming) that 
<p> lines up with collective judgement, rather than, say, with mere col-
lective affirmation or mere collective alethic affirmation.

Our (non-summativist) collective judgement template can just as easily 
be given a very different gloss, if paired with a different view about what 
realises group belief. Consider, for example, social distributed views of 
group belief, according to which cognition involves relatively tightly inte-
grated groups working together, with scientific research teams being the 
classic example (e.g., Bird 2010; De Ridder 2014; Palermos 2016). On 
these views, it is in virtue of the social relations at work between group 
members that different parts of the system contribute to the generation 
of the system’s collective mental state that <p>, and even if (though not 
only if) no individual in the group actually hosts the belief that <p>.26 
For example, suppose a scientific research team—inquiring into whether 
there are over 1000 species of a certain kind of bird, B—divides up tasks 
with the plan of having each individual input their own data (on the ba-
sis of performing certain individual epistemic tasks corresponding with 
their roles in the group) in a centralised database, which then combines 
the data, spitting out a collective result in the affirmative if and only 
if the aggregated data compiled through the shared database identifies 
over 1000 species of B. On this kind of view, the group takes a repre-
sentational stance on the matter of whether <p> (whether the number is 
above or below 1000)—a belief according to social distributed views. 
And while the individual members may permissibly also hold the group 
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belief at some point in the process (e.g., by consulting the database, con-
ferring with each other, etc.) their doing so isn’t what realises the group 
belief. Rather, it’s the distributed contributions of the individuals to the 
collective result in accordance with their roles that is doing the work.

One internal dispute among proponents of social-distributed models 
of group belief concerns the matter of how to delineate who exactly 
should ‘count’ as part of the group that has the belief it has in virtue 
of the distributed epistemic contributions of its members. Consider—
to use a case discussed by Simion, Carter, and Kelp (2020)27—the 
mailperson, whose job it is to bring the mail to the scientific research 
team— including some important research documents—and in doing 
so, causally contributes to the research team’s group belief <p>. Is the 
mailperson thereby a member of the group that believes that p?28 Intu-
itively, it seems the answer here should be ‘no’, despite the mailperson’s 
making an epistemic contribution to the group belief in light of occupy-
ing a social role. Whereas a social-role functionalist account like Bird’s 
has a difficult time explaining why the mailperson should be ruled out, 
S. Orestis Palermos’s (e.g., 2016) cognitive integrationist version of a 
social- distributed account of group belief can do so easily. For Palermos, 
the relevant social interactions between group members that serve to 
collectively realise, via distributed cognitive tasks, a group belief, must 
include feedback loops—viz., two-way causal interactions with other 
contributing group members, of the sort that are, on dynamical systems 
theory (DST), the mark of dynamical systems. Because the causation in 
the case of the mailperson is asymmetrical (from the mailperson to the 
research team, but not vice versa), the mailperson is not a part of the 
group that believes despite the causal epistemic contribution made.

That said, the feedback loop requirement itself may be too strong, 
as it’s not obvious that all bona fide members of, for example, a sci-
entific research team that produces a result must interact via feedback 
loops with each other. For our purposes, we remain neutral about how a 
social-distributed model might ‘thread the needle’ to accommodate the 
above kind of dilemma. Rather, it suffices to register that an account 
of collective judgement could be glossed on a social distributed model, 
regardless of whether the relevant social relations are social-functional 
contributions (Bird) or reciprocal-causal contributions (Palermos). To a 
first approximation, the idea is as follows: A group G judges that <p> if 
and only if the G constitutively attempts, through distributed individual 
contributions to the group attempt, to get it right (whether <p>) aptly by 
alethically affirming that <p>.

In order to make this idea concrete, it will be helpful to compare a 
group judgement, glossed on the social-distributed model, with a mere 
group affirmation, also glossed on the model. For ease of reference, let’s 
suppose we have two scientific research teams, ‘Team Affirmation’ and 
‘Team Judgement’, each aiming to establish—to continue here with our 
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previous example of distributed cognition—whether there are over 1000 
species of bird B. Team Affirmation, low on research funding, is trying 
to cut corners. The interactions between group members reflect this—
none of the individuals are accountable for the accuracy of their results 
(as long as they register a plausible enough looking number indicating 
how many species they have found of bird B in their designated sector). 
With this kind of epistemic laxity characterising the social norms in 
play, the group eventually affirms a collective answer (fewer than 1000 
species)—and suppose even that this is true. Even so, we have here a 
mere (collective) affirmation, and (depending on how the details are fur-
ther filled out) at the very most, an alethic affirmation. But Team Affir-
mation falls short of making a judgement.

Team Judgement—true to their namesake—approaches things differ-
ently. The social norms governing the individual contributions to the col-
lective output, as well as the interactions between individuals in ensuring 
reliability in reporting and collating the individual epistemic contribu-
tions, are knowledge directed. Suppose even that these norms are deeply 
internalised as well as explicit in the research team’s manifesto: individual 
contributions to the group output are accepted only if reliable methods 
are used, and individual epistemic contributions are even cross-checked 
by other team members as a matter of policy to minimise epistemic risk. 
Suppose finally that the result is the same (fewer than 1000 species).

Given that both of our two research teams generate, through or-
ganised distributed efforts, a collective representational output (i.e., 
that there are fewer than 1000 species of bird B), both (on a social- 
distributed model) count as at least affirming this, perhaps even as both 
alethically affirming this. But only Team Judgement is actually aiming 
at aptness, and not merely at correctness, in a way that is characteristic 
of judgement. Team Judgement is affirming with the aim of (through the 
distributed intellectual contributions) getting it right aptly, viz., through 
not just any kind of way of organising and aggregating individual con-
tributions, but—as the social norms governing their inquiry prescribe—
through a reliable, knowledge-conducive way of doing so.

6 Collective Judgemental Knowledge

Let’s take stock. We’ve seen how judgemental belief can be realised in 
a promising way at the collective level such that it is structurally analo-
gous, on a telic theory of epistemic normativity, to how it is realised at 
the individual level—viz., through a (collective) intentional attempt to 
get it right aptly (whether <p>) by alethically affirming that <p>. More-
over, we’ve seen that an advantage of the proposal is that it is in principle 
compatible with competing views—viz., joint acceptance accounts and 
social-distributive accounts—of how group members must interact in 
order to materially realise a group belief.
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But two residual questions remain.

Question 1: First, if a collective judgement is to result in collective judge-
mental knowledge (alternatively: in knowledge full well), the collec-
tive judgement must itself be apt. What, then, is required in order 
for a collective—as opposed to merely an individual—judgement to 
attain the status of aptness?

Question 2: How much collective judgemental knowledge is there? If 
none, or very little, then the proposed view (paired with a K = AB 
view at the individual level) secures substantive symmetry, but not 
full-blown non-sceptical substantive symmetry of sort desired.

Let’s now answer these two questions in turn.

(a) An answer to Question 1

Any judgement—just like any (constitutive) attempt, more  generally—is 
apt if and only if it is successful and the success is through competence. 
A ϕ – competence, generally speaking, is a disposition of a subject to 
succeed reliably enough, whenever one makes a ϕ – attempt and is in 
proper shape and properly situated. (In the case of performing a triple 
axel, for example: if you were unable to succeed when you attempt to 
perform the jump while drugged and strapped inside an airplane—away 
from an ice rink—this would not count against your competence to land 
a triple axel. What matters is whether you’d succeed reliably enough if 
you tried while in proper shape (undrugged) and properly situated for 
such an attempt (equipped with skates, on an ice rink, plenty of ambient 
oxygen, etc.).

 ‘Successful’ judgement is equivalent to apt alethic affirmation—viz., 
that which judgement, as such, is a constitutive attempt to bring about. 
And so: a competent judgement is a judgement that manifests a dispo-
sition (on the part of the judging subject) to (reliably enough) succeed at 
doing that—viz., that which constitutes successful judgement. An indi-
vidual thinker, for example, would possess such a competence only if 
disposed to reliably enough affirm alethically only if she would do so 
aptly. In light of such competence, the thinker not easily would fail to 
affirm with alethic aptness.

In sum, then: a judgement is apt just in case its success, that is, its 
securing the aim of apt alethic affirmation manifests (or: is because of) 
one’s disposition to (reliably enough) affirm alethically only if one would 
do so aptly. We can now—drawing from our template account of col-
lective judgement from §5—extend this account of apt judgement to the 
special case of where the judgement is a collective judgement as follows:

(Non-summativist) collective apt judgment (i.e., collective judg-
mental knowledge): A group G judges that <p> aptly if and only if G 
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constitutively attempts, intentionally, to get it right (whether <p>) aptly 
by alethically affirming that <p>; (ii) G secures this aim; and (iii) G’s 
securing this aim manifests (or: is because of) G’s disposition to (reliably 
enough) collectively affirm alethically whether <p> only if G would do 
so aptly.

Important here are two key points, the first of which has to do with 
clause (iii)—viz., the idea that G must have a disposition—one that it 
manifests in judging successfully—to (reliably enough) collectively af-
firm alethically only if G would do so aptly. This disposition, it should 
be emphasised, is a disposition of the judging group, one the group has 
in an inflationary sense, such that it’s false that the group possesses the 
disposition if and only if individuals in the group possess this disposition.

The second idea concerns the ‘because of’ locution. Even if a group 
judgement is both successful (i.e., it results in apt alethic affirmation) 
and competent, it might still fall short of being apt, qua judgement, if 
the group’s success is not because competent. Suppose, for example, that 
a research team competently judges that <p>, and further, that <p> is 
true. However, here’s the twist: due to a fluke error in some of the com-
puter equipment that the group uses to take the measure of its mem-
bers’ individual contributions to the group judgement (whether it be a 
joint-commitment-registering machine, in a Gilbert-style model, or a 
data aggregating machine, on a social- distributed model), the machine 
first (i) incorrectly registers the group’s view as not-<p>; but, then, (ii) a 
second computer glitch occurs, causing the machine to issue an arbitrary 
result that happens to be <p>. In this case, the group lacks judgemental 
knowledge, (and even apt alethic affirmation) as the fact that the group 
affirms what it does rather than something else is not due to any kind of 
competence but just to dumb luck.

(b) An answer to Question 2

In answering Question 2—about whether group judgemental knowledge 
is, on the proposal advanced here, about as common as we’d expect—I 
want to draw a brief parallel to the individual level. Is individual judge-
mental knowledge rare? Why would we think it is? Three kinds of argu-
ments that might try to establish this (none of which is very persuasive) 
go as follows: group judgemental knowledge would plausibly be rare, 
on the telic theory proposed, if (i) all knowledge—judgemental or oth-
erwise—is rare due to the epistemic hostility of our environment (e.g., 
if we are being often deceived); (ii)  if there are barriers to individuals 
performing the act of judgement given what this involves on telic vir-
tue epistemology; (iii) if judgement itself (as it is understood on telic 
virtue epistemology) is— despite there being no barriers to performing 
it—rarely performed nonetheless.
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I’m going to set aside (i) out of hand, as it has very little bearing on 
what’s of interest here, given that its implications concern much more 
than just judgemental knowledge. That said, (ii) and (iii) concern judge-
mental knowledge more directly. Regarding (ii): We’ve seen in §4 that 
typical arguments against the possibility of voluntary beliefs cut no 
ice against the idea that judgements are a species of intentional action. 
However, with this point established, it’s unclear why there should be 
any barrier to individual judgement, or (iii) for that matter, why—given 
our interest in getting it right knowledgeably (rather than just getting it 
right anyway) when we inquire—judgement is something an individual 
would rarely perform.

The point of working through the implausibility of any of (i–iii) as 
reasons to doubt that judgemental knowledge at the individual level 
is about as widespread as we’d expect is that the same rationale ex-
tends—mutatis mutandis—to the collective level. Again, setting aside 
(i), let’s consider (ii). §5 showed in some detail why typical objections 
to the countenancing of inflationary group beliefs do not carry over to 
(inflationary) group judgement, at least as it is construed within a telic 
framework. Regarding (iii): there is no reason at all to think that such 
collective judgements are rare. On the contrary: collective judgement (as 
opposed to collective mere alethic affirmation) plausibly best describes 
what scientific research teams often do when endeavouring not merely to 
get it right any old way on a particular inquiry, but to get it right knowl-
edgeably, and on this point, juries are no different.29

7 A Comparison

There is one other attempt in the literature to extend the (K = AB) model 
from individual to collective epistemology, due to Jesper Kallestrup 
(2020), in his paper ‘Group Virtue Epistemology’. There is a lot to like 
about Kallestrup’s project. For one thing, Kallestrup maintains that there 
is ‘nothing in [Sosa’s] framework precludes ascriptions of knowledge to 
group agents’. Agreed. Even more, Kallestrup accepts inflationary (i.e., 
irreducibly collective) epistemic properties in his concession that it is 
‘perfectly possible for groups to instantiate epistemic properties none 
of their members instantiate’. Also agreed. Thirdly, Kallestrup thinks 
that the right way to think of group knowledge is as apt belief, and even 
more, his position allows that a ‘group may form apt beliefs none of its 
members share’. This third point, along with the other two, line up ex-
actly with my own thinking.

But Kallestrup and I—despite travelling the same road, from individual 
to collective epistemology, part of the way—diverge at several important 
places. I want to conclude by showing why I think that the view defended 
here, and not Kallestrup’s, gets it right on these key points of divergence.
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(a) First point of divergence

According to Kallestrup, while a group may form apt beliefs that none of 
its members share, the ‘competence’ of a group is nothing over and above 
the competences of its members when suitably combined. He writes:

Novel competences of groups do not spring into existence or mys-
teriously emerge when conjoining existing individual ones. On the 
other hand, the aptness of group belief is not similarly reducible to 
the aptness of the beliefs of its individual members.

(2020, 5242)

In a bit more detail, Kallestrup’s contention is that the following thesis is 
true of group competences but false of knowledge qua apt belief

Reductive individualism: all (or at least most) of the members of g 
having E-type properties is necessary and sufficient for g having E.

(2020, 5247)

There are two problems with this view. Firstly, empirical evidence for 
cases of ‘Mandevillian intelligence’ indicates that reductive individual-
ism does not hold for group competences.

Cases of Mandevillian intelligence, in short, indicate that such a re-
duction is problematic because some dispositions that are unreliable and 
thereby are not individual-level competences can, and reasonably often 
enough do, lead to knowledge-conducive dispositions at the collective 
level, particularly when these individual-level shortcomings play the de 
facto role of generating cognitive diversity within a group. In a series 
of recent papers reviewing these kinds of cases, Paul Smart (2018a) has 
noted individual-level ignorance, extreme-thinking and forgetfulness as 
(somewhat paradoxically) among the individual-level traits that have 
been reported as contributing to epistemic benefits at the group level. 
Whereas the countenancing of Mandevillian intelligence cases is incom-
patible with Kallestrup’s reductive individualism about group-level com-
petences, it is compatible with my proposal which, unlike Kallestrup’s, 
does not make this commitment.

A second problem for Kallestrup’s reductive individualism about 
group competence is that it is paired with non-reductive individual-
ism (i.e., the denial of reductive individualism) about group knowledge 
qua apt belief. This pairing is unstable in the following way: it posits a 
non-reductive subject as possessing an apt belief while denying that the 
same subject, the subject to whom knowledge is attributable, can pos-
sess a competence. This pairing implies that Kallestrup must reject the 
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following which is analytically true within the kind of virtue-theoretic 
framework he takes himself to be operating: a subject, S, has an apt be-
lief only if S has a competent belief.

(b) Second point of divergence

The second point of divergence concerns theoretical neutrality. Accord-
ing to (K = AB) proposals, knowledge is a normative (epistemic) kind, 
not a psychological kind. Such theories, at the individual level, do not 
carry any heavy-duty commitments about how beliefs are materially re-
alised in the mind of a knower. For this reason, a proponent of (K = AB) 
at the individual level could potentially be paired with various kinds of 
views about beliefs in the philosophy of mind, for example, from repre-
sentationalism to functionalism. The version of the (K = AB) template 
opted for here (§5) was shown to be compatible with very different the-
ories of what has to happen to realise a knowledge-apt collective judge-
ment. In this respect, the proposal is, like individual-level (K = AB) views, 
theoretically neutral about the conditions on realising belief. Kallestrup’s 
proposal, by contrast, weds itself to several heavy-duty commitments on 
this front. To give one such example, for Kallestrup, an (inflationary) 
group belief is brought about, through the activity of individual mem-
bers, only if those individuals’ contributions are made (i.e., only if the 
individuals form the beliefs they form) because they believe that others 
intend to make the certain prescribed individual contributions towards 
the group attitudes (2020, 13). This caveat alone will make the view 
off-limits to social-distributed views that lack any such explicit require-
ment. Even more, the view seems to generate some implausible predic-
tions. For example, the view predicts that a scientific research team fails 
to generate group belief (and thus group knowledge) if each individual on 
the research team, in short, would have kept on working exactly as they 
had even had the others bunked off. And this looks like the wrong result.

(c) Third point of divergence

The third point of divergence concerns the matter of ‘screening off’ re-
jectionist-style objections from voluntariness. Just as individual- level ac-
ceptance is voluntary in a way that individual- level knowledge- apt belief 
is not, likewise—and this is just a restatement of the kind of point that 
has been made by various rejectionists about group belief (see §5)—a 
voluntary acceptance (joint or otherwise) of a proposition is not a 
knowledge-apt belief.

I’ve shown how collective judgements, though intentional, are not just 
usually, but essentially, not voluntary, and this result falls out of the 
normative structure of judgement as a distinctive kind of constitutive 
attempt, as understood within telic virtue epistemology.
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Kallestrup’s proposal, at the collective level, does not (as mine does) 
unpack the (K = AB) template as a thesis about collective judgemental 
knowledge specifically—knowledge that implicates an intentional (and 
successful) constitutive aiming at the aptness of alethic affirmation rather 
than at any other end—but rather, as a thesis about collective knowledge 
more generally, knowledge generated whenever collective ‘belief’ is apt. 
But here is the problem: there is nothing in this proposal that screens off 
the objection that group ‘beliefs’ aren’t genuine (knowledge-apt) beliefs, 
given that—in light of how Kallestrup has described their conditions of 
realisation— they could in principle be brought about voluntarily. After 
all, on Kallestrup’s proposal, group beliefs—even though they purport 
to describe the world and as such are attitudes with a mind-to-world 
direction of fit—can be generated and reversed arbitrarily by a group so 
long as the group satisfies (following List and Pettit (2006)) conditions 
whereby the group acts intentionally to have that attitude stand as the 
group’s attitude (see, e.g., 2020, 5241). But then, and taking a wider 
view, susceptibility to this kind of criticism leaves Kallestrup’s version of 
collective virtue epistemology one that preserves substantive symmetry 
(see §2) only at the cost of inviting the charge that the view is not suitably 
non-sceptical at the collective level, even if substantively symmetrical.

8 Concluding Remarks

In sum, the simple idea, powerful in individual epistemology, that 
knowledge = apt belief is not a ‘one-trick pony’. It can be made to work 
at the collective level as well. But in order to make it work, we have to 
understand how to make it work, and that requires availing ourselves of 
the full theory of telic epistemic normativity, within which we can dis-
tinguish different kinds of beliefs in light of the distinctive kinds of con-
stitutive attempts they are at getting it right. With this in mind, the view 
is that ‘K=AB’ is the correct theory of knowledge at the collective level 
as a theory of collective judgemental knowledge, or of apt judgement. 
Understood as such, the view was shown to be insulated against stan-
dard fare criticisms of collective belief that would seem, prima facie to 
pose problems for any account of collective knowledge that is ‘built’ out 
of any sort of collective belief. Moreover, the view is shown to diverge 
from an alternative view of collective virtue epistemology defended by 
Jesper Kallestrup in three important ways—and I’ve argued why, at each 
of these three forks in the road, there are key advantages to throwing in 
with the theory defended here.
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Notes
 1 For a notable presentation of this idea, see Sosa (2007).
 2 See, for example, Sosa (2010a).
 3 See, in particular, Sosa (1997a, 2009, Ch. 2). Cf., Carter (2020).
 4 See Sosa (1997b).
 5 E.g., Sosa (2010b).
 6 See here, in particular, Sosa (2020, Chs. 3–6).
 7 One exception is Kallestrup (2016), whose work will be discussed here.
 8 See Sosa (2020, 20–23).
 9 Though, for some kinds of beliefs (e.g., judgments), not merely at truth. This 

point is taken up in §4.
 10 For an overview, see Simion, Carter, and Kelp (2020).
 11 Note that I’m not considering all possible combinations here that pair  

(K = AB) with a position type at the collective level.
 12 For some representative discussion on this point, see, for example, Tollefsen 

(2015).
 13 See Simion, Carter, and Kelp (2020).
 14 Cf., Williamson (2000).
 15 For examples of the former, see, e.g., Bird (2010), Palermos (2020), and De 

Ridder (2014). For an example of the latter, see Hakli (2006).
 16 See, e.g., Kelp (2018) and Simion (2019).
 17 See Sosa (2015, Ch. 3).
 18 For an extended discussion on this point, see Sosa (2015, Ch. 3, fn. 5).
 19 See Sosa (2020, 24–26).
 20 See Sosa (2020, 29).
 21 Sosa (2015, 166).
 22 See, for discussion, Sosa (2007, 89) and especially Sosa (2020, Ch. 2).
 23 See Gilbert (1992, 257–258); cf., Bird (2019, 3).
 24 To be clear, I’m just granting this here to the rejectionist for the sake of 

argument.
 25 Cf., Lackey (2020).
 26 For discussion, see Simion, Carter, and Kelp (2020, sec. 3).
 27 The original example of the mailperson is due to Mona Simion.
 28 As Mark Alfano has pointed out to me, a variation on this kind of philo-

sophical issue is on display in cases of adjudicating CERN authorship. See 
http://library.cern/cern-author-guidelines.

 29 See Bird (2007a, 2007b).
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Achieving Collective (Telic) Virtue-Theoretic Knowledge

Adam Carter’s essay puts yet another feather in the cap of Ernest 
Sosa’s virtue epistemology. Carter shows how Sosa’s central proposal 
of construing knowledge as apt belief provides the resources for an 
account of collective knowledge that has the following desirable 
features: (1) It is non-reductive or non-summativist, which is to say 
that it makes collective knowledge a robustly group-level phenom-
enon that is irreducible to a mere sum of individual knowledge. (2) 
It is non-sceptical; some groups really can and do possess collective 
knowledge. And (3) it is pleasingly theoretically unified, offering a 
single virtue-theoretic framework to make sense of both individual 
and collective knowledge.

Carter presents his proposal for a virtue-theoretic account of collec-
tive knowledge at a high level of abstraction, which shines a helpful light 
on the structural parallels between individual and collective knowledge. 
But here, I want to explore what happens when we put the proposal to 
work in a concrete potential case of collective knowledge, to get a better 
sense of when groups know. Recall what is required:

a group judges that <p> only if, antecedent to affirming whether 
<p>, the group jointly commits to (i) alethically affirm whether <p>; 
(ii) to get it right [whether] <p> aptly through (i).

When the group’s attempt to judge collectively in this manner is success-
ful, it knows (full well) that p. Let’s take a familiar example from the 
literature on the joint commitment account of collective belief—a job 
search committee—to see what this entails.

We’ll assume hospitable conditions for knowledge acquisition: the 
committee consists of fair-minded academics who have no personal 
axes to grind and who, through their work on the committee, intend to 
select the candidate who is the best match for the department, all things 
considered. Let’s also assume that who the best candidate is, is not a 
matter of taste; there is an objective matter of fact about who it is, so 
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that knowledge is in principle possible. To satisfy (i), all (or most) com-
mittee members—or at least the operative ones (cf. Tuomela 2004) —
must commit to making an alethic affirmation as a group about who 
the best candidate is, conditional on it being common knowledge that 
others make the same commitment. To satisfy (ii), members must also 
commit to the use of a decision procedure, which will determine what 
their alethic affirmation as a group will be—for instance, consensus 
deliberation, voting, or expert consultation. This commitment, too, is 
conditional on it being common knowledge that other members are 
similarly committed. Since the goal is to get it right aptly through ale-
thic affirmation, the procedure has to satisfy further conditions. Com-
mittee members must take it to be truth-conducive, which is to say they 
(implicitly) believe that its proper use is likely to produce the correct 
view about who the best candidate is. Proper use, in turn, might mean 
different things: either committee members can think that the proce-
dure is generally reliable to settle a question like this when properly 
executed, no matter the quality of the inputs; or they can think that 
the procedure is reliable on this particular occasion, given how it is in 
fact executed and given the quality of the input that they collectively 
provide.

To summarise, in order for a group to acquire virtue-theoretic knowl-
edge that p on the joint commitment model, group members must:

 – Commit to alethically affirm that p as a group;
 – Know that all other group members are similarly committed to ale-

thically affirm that p as a group;
 – Commit to the use of a decision procedure for determining their 

view as a group;
 – Know that all other group members are similarly committed to the 

use of this procedure as a group;
 – Believe (perhaps implicitly) that this procedure is truth-conducive, 

either in general or at least on this particular occasion, which is to 
say they must believe (perhaps implicitly) that their use of the proce-
dure makes it likely to produce a true output.

This list makes you wonder how much group knowledge (thus construed) 
there will be: how often do groups satisfy all of the above conditions? 
Will members of a job search committee really think that deliberating 
with their colleagues or taking a vote is likely to produce the correct 
view about the best candidate? If one committee member suspects an-
other of strategic voting or incorrectly weighing the evidence, she will 
have doubts about the truth conduciveness of the procedure and the 
commitment breaks down. Or if one member harbours doubt about 
whether deliberation has been fair and reasonable, she might question 
the reliability of the procedure on this occasion. Similarly, if just one 
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member feels they ought to take a vote rather than deliberate, or defer 
to a colleague who has relevant expertise, the joint commitment to the 
decision procedure breaks down.

While search committees and similar task-oriented groups are at least 
likely to agree on a procedure before they start their work, more organic 
groups such as teams of researchers often don’t (Bird 2010). In so far 
as they even end up accepting some view as the team’s official view, it’s 
doubtful whether all members will really be jointly committed to think-
ing that the process they happened to use on that particular occasion is 
truth conducive. Remember that even one dissenting opinion or doubt 
can be enough to undermine the joint commitment.

The upshot is that the joint commitment version of virtue-theoretic 
collective knowledge may be quite rarely instantiated. Much rarer, at 
any rate, than colloquial ascriptions of group knowledge would suggest. 
Collective telic virtue epistemology may be more sceptical and revision-
ist than it appears, even if Carter is right that it occupies an attractive 
position in theoretical space.

References

Bird, Alexander. 2010. “Social Knowing: The Social Sense of ‘Scien-
tific Knowledge.’” Philosophical Perspectives 24 (1): 23–56. https://doi.
org/10.1111/j.1520-8583.2010.00184.x.

Tuomela, Raimo. 2004. “Group Knowledge Analyzed.” Episteme 1 (2): 109–
127. https://doi.org/10.3366/epi.2004.1.2.109.



Turtles All the Way Down: Automaticity, Involuntariness 
and the Symmetry of Group Beliefs

On 9 April 2021, Prince Phillip died. The announcement of this death 
was disseminated almost instantly over traditional media and social 
media channels and involuntarily created a collective true belief. Many 
individuals formed the belief via well-honed and competent testimonial 
processes, for example by reading a trusted news source, such as ABC 
News (Australia) or BBC news (globally). But, more importantly (for this 
volume), human society as a whole formed this belief automatically and 
involuntarily regardless of the fact that billions of individual humans 
across the earth held no such belief. This is a success story for an infla-
tionist (not summative), animal knowledge account of group belief. This 
is because the global knowledge networks of humanity have been pre-
paring for this announcement for years so that the global announcement 
of Phillip’s passing was fast and apt. The doctors informed the palace, 
the palace released a statement, and the global media communicated the 
sad news collectively and in parallel; each newspaper, organisation or 
outlet releasing their own stories to complement the singular fact of the 
matter. Groups can have knowledge and it does not need to come from 
careful deliberation at the moment of knowledge acquisition. Society 
heard ‘the knock at the door’ that Prince Phillip had died and knew that 
it was so. Like the golfer who practises holes-in-one or the basketball 
player who trains their skills to shoot hoops, groups practise informa-
tion gathering, processing and disseminating in advance of significant 
and predictable real events in the world so that they perform aptly on 
the day. Human society collectively knowing that Prince Phillip has died 
is a constitutive attempt, after years of instrumental practise receiving 
propositions of varying veracity regarding the royals.

If the account above is true, then it means that the disanalogies claimed 
between individual belief on the one hand and inflationary group be-
lief on the other, namely (i) automaticity and (ii) involuntariness, fail to 
stump the advocate for group belief and pave the way for a symmetric 
account of group knowledge. The other argument against the properties 
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of individual beliefs carrying into group beliefs is that beliefs are essen-
tially conscious, but a functionalist does not require consciousness from 
beliefs. See also the long tradition of occurrent or explicit beliefs versus 
tacit beliefs (Price 1969; Lycan 1986) or aliefs (Gendler 2008). Implicit 
beliefs are automatic, involuntary and often hidden from conscious ex-
amination. So, three factors that make individual beliefs different from 
group beliefs fall away.

If symmetry is important (and I agree that it is), I’d like to introduce 
a model for the mind that provides a way of examining group beliefs 
and individual beliefs from a neuroscientific perspective. In the book ‘A 
Thousand Brains’, Hawkins (2021) describes the brain as consisting of 
150,000 smaller ‘brains’ in cortical columns (like strings of spaghetti) 
through the thickness of the neocortex. Each column has a sensory- 
motor model of the world (forming dynamic doxastic states) and a 
unique frame of reference. These brain parts compare their models (aka 
beliefs about the world) with the models of other cortical columns and 
somehow vote on the most-likely-to-be-true version of the world to suc-
ceed. The unity of consciousness is achieved by the coordination of these 
smaller brains to form a singular belief for the human that drives ac-
tions. The unified belief is an amalgam, not a summation of 150,000 
viewpoints. Neuroscience seems a fruitful way to conceive of how many 
human beliefs could combine into proper group beliefs. Each human is 
like a ‘cortical column’ with a model of the world and shares the output 
of this model with other humans to form group-level beliefs. Group be-
liefs are distributed over the extended mind of humanity, paper, books, 
phones and physical objects and landscapes. Collective epistemology 
would do well to explore the information exchange at both a neural and 
extended level, in ‘embodied, emotion-rich, and environmentally modu-
lated processes’ (Gallagher 2013).

Regardless of the right account of individual and collective knowl-
edge, I agree with Carter that Sosa’s virtue epistemological framework 
provides a mechanism to evaluate just how knowledge-bearing individ-
ual and group beliefs are, and the category of that knowledge. Whether 
groups have knowledge (animal or reflective; instrumental or constitu-
tive attempts) rather than merely justified belief, justified true belief or 
Gettier- proof AAA (accurate, adroit, apt) belief is particularly import-
ant for judgements of the moral responsibility of groups. Moral respon-
sibility occurs when a situation has ethical risk, an agent has morally 
relevant information and the freedom to act. Agents who know the 
situation have more moral responsibility than those who are uncertain 
about the situation or those who have false beliefs. So, humanity, as a 
whole knows that climate change is real (regardless of deniers) and thus 
has a moral responsibility to act to reduce the likelihood of ethical risks. 
A nation that knows people are lost at sea in their territorial waters has 
an obligation to try and rescue them and is morally responsible for the 
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decisions it makes. This responsibility may be borne by many individu-
als of the nation such as public servants and members of the civilian gov-
ernment or military who have the knowledge, power, freedom and duty 
to act (Scott & Carr 1986). A nation that genuinely does not know what 
is occurring or is not able to act on knowledge is less morally responsible 
for harms. A corporation that does not know the environmental damage 
it is doing is less culpable than one that does and vice versa (see, e.g., 
Supran & Oreskes 2017). Sosa’s framework could explain how groups 
gain reputation by holding beliefs with appropriate competences and jus-
tification; employing trustworthy processes for belief acquisition. Each 
group’s review mechanisms and governance structures could be exam-
ined for their alignment to the ambitions of apt beliefs and knowing full 
well, as well as inspiring better ways of investing in ICT architectures 
and processes to improve the production of knowledge-bearing beliefs 
in groups.

References

Gallagher, S. (2013). The socially extended mind. Cognitive Systems Research, 
25, 4–12.

Gendler, T. S. (2008). Alief and belief. The Journal of Philosophy, 105(10), 
634–663.

Hawkins, J. (2021). A Thousand Brains: A New Theory of Intelligence. New 
York: Basic Books.

Lycan, W.G. (1986). Tacit belief. R.J. Bogdan (ed.) Belief: Form, Content, and 
Function. Oxford: Clarendon, pp. 61–82.

Price, H. H. (1969). Belief. London: Allen & Unwin.
Scott, G. L., & Carr, C. L. (1986). Are states moral agents? Social Theory and 

Practice, 12(1), 75–102.
Supran, G., & Oreskes, N. (2017). Assessing ExxonMobil’s climate change com-

munications (1977–2014). Environmental Research Letters, 12(8), 084019.



Thanks to Jeroen de Ridder and S. Kate Devitt for their very helpful com-
ments on my chapter ‘Collective (Telic) Virtue Epistemology’. They’ve 
both given me a lot to think about, and—while I can’t engage with all of 
their rich remarks in this brief space—I will focus on one core criticism 
from each and offer some thoughts in response.

I’ll begin with de Ridder’s comments. His critique of my proposal can 
be summed up simply: that it is too strong, such that it will imply that 
there is less group knowledge than we take there to be.

In a bit more detail, de Ridder takes issue with my characterisation 
of what a collective judgement, construed within a telic virtue episte-
mological framework, would demand of a group, and the worry is that 
it is too much. Let’s look at the details. On my proposal, a group G 
judges that <p> if and only if the G constitutively attempts, with in-
tention, to get it right (whether <p>) aptly by alethically affirming that 
<p>.1 This core proposal is, crucially, meant to be in principle open to 
very different kinds of glosses in collective epistemology. It is, for ex-
ample, open to a Gilbert-style2 ‘joint commitment’ gloss as well as a 
distributed- cognition-style gloss. What a collective judgement would 
demand of its members will be different depending on whether one fa-
vours one approach rather than the other. De Ridder challenges, spe-
cifically, the shape the proposal would take if one were to opt to give it 
a joint-commitment gloss—according to which we get the result that a 
group judges that <p> just when antecedent to affirming whether <p>, 
the group jointly commits to (i) alethically affirm whether <p>; (ii) to get 
it right <p> aptly through (i).

De Ridder takes it that, suitably unpacked, judging knowledgeably3 
will require the following of the group members: that they

 – Commit to alethically affirm that p as a group;
 – Know that all other group members are similarly committed to ale-

thically affirm that p as a group;
 – Commit to the use of a decision procedure for determining their 

view as a group;

11d   J. Adam Carter’s Response 
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 – Know that all other group members are similarly committed to the 
use of this procedure as a group;

 – Believe (perhaps implicitly) that this procedure is truth-conducive, 
either in general or at least on this particular occasion, which is to 
say they must believe (perhaps implicitly) that their use of the proce-
dure makes it likely to produce a true output.

I am sympathetic to de Ridder’s worry here; this does look like a lot! 
I’d like to canvass three lines of response. Firstly, I think we should re-
sist the fifth of de Ridder’s five proposed requirements, bearing in mind 
that telic virtue epistemology—on both the individual and collective 
level where I’m envisaging it—is externalist through and through.4 Sec-
ond, the brunt of the requirements here are simply implicated by what 
joint commitment requires in simply taking up any kind of epistemic 
attitude.5 Third, and this is perhaps most important, the pairing of the 
core proposal with a joint-commitment account is optional; §5 shows 
how the view can be given different theoretical glosses when paired with 
a social-distributed account of group belief, including, for example, 
Durkheimian functionalism (Bird 2010) and dynamical systems theo-
retic approaches (Palermos 2020).

I turn now to Devitt’s discussion, which was largely sympathetic to my 
proposal. For the sake of this discussion, I want to focus on one kind of 
alternative she considers, in the following passage:

I’d like to introduce a model for the mind that provides a way of 
examining group beliefs and individual beliefs from a neuroscien-
tific perspective. In the book ‘A Thousand Brains’, Hawkins (2021) 
describes the brain has consisting of 150,000 smaller ‘brains’ in 
cortical columns (like strings of spaghetti) through the thickness 
of the neocortex. Each column has a sensory-motor model of the 
world (forming dynamic doxastic states) and a unique frame of ref-
erence. These brain parts compare their models (aka beliefs about 
the world) with the models of other cortical columns and some-
how vote on the most-likely-to-be-true version of the world to suc-
ceed. The unity of consciousness is achieved by the coordination of 
these smaller brains to form a singular belief for the human that 
drives actions. The unified belief is an amalgam, not a summation 
of 150,000 viewpoints. Neuroscience seem a fruitful way to con-
ceive of how many human beliefs could combine into proper group 
beliefs. Each human is a like a ‘cortical column’ with a model of 
the world and shares the output of this model with other humans 
to form group-level beliefs. Group beliefs are distributed over the 
extended mind of humanity, paper, books, phones and physical ob-
jects and landscapes.
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I have two comments on the above, one ponderous and the other support-
ive. The ponderous comment is as follows: let’s assume that the above 
picture is correct. If so, how would we explain a particular kind of group 
belief that arises only through certain kinds of normative relationships 
between group members. For example, consider—to borrow a case often 
used by Jennifer Lackey (2021)—Philip Morris’s stance that there is no 
connection between smoking and lung cancer. How on the above pro-
posal could we make sense of the thought that Philip Morris could hold on 
to this belief even when the company’s individual members know better?

The supportive comment is that the above proposal strikes me as 
offering a potentially fruitful way to make sense of how distributed 
 knowing—as it is developed by Edwin Hutchins (1995)—might be 
viewed as realised in a way that is broadly symmetrical to how individ-
ual knowledge is realised. While my chapter doesn’t engage with this in 
much detail, an interesting line of further research would be to see just 
how distributed cognition, construed along the lines of an amalgama-
tion as sketched above by Devitt, might be brought together with the 
kind of telic virtue epistemology at the collective level I’ve defended.

Notes
 1 See §3 and §5 of my chapter in this volume for details of what some of the 

key terms here mean. For the most recent detailed account of both the no-
tions of ‘constitutive attempt’ and ‘alethic affirmation’ as they feature in this 
proposal, see Sosa (2021).

 2 See, for example, Gilbert (1987). For a more recent development on the view, 
see Gilbert (2013).

 3 Within a telic virtue epistemology, a judgement (individual or collective) is 
apt iff its constitutive aim (viz., the aim of getting it right aptly by alethically 
affirming) is aptly attained. See §3 of my chapter in this volume for details; 
for the canonical presentation of these ideas at the individual level, see Sosa 
(2015).

 4 For an early discussion of this point in bi-level virtue epistemology, see Sosa 
(1997).

 5 See Mathiesen (2006) and Carter (2015) for discussion.
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1 Introduction and Preliminaries

On April 10, 2019, 3 pm, in the headquarters of the European Research 
Council in Brussels, the German-Dutch astrophysicist Heino Falcke, 
then chair of the Event Horizon Telescope science council, showed the 
world the first-ever image of a black hole (Devlin 2019). The image was 
the result of a massive collaboration involving a network of eight inter-
linked radio telescopes across the globe and a team of more than 300 
scientists from 60 institutes in 18 countries.1 Falcke testifies that he orig-
inally came up with the idea for measuring a black hole’s event horizon 
in the late 1990s, 20 years before the image was finally revealed. Clearly, 
the people who created this image achieved an immense epistemic suc-
cess. Equally clearly, the success could not have been achieved without 
team effort. Collaboration was both practically and cognitively neces-
sary: the sheer amount of work was massive and it involved a combina-
tion of scientific expertise, skills, knowledge, and understanding that no 
single researcher has on her own. The vernacular of intellectual virtues 
naturally lends itself to describing and evaluating what the team did: it 
displayed perseverance, creativity, curiosity, well-placed trust, and orga-
nized skepticism.

Cases like these – it’s easy to multiply examples – make it plausible 
that the language of intellectual virtues applies as naturally to groups 
as it does to individuals. And hence that there are collective intellectual 
virtues. The purpose of this chapter is to present three models for collec-
tive virtue: three ways of understanding how collectives or groups can 
possess features that make them flourish and excel from the epistemic 
point of view.

Before I turn to these models, I should clarify a few things. The sugges-
tion that there are collective virtues raises methodological and metaphys-
ical questions that are familiar from the growing literature on collective 
epistemology (cf. Lackey 2014; Lahroodi 2019). For example: should the 
starting point for analyses of belief, knowledge, virtue, and other epis-
temic states be individuals, or should analyses remain neutral between in-
dividuals and groups (Gilbert and Pilchman 2014)? Are all ascriptions of 
group epistemic states shorthand for (complex) ascriptions of individual 
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epistemic states so that group epistemic states are reducible to sums of in-
dividual epistemic states? Do group epistemic states require group mental 
states or, even more problematically, group minds? What, if any, are the 
conditions on the individuals in a group in order for the group to be in 
an epistemic state or possess an epistemic quality? The worry animating 
these questions is that groups cannot be epistemic subjects in their own 
right, over and above the individuals making up the group; that groups 
cannot ‘really’ or ‘irreducibly’ believe, know, or possess virtues.

I’ll sidestep concerns about whether groups can ‘really’ possess intel-
lectual virtues. Not because they are unimportant, but because I want 
to make progress on a different task. Namely that of understanding the 
different things we might mean when we use the language of intellectual 
virtue to evaluate group epistemic performance. I will introduce three 
models – or three how-possibly explanations – for how groups can have 
features that make them perform excellently from the epistemic point of 
view. For ease of exposition, I will henceforth call these features collec-
tive intellectual virtues, but, in doing so, I remain noncommittal about 
whether all three models ultimately describe features that are ‘really,’ or 
‘irreducibly’ collective virtues.

Another issue from the literature I’ll steer clear of is what kinds of 
groups (if any) can possess virtues, as well as the even more fundamental 
one of what groups are (Ritchie 2015; Epstein 2019). The presentation 
of each model will make it clear what kinds and degrees of internal 
organization and coordinated behavior a collective must have to exem-
plify that model. I will leave it to others to decide whether those factors 
suffice for that collective to constitute a ‘real’ group or a certain kind of 
group, rather than a mere collection of individuals. The only constraint 
on my discussion is that it is focused on what I will call collaborative 
collectives or groups, that is, more or less stable groups that intentionally 
work together towards some common goal, such as committees, teams, 
organizations, departments, etc. Hence, I will not discuss arrangements 
in which the judgments or betting behavior of random and fleeting col-
lections of individuals are aggregated to generate epistemically reliable 
outcomes.2 In such cases, a collective is used by an external agent as an 
instrument to generate epistemically high-quality output, but does not 
itself form an epistemic agent in any meaningful sense.

I will also refrain from taking a stand on the nature of virtue. Some 
virtue epistemologists distinguish between reliabilist and responsibilist 
conceptions of virtue (Baehr 2006; Battaly 2008). The former concep-
tion takes reliable cognitive faculties as its model for virtues, whereas 
the latter takes cultivated character traits, which typically include proper 
motivation and emotion, as the model for intellectual virtues. I will be 
ecumenical here and draw on examples of both kinds, although it should 
be obvious that it is more difficult to argue that groups can ‘really’ have 
collective responsibilist virtues.
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If you worry that the above qualifications undermine the motivation 
for thinking about collective intellectual virtue, let me point out that 
the task of understanding how groups can do well epistemically is rel-
evant for collective epistemology, regardless of where the chips fall on 
what counts as genuinely collective virtue. Many groups in contempo-
rary societies carry out epistemic tasks such as information gathering, 
storage, dissemination, or analysis, either as their primary goal (e.g., 
the sciences and humanities, education, journalism, R&D) or in the ser-
vice of some other primary goal (e.g., administration of justice, political 
 decision-making, governance, producing products, or offering services). 
To carry out such tasks successfully, collectives need to perform well 
epistemically and so it is important to describe and understand the dif-
ferent ways in which groups can do so. The general models I develop 
here do not straightforwardly translate into prescriptions about how to 
improve the epistemic life of specific individual groups or collectives – we 
need fine-grained empirical data from cognitive and social psychology, 
political science, management science, etc. for that – but they do sketch 
broad possibilities for how groups can flourish epistemically, which can 
serve as the basis for further empirical exploration and fine-tuning.

2 Addition

The first model of collective virtue is straightforward. In some cases, 
a group does well epistemically when all or most of its members are 
epistemically excellent (and nothing prevents them from exercising their 
individual intellectual virtues in the context of the group). A team of 
three creative individuals can be even more creative than the individuals 
working alone. Scholars who are individually intellectually perseverant 
can stimulate each other to become even more perseverant when they 
collaborate. An open-minded thinker and an intellectually generous one 
might make a great teaching team, and so on. The basic idea is addition: 
collaborating virtuous individuals exhibit virtuous behavior as a team.

This can happen in two different ways: (a) the individuals in the team 
might all possess the same virtue to various degrees, resulting in the col-
lective exhibiting the dispositions and behavior relevant to that virtue to 
a high degree, or (b) the individuals may possess different, complemen-
tary virtues, and act accordingly in their capacities as team members, 
thus causing the collective to display behaviors that fit with the different 
virtues of the individual team members.

In collective epistemology, proposals along these lines are typically la-
beled summative. Summative models construe collective states as reduc-
ible to the mental states of the individuals who make up the collective. 
Saying that the group believes that p is thus shorthand for saying that 
most or all of the individuals in the group believe that p (cf. Quinton 
1975, 17); ‘the group is intellectually humble’ means that its members 
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are intellectually humble. For this reason, several epistemologists hold 
that summative models of collective states aren’t really or robustly col-
lective (Gilbert 1987, 2014; Tuomela 1992, 2004; Bird 2010; de Ridder 
2014; Lackey 2021). If talk of group belief, knowledge, understanding, 
and virtue is nothing more than an efficient way of talking about indi-
viduals, then there are no genuinely collective epistemic states. I won’t 
take sides here, as I explained before. For present purposes, it suffices 
to note that some talk of collective intellectual virtues can indeed be 
analyzed as a way of saying that the individuals in the collective possess 
the relevant virtues.

Individually virtuous group members do not necessarily make a 
virtuous group on the first model. There are several reasons why in-
dividual virtues might fail to produce collective virtue. First, on the 
traditional Aristotelian conception of virtue, virtues are the golden 
mean between excess and deficiency. Collaborating individuals with 
the same virtue could produce an excess of the underlying trait at the 
group level. A group of open-minded individuals can become cred-
ulous or intellectually feeble. Second, individual virtues can cancel 
each other out in a collaborative setting. A creative person working 
together with a meticulous individual might dampen each others’ in-
dividual virtues. Third, the group’s formal or informal organization 
and culture can prohibit the manifestation of added individual virtues 
at the group level. A team of intellectually courageous and creative 
individuals might see all their sound ideas shot down in a conservative 
organization that overemphasizes proper procedure, due diligence, 
and risk avoidance.

The second and third models chart how nonvirtuous individuals can 
act together to produce intellectually virtuous behavior at the group 
level.

3 Interaction

In the second model, mutual interactions between group members and 
the group’s structure and culture are key to generating collective virtue. 
Unlike in the addition model, it is not required that group members are 
individually virtuous; in some cases, they might even be intellectually 
vicious.

3.1 Mere Interaction

The first and simplest version is when two or more individuals who work 
together stimulate or challenge each other – intentionally or not – to do 
better than they would have on their own. Interaction between indi-
viduals who lack virtue can consistently produce epistemically excellent 
outcomes.
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You need not be a particularly virtuous individual for collaboration to 
awaken a competitive mindset, a desire to show your best self, an urge to 
impress other people, or at least to not let them down. If you have ever 
successfully coauthored a paper or cotaught a class, you should be able 
to recognize this phenomenon. There is a wealth of empirical research in 
cognitive and social psychology supporting the general idea that interac-
tion and collaboration in a group lead people to modify their behavior 
in various ways (cf. Kelly et al. 2013).

Of course, not any combination of people who work together will 
automatically do so in virtuous ways; we are all familiar with stories 
about group processes gone terribly wrong. The claim is far more mod-
est: sometimes, with the right combination of people and the right col-
laborative tasks and settings, people working together will excel even 
when they wouldn’t have done so individually. Consider some schematic 
examples of actual intellectual virtues. By pooling ideas, asking critical 
and constructive questions, and building on each others’ ideas, a group 
can become creative. When group members push each other to become 
clearer and more explicit and to think through potential criticisms, the 
group as a whole becomes intellectually careful and rigorous. If group 
members cheer each other on or refuse to give up first not to lose face, 
the group might persevere on a difficult task where individuals wouldn’t 
have done so.

3.2 Collective Virtue Out of Individual Vices

The right combinations of individually intellectually vicious people 
could also form groups that possess intellectual virtue. Based on a range 
of empirical literature from biology, psychology, and organization sci-
ence, Paul Smart (2018a, 2018b) defends this possibility by exploring 
what he calls ‘Mandevillian intelligence’:

Cognitive and epistemic properties that are typically seen as short-
comings, limitations or biases at the individual level can, on occa-
sion, play a positive functional role in supporting the emergence of 
intelligent behavior at the collective level.

(Smart 2018b, 4171)

Many group intellectual tasks can be construed as a collective search 
through a space of doxastic possibilities: solving a problem, forming a 
hypothesis, making a decision, or forming a belief that’s in accordance 
with the available evidence. As Smart points out, performing a collec-
tive search well requires striking a balance between exploration and 
exploitation. Unless the space of possible solutions is a simple ordered 
one, a successful search must explore the solution space far and wide 
in order to identify optimal solutions. The collective needs to look as 
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broadly as possible before it exploits group members’ judgments to home 
in on a preferred solution. Somewhat surprisingly, fast and smooth in-
formation sharing among group members harms this process, because it 
leads to premature convergence on suboptimal solutions. A better bal-
ance between exploration and exploitation is achieved, Smart explains, 
when group members trust each other less, are individually dogmatic, 
or manifest cognitive biases and heuristics like confirmation bias, belief 
perseverance, the availability heuristic, etc. – in other words, when they 
exhibit individually vicious behaviors.

Smart’s proposal dovetails with other strands of research. Modeling 
work in the philosophy of science has shown that one way for scientific 
communities to do a better job of converging on the truth under certain 
conditions is for individual scientists to start out with more extreme 
beliefs (Zollman 2010).3 Another way, again under certain conditions, 
is for scientists in a broader community to actively avoid approaches 
already taken by others (Weisberg and Muldoon 2009). Although this 
doesn’t entail that individual scientists must be intellectually vicious 
for the community to be successful, it is clear that vices such as self- 
righteousness, narrow-mindedness, or arrogance might lead to extreme 
beliefs or might stimulate researchers to actively avoid approaches taken 
by others. Drawing on various strands of research in cognitive and evo-
lutionary psychology, Hugo Mercier and Dan Sperber (2017) argue that 
human reason evolved for social use. Reasoning is meant to convince 
others, to justify our thoughts and actions to others, and to scrutinize 
others’ justifications. Biases and limitations that may seem intellectually 
bad on the individual level produce epistemically successful interaction 
at the collective level by evolutionary design.4

3.3 Structure and Culture

On the third version of the interaction model, it isn’t the mere inter-
action between individuals as such that leads to collective virtue, but 
the members’ interaction with the group’s formal or informal structure, 
rules, or culture.5 When a group of people work together in pursuit of 
some common goal, some forms of organization arise naturally: tasks 
are divided, people take on different roles, mutual expectations form, 
communication patterns develop spontaneously or are explicitly agreed 
upon, a system of sanctions might be put in place, and something less 
tangible like a group ‘culture’ or ‘ethos’ emerges. This is all the more 
true for established groups that work together over longer periods of 
time in a formal institutional setting such as an organization.

According to Seumas Miller (2010, 2019), organizations are systems 
of interdependent roles determined by four characteristic elements: struc-
ture, function, culture, and a system of sanctions. The same goes for 
subgroups within organizations, such as departments, teams, or other 
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collaborative groups. The group’s structure consists of the differentiated 
roles in the group, typically defined by tasks or responsibilities for the 
person occupying the role, rules governing the performance of those 
tasks, and relations to the other roles. Established organizations typi-
cally have a formal structure that is explicitly specified, but a group has 
structure even in the absence of any explicit specification. In addition, 
there is the organization’s informal structure, which may or may not 
diverge from its formally specified structure. Sometimes, people take on 
tasks that aren’t officially part of their role or they follow unofficial rules 
in carrying out their tasks. An organization’s function is what it is for; 
its official purpose. This is what the structure with its roles, tasks, and 
rules is supposed to accomplish – very generally put, to produce goods or 
render services of various kinds. An organization’s or group’s culture is 
its ‘spirit’ or ‘ethos’: the set of informal attitudes, values, norms, beliefs, 
desires, expectations, communication patterns, practices, etc. that per-
vade the group and that, together with its structure, determine its behav-
ior and performance. Ideally, a group’s formal structure and informal 
structure and culture are harmoniously aligned, but of course, this isn’t 
always so. The final element is a system of sanctions, which captures 
what happens when group members violate the group’s rules, norms, or 
values; anything from formal punishment to friendly corrections.6

A group’s structure and culture (including its system of sanctions) can 
generate virtuous intellectual performance, regardless of the virtues or 
vices of individual group members. The formal structure of a group and 
the operative rules and responsibilities can encode intellectually virtuous 
practices by stimulating or prescribing actions and procedures that con-
stitute virtuous behavior and by making nonvirtuous behavior more dif-
ficult. This can happen in any number of ways: from simple conventions 
and agreed-upon standard practices to a complete institutional system 
for dividing intellectual labor between different roles or sophisticated 
knowledge management systems. For instance, simple things like always 
letting a colleague proofread letters or memos or double-checking calcu-
lations before approving payments can reduce errors. This may not quite 
amount to intellectual virtue yet, but at least vices of carelessness and 
sloppiness are avoided. Senior management roles are often designed so 
that they complement each other and prevent one-sidedness: the tasks of 
a CEO require courage and steadfastness, whereas a Chief Risk Officer 
is supposed to be careful and temperate (de Bruin 2017, 117). A manage-
ment team can become virtuous when it fills these roles with the right 
people. Or take the practice of preregistration in science (Nosek et al. 
2018) and depositing data and analyses in the Open Science Framework 
(Foster and Deardorff 2017).7 By registering the design, methods, and 
hypotheses of a study before carrying it out and committing to sharing 
data openly, various kinds of questionable research practices are pre-
vented, such as hypothesizing after the results are known (Kerr 1998), 
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p-hacking, or letting results disappear. When a research team commits 
to working by the principles of open science (and lives by those commit-
ments), its research practices will become more careful and more reliable 
– more intellectually virtuous. In all of these examples, the responsibili-
ties and tasks that belong to various roles in a team are specified so that 
the individuals fulfilling these roles will show behavior that is condu-
cive to the epistemic excellence of the group, regardless of whether they 
would be individually so inclined. In other words, the group’s structure 
produces collective virtue.

Group structure can be scaffolded by training, standard operating 
procedures, protocols, and various sorts of technological support. Pilots, 
for example, are required to use preflight checklists before taking off to 
make sure everything is safe (Degani and Wiener 1993). Checklists are 
widely used in other high-risk environments, too, where safety is of the 
highest concern. They eliminate unreliability that might otherwise ensue 
from human lapses of attention or forgetfulness. The use of redundancy 
and double-checking is another familiar procedure for spotting mistakes 
and thus promoting reliability. A fascinating historical example is the 
Mathematical Tables Project, which was devoted to tabulating higher 
mathematical functions before there were electronic computers (Grier 
2013, Ch. 13). The project ran from 1938 to 1948 under the leadership 
of the Polish-American mathematician Gertrude Blanche. Mathemati-
cians broke down the calculations for the values of complex functions 
into basic arithmetic operations, which were then carried out by as many 
as 450 unemployed individuals, to be subsequently aggregated into com-
prehensive tables. In order to secure impeccable reliability, which was 
crucial for the project’s reputation, Blanche and her fellow mathemati-
cians went to great lengths to weed out error: they employed six to eight 
different procedures to check each calculation (Grier 2013, 215)!

Many organizations use knowledge management tools such as doc-
ument repositories, data warehouses, management information dash-
boards, intranets, etc.8 When implemented well, such tools ensure that 
the right information is easily accessible to the right people at the right 
time, so that the organization operates on the basis of reliable informa-
tion and according to current procedures and practices. Easily accessible, 
reliable, and current information also enables groups to be transparent 
and to justify their actions when called upon to do so. This is conducive 
to or constitutive of intellectual virtues like honesty, responsibility, ac-
countability, and truthfulness. An example from science is the massive 
open database with biochemical data at the European Bioinformatics 
Institute in Cambridge (Cook et al. 2018). Through the use of open (big) 
data, research teams in the life sciences can speed up discovery and en-
hance the reproducibility of their work.

A group’s culture can contribute to its epistemic flourishing, too. In-
formal and implicit ideals, values, norms, practices, attitudes, beliefs, 
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communication patterns, and other attitudes and behaviors influence 
the group members in a multitude of ways. A nonexhaustive list of ways 
in which a group’s culture might be embodied and expressed includes: 
are questions welcomed; are junior team members mentored; is there 
organizational support for learning and development; are there opportu-
nities for creativity and out-of-the-box thinking; do team members (es-
pecially those in hierarchical relations) welcome feedback and criticism; 
do team members give each other credit; do group members take pride in 
being part of the group; do people experience the organization’s overall 
goals as worth caring about; who are the group’s role models; are work 
hours and compensation in proportion to the tasks and results that are 
expected; are successes celebrated; etc. All of these things set the tone 
and shape the group’s ethos. They can create a group that has intellec-
tual virtues, even when the individuals in the group are not particularly 
virtuous apart from the group.9

To give a concrete example, Richard Dawkins tells a charming anec-
dote that illustrates the idea of informal communal norms well. A senior 
scientist in the Oxford zoology department, where Dawkins was an un-
dergraduate, had for years

passionately believed, and taught, that the Golgi Apparatus (a mi-
croscopic feature of the interior of cells) was not real: an artefact, an 
illusion. Every Monday afternoon it was the custom for the whole 
department to listen to a research talk by a visiting lecturer. One 
Monday, the visitor was an American cell biologist who presented 
completely convincing evidence that the Golgi Apparatus was real. 
At the end of the lecture, the old man strode to the front of the hall, 
shook the American by the hand and said – with passion – “My dear 
fellow, I wish to thank you. I have been wrong these fifteen years.” 
We clapped our hands red. … The memory of the incident I have 
described still brings a lump to my throat.

(Dawkins 2006, 321)

It’s easily relatable how events such as these can have a formative influ-
ence on a group: when a group member sets an example by an impressive 
display of virtuous behavior, others will want to live up to that ideal and 
strive to improve their own behavior in the image of that ideal. Especially 
when stories about an exemplar are often repeated or when little ritual-like 
practices are formed around it, they have a lasting influence. While such 
exceptional events shape group culture, day-to-day practices and dealings 
are arguably even more important. For another example from the domain 
of science, recent systematic research on research integrity is beginning to 
single out ‘research climate’ – which is basically synonymous with ‘cul-
ture’ in this context – as a key driver of responsible conduct of research 
and prevention of questionable research practices (Crain et al. 2013).
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A case from the literature also illustrates the influence of culture on 
collective virtue (or lack thereof). Both Reza Lahroodi (2007) and Mi-
randa Fricker (2010) discuss the example of a church committee that 
operates in a closed-minded fashion even when all of its members are 
individually open-minded. While this is an example of a group vice, the 
example could easily be reversed to be about a virtuous committee con-
sisting of members with individual vices. In Lahroodi’s words:

We can conceive of a church committee that is narrow-minded 
about gay rights as a group, while all or most of its members are 
open-minded about gay rights. As individuals, all or most members 
of the committee routinely resist their initial tendency to dismiss 
ideas favoring gay rights that are contrary to their own and to grant 
them enough plausibility to take them seriously. The group, how-
ever, moves in the opposite direction. It fails to assign any plausibil-
ity to a wide range of contrary views about gay rights, summarily 
dismisses them and does not consider them worthy of discussion, let 
alone adoption.

(Lahroodi 2007, 287)

What explains the committee’s behavior, as Lahroodi describes the ex-
ample, is the interplay between two sorts of factors: first, ‘commitment 
to certain standards, including standards for satisfactory discharge of 
the group’s tasks, standards for good evidence or good reasoning about 
subjects relevant to the group’s tasks, and so on’; and second, ‘the pres-
sure on members to reinforce their group membership by performing 
conforming behavior… [Group members] may want others to think they 
are towing the church line on this issue’ (ibid., 288). Both of these factors 
form part of the group culture.

Miranda Fricker (2010) uses Christine Korsgaard’s (1996) notion of 
practical identities to make sense of such a group dynamic. Following 
Korsgaard, she notes how people have various sorts of identities, corre-
sponding with the different roles they occupy in their personal, social, 
and professional life: depending upon the circumstances and occasion, 
one can engage a situation as a parent, as a citizen, as a party member, 
as an employee, as a team member, etc. Some of these practical identities 
arise from group membership and the values and norms associated with 
the identity are set by the group ethos. Practical identities can express 
themselves in different beliefs, acceptances, utterances, and actions, 
which can in turn influence what other group members do in their roles 
as group members, thus creating a distinctly collective dynamic. A jury 
member in a legal court might, because of personal prejudice or hasty 
judgment, be individually convinced that the accused is guilty, but none-
theless realize that, qua jury member, she ought to refrain from judg-
ment and wait until all the evidence has been presented and deliberations 
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are under way. In so far as all jury members wear their practical identi-
ties in this way, the jury as a group can be fair-minded and intellectually 
responsible.

In a later paper, Fricker (2020) employs Margaret Gilbert’s (2014) 
notion of joint commitment to analyze group ethos.10 While this is a 
fruitful idea, analyses of collective virtue are not wedded to the joint 
commitment model.11 For example, writing about social knowledge, Al-
exander Bird draws on the Durkheimian notion of organic solidarity to 
characterize the way in which some groups are bound together. Organic 
solidarity, he writes, ‘involves bonds that arise out of difference, primar-
ily the interdependence brought about by the division of labor. The key 
feature of the division of labor is that individuals and organizations de-
pend on others who have different skills and capacities’ (Bird 2010, 37). 
Bird is explicit that groups bound by organic solidarity need not take on 
any joint commitments in Gilbert’s sense. Even so, such groups have an 
ethos, too, which makes them function well, neutrally, or badly from an 
epistemic point of view. Joint commitment may be a fine conceptual tool 
for understanding what group culture or ethos can be, but we don’t need 
to limit our theoretical options here.12

To sum up the ideas from this section: the interactive model of collec-
tive virtue has three versions. First, the mere interaction between col-
laborating people who are individually lacking in individual virtue can 
produce epistemic excellence at the group level. Second, the right com-
binations of individual vices can produce epistemic excellence through 
interaction. And third, group structure and culture can nudge, coax, 
push, or require individuals to behave and interact in ways that make 
the group as a whole flourish epistemically, regardless of the epistemic 
qualities of the group members.

4 Emergence

To introduce the third model, I need to draw attention to an implicit 
assumption in the discussion so far. It is that there is a single set of in-
tellectual virtues, which can be had by individuals and groups alike. 
The examples so far included familiar ones from the virtue epistemol-
ogy literature: reliability, love of knowledge, responsiveness to evidence, 
open-mindedness, perseverance, teachability, creativity, courage, etc. The 
third model – admittedly the most speculative of the three – turns on the 
insight that when we relax the assumption that all virtues can be pos-
sessed by both groups and individuals, there is theoretical space for in-
tellectual virtues that only collectives can possess.13 Perhaps groups can 
possess intellectual virtues which no individual could possess: exclusively 
collective virtues. This suggestion does not require positing any myste-
rious mechanisms or group-level mentality or agency. The mechanisms 
through which exclusively collective virtues could emerge are similar to 
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those in the interaction model: interaction between people who individu-
ally lack virtue, well-ordered interaction between individual vices, or in-
teraction between group structure and culture, and individual character 
and behavior. The difference with the interaction model lies in the kind 
and nature of the virtue itself, not the way in which it is produced.

To warm up to the idea that there can be exclusively collective virtues, 
let’s start with two related phenomena which are better documented. 
First, it is uncontroversial that, under the right circumstances, collec-
tives can outperform individuals. This is also true in the epistemic realm. 
Teams can work faster and more reliably than individuals; they can be 
better at generating new ideas; they can persevere longer (e.g., by di-
viding up labor); they can bring a greater number of diverse perspec-
tives to an issue; etc. A specific example is the ‘diversity trumps ability’ 
theorem (Hong and Page 2004), which shows that teams consisting of 
sufficiently diverse problem solvers can outperform individual experts 
and even teams of experts. While individuals can surely bring a number 
of different perspectives to a problem, a team of diverse individuals can 
do so to a much higher degree and this theorem shows that, at least for 
some tasks, diversity matters more than expertise. So, for at least some 
of the virtues that individuals and collectives can both have, it is possible 
for collectives to have those virtues to a significantly greater degree than 
any individual could.

This observation makes a weak version of the third model plausible: 
for some virtues that both individuals and collectives can have, collec-
tives can have them to a greater degree than any individual could. At 
least, then, there are exclusively collective virtues in the sense that there 
are degrees of virtue possession exclusive to collectives – quantitatively 
exclusively collective virtues, we might call them.

A second phenomenon suggests that there is room for a stronger ver-
sion of the third model. There may be kinds of virtues that are unique 
to collectives – qualitatively exclusively collective virtues. To support 
this, consider the concept of superdiversity. Introduced by the sociologist 
Steven Vertovec (2007), this concept characterizes geographical regions 
or cities that have high numbers of different immigrant groups or people 
of different ethnicities and, as a result, lack any homogenous majority 
groups. It has been claimed that superdiversity is conducive to innova-
tion and economic growth (Ozgen et al. 2012) and that it can reduce 
intergroup tensions and prejudice (see Foner et al. 2019 for discussion 
and references).14 While superdiversity and its effects are not intellectual 
virtues and cities and communities are not the sort of groups that form 
the focus of this chapter, it is clear that superdiversity is, by definition, a 
feature that only collectives can possess. It is structurally similar to the 
kinds of exclusively collective virtues I am trying to delimit here.

Of course, the question is whether there are compelling examples from 
the epistemic realm that fit the bill of this third model: characteristics of 
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groups that are conducive to or constitutive of epistemic flourishing and 
that only groups can have. A conservative approach to this question is 
to scrutinize detailed analyses of familiar individual virtues and to ask 
whether there are perhaps forms of these virtues that only groups can 
possess. In so far as the genus-species distinction applies to intellectual 
virtues, this is a promising avenue. Individuals and groups can both have 
virtues like intellectual humility, open-mindedness, creativity, persever-
ance, etc., but the specific form they take in individuals and collectives 
might differ. Virtues bifurcate into an individual and a collective form.

Consider the virtue of intellectual autonomy or self-governance. Indi-
viduals can be intellectually autonomous by thinking for themselves and 
deciding for themselves whom to trust. But any individual has only her 
own mind and cognitive resources to accomplish this. This is different 
for groups. First, because, unlike individuals, groups aren’t ‘all-purpose 
cognizers.’ Groups only think and reason in so far as this is relevant to 
their function and purpose. Second, some groups have designated indi-
viduals to work on subtasks that are relevant to the overall intellectual 
task the group is engaged in. Hence, for groups, fairly radical forms of 
autonomy can be feasible and desirable: some groups can truly think 
fully for themselves and rely (almost) exclusively on their own resources, 
without trusting others outside the group. Along the same lines, Byerly 
and Byerly (2016) suggest that self-regulation can take on a distinctively 
collective form. Plausibly, self-regulation is an element of intellectual au-
tonomy in so far as autonomy involves the group regulating the actions 
of its members. This form of self-regulation doesn’t exist at the individ-
ual level, simply because there are no members whose behaviors can be 
regulated.

Something analogous can be said about cognitive diversity. An indi-
vidual can have cognitive diversity by mastering various thinking styles, 
drawing on different experiences, and having different practical or so-
cial identities which she can bring to bear on questions. But clearly, a 
group can host a wider range of cognitive diversity by having members 
with radically different life histories, socio-economic, religious, or po-
litical backgrounds, and diverse lived experiences. Cognitive diversity 
might not be an intellectual virtue in and of itself, but it is certainly 
instrumental to virtues such as problem-solving capacity or creativity. 
Perhaps, then, there is a distinctly collective form of creativity.

Finally, a more radical approach looks for collective virtues that are 
truly unique in kind, that is, not just a species of the same genus as in-
dividual virtues, but such that individuals cannot have them. Byerly and 
Byerly (2016) propose that solidarity might be an example of such an 
exclusively collective virtue. This, however, isn’t an intellectual virtue. 
A possible example from the intellectual realm involves the qualities of 
a group involved in fostering and cultivating mutual empathetic under-
standing. Michael Hannon (2020) argues that democratic deliberation 
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might be good for an empathetic understanding of other people. Under-
standing others, he writes, requires ‘that we be willing to listen to them. 
More than this, however, it requires the ability to “take up” another 
person’s perspective. We must be able to see the other person’s point 
of view’ (2020, 598). Hannon cites empirical evidence showing that, 
in the right circumstances, groups composed of diverse members who 
engage in deliberation indeed develop stronger empathetic understand-
ing, which subsequently also increases outgroup empathy (Mutz 2006; 
Morell 2010; Grönlund et al. 2017). While mutual empathetic under-
standing might not be a strictly veritistic epistemic goal, it is nonetheless 
an epistemic goal, argues Hannon. It facilitates more accurate opinions 
about other people and is a precondition for rational deliberation, which 
may, in turn, enable better truth-tracking in political, moral, and reli-
gious matters.

Obviously, such mutual empathetic understanding is not a feature that 
individuals can possess. Only groups that are sufficiently diverse and 
that have a structure and culture that facilitate respectful dialogue will 
reap these epistemic benefits. This, then, is reason to think that the fea-
tures that make groups good at cultivating empathetic understanding 
constitute a qualitatively exclusively collective intellectual virtue. Per-
haps, then, we can call it the virtue of mutual empathetic understanding.

In conclusion, the third model for collective virtue presents the pos-
sibility that groups possess intellectual virtues that individuals cannot 
have. Either by having a familiar virtue to a greater degree than any 
individual could – a quantitatively exclusively collective virtue – or by 
having a virtue that only groups can have – a qualitatively exclusively 
collective virtue.

5 Conclusion

I want to close by offering two suggestions for future research on these 
three models for collective intellectual virtue, which can advance this 
new branch of collective epistemology and virtue theory. The first is to 
dive into the issues that I bracketed for the purposes of this chapter: (a) 
whether collective virtues really exist and (b) whether groups can have 
both reliabilist and responsibilist virtues. This requires connecting the 
three models I have outlined and discussed here to the extensive litera-
ture on intellectual virtue. To address (a), a general account is needed of 
when a virtue is a genuinely collective one. Such an account can then be 
compared to the three models and their different versions I have outlined 
above. For (b) we need developed accounts of both reliabilist (Sosa 2007; 
Greco 2010) and responsibilist (Montmarquet 1993; Zagzebski 1996; 
Baehr 2006; Roberts and Wood 2007) virtues, which can then be used 
to identify the conditions which groups must meet in order to possess 
both kinds of virtues. Particularly for responsibilist virtues, which are 
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often held to require virtuous motivation, this might require a further 
account of group motivation.

The second suggestion is to develop the three models in more em-
pirical detail, by looking at research from social psychology, sociology, 
organization science, etc. on group dynamics and performance to iden-
tify the specific and measurable conditions under which groups flourish 
epistemically. The chapters in this volume by Ryan Byerly and Marco 
Meyer already take important steps in this direction. The models as de-
scribed above are largely schematic and leave open questions like: what 
combinations of virtues work together well; which specific vices can pro-
duce which collective virtues; what are good organizational structures, 
cultures, and support systems to cultivate collective intellectual virtues; 
and so on. Even though the concept of collective intellectual virtue is not 
widely used in social science, a lot of extant research may well be highly 
relevant to answering these questions.

Notes
 1 See Fletcher (2018) for the basics of the science and technology.
 2 For these, see the extensive literature on the Condorcet Jury Theorem (Goo-

din and Spiekermann 2018), the ‘Miracle of Aggregation’ (Converse 1990; 
Page and Shapiro 1993), Scott Page’s ‘The Crowd Beats the Average Law’ 
(Page 2008, 209), and information / prediction markets (Wolfers and Zitze-
witz 2004; Tetlock and Gardner 2015; Dana et al. 2019).

 3 See Frey and Šešelja (2020), however, for robustness worries about  
Zollman’s results.

 4 Sloman and Fernbach (2017) similarly argue for a collectivist account of 
cognition.

 5 In practice, it will be nearly impossible to tease these ‘mere interaction’ 
apart from ‘culture and structure’: when two or more people collaborate 
over some period of time, a certain culture and structure inevitably emerge. 
Moreover, culture and structure aren’t separate from individual interaction. 
On the contrary, they manifest themselves through individual interactions 
over time. For analytical purposes, though, it is helpful to focus on structure 
and culture as separate entities with causal influence on a group’s behavior.

 6 I’m inclined to think that a system of sanctions can be construed as an ele-
ment of the group’s structure and culture, but I’m following Miller in listing 
it separately.

 7 See also: https://osf.io.
 8 Syed et al. (2018, Part III) provides a wide range of examples and discussion.
 9 Needless to say, all of the above can conspire to produce vice, too. Stories 

about dysfunctional organizations, cultures of fear, workplace bullying, ha-
rassment, incompetent management, implicitly enforced inequality, silenced 
or smothered voices, etc. are unfortunately all too familiar.

 10 In the already cited earlier paper, Fricker (2010) also used this notion to 
analyze group motivation in order to offer an account of virtuous collective 
motivation as part of a responsibilist account of collective virtue.

 11 Byerly and Byerly (2016) offer further systematic reasons against using the 
theoretical apparatus of joint commitment to analyze collective virtue.

 12 In fact, joint commitment might be more appropriate for analyzing group 
structure. Roles, tasks, responsibilities, and other elements of a group’s 
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structure are usually explicitly discussed and agreed upon by group mem-
bers and, in institutionalized settings, they are often specified in official doc-
uments. This lends itself readily to an analysis in terms of joint commitments 
where group members express their willingness to commit to their respective 
roles and responsibilities in the group while knowing that others have also 
expressed such willingness.

 13 Byerly and Byerly (2016, §3) also explore this suggestion.
 14 Note that the theoretical usefulness of the concept is not uncontroversial 

(see, e.g., Deumert 2014; Pavlenko 2018).
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Bounded Epistemology: Normative Versus Descriptive 
Considerations in Three Models of Collective Virtues

This chapter begins with two evocative examples, on the one hand, the 
collective virtue of the creation of the image of a black hole in 2019 and 
on the other hand, the collective vice of a government falsely accusing 
parents of defrauding the childcare benefit system. I want to interrogate 
these examples to illuminate a normative concept of collective episte-
mology based on bounded human faculties. What’s telling about both 
these examples is the use of technology to enable human epistemic aims 
whether it is the use of algorithms to integrate multiple data sources or 
government dependence on automated decision making. Technologies 
have always enabled humans to go beyond limited faculties and to mit-
igate their biases, whether this is through physical path-creation, the 
physical arrangement of tools (Sterelny 2012), or an international net-
work of radio telescopes (Akiyama et al. 2019). I believe acknowledging 
human-technological systems is key to unlocking normative versus de-
scriptive models of collective epistemic virtues.

Collective human epistemic endeavor comprises of both ‘making the 
best’ of our inherent limits as well as striving for and building better 
knowledge-generating tools and systems. Thus, our theory of collective 
virtues ought to be grounded in a reasonable theory of virtuousness, 
one that only asks of humans what they might possibly achieve and out-
sources the rest to artifacts and methods.

I’m influenced by the work on bounded rationality (Gigerenzer 1991; 
Gigerenzer & Goldstein 1996). In bounded rationality, humans are 
 rational – both justified and accurate – in their decision-making when 
they are within appropriate contexts and information environments, 
that is, ones they have evolved to think about. Gigerenzer argues that 
humans can be very good at reasoning if information is presented, say 
using frequencies rather than probabilities. Perhaps this is because we 
evolved in contexts where mathematical information was available in 
visible quantities (e.g., herds of bison roaming), rather than abstracted to 
concepts such as percentages or likelihoods. I don’t want to get into too 
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much detail on their theory, but I think the main principles (contextual 
virtue) might apply when considering models for epistemic virtues.

Consider the summative model, where a group does well epistemically 
when all or most of its members are epistemically excellent. Addition is 
clearly a fantastic model where agents are facsimiles of each other, and 
able to be reliable and well-motivated, say a fleet of self-driving cars. 
As a collective, Tesla cars gather data about their environments as they 
drive and data about their drivers’ behaviors. Cars provide data for the 
collective good of the fleet. Each car benefits from the addition of the 
data and insights from every other car. There is a collective virtue be-
yond the virtue of each car in the centralized algorithms that integrate 
the data and create models of the world. Teslas suffer none of the prob-
lems of open-mindedness leading to intellectual feebleness. Teslas can 
sense all data of relevance and remain vigilant as this data is processed. 
So, perhaps a summative model is good for artificial agents, where epis-
temic models can be programmed into systems that hold epistemic be-
haviors consistent with normative goals. But, the limits of each human 
and their biases suggest we need a different model to understand virtue 
among humans as well as telegraph what humans ought to do and be 
with technologies.

Humans are diverse and therefore will have different capabilities to 
add to the collective. A group might have virtues that work fine on an 
individual level, but as a collective, amplify group think or prematurely 
reduce innovation. The interaction model supposes that collective virtue 
can be produced by the interaction of individuals without these individu-
als necessarily possessing virtue themselves. If one adopts the motivation 
model of virtue, then this is understandable. I’m not sure if this theory 
bears out in the competence model of virtue. For, surely epistemically 
incompetent teams, even with good motivation, will not drive good col-
lective epistemic outcomes? The models of trust emerging in the business 
management literature may go some way in articulating why both integ-
rity (motivation, character, honesty) and competence (experience, skills, 
reliability) are important in building virtuous trustworthy teams (see 
Connelly et al. 2015).

In my proposed bounded epistemic model, individuals will still need 
to have some virtue in some contexts to contribute to group virtue. Di-
verse human teams will have different virtues useful in different con-
texts. Human teams with the right processes, methods and culture will 
harness these competences when they are needed and deprioritize in-
dividuals when they are ‘out of their depth’ epistemically. For exam-
ple, open-minded people should be prioritized in creative ideation tasks, 
systems- thinkers should be prioritized in analysis and fastidious people 
prioritized in task completion. As de Ridder points out, sometimes the 
vices of individuals might debias the collective – vices being virtuous in 
some cases. Group culture and processes may also make up for individual 
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vice and contexts that are likely to yield vice. Still, if two groups were 
compared and the individuals of one group had more virtue than the 
individuals of another group and both groups had group-wide systems 
to overcome limits; the group with individuals with greater competence 
and integrity would do better epistemically than the group that did not.

Given that humans have always used technology and tools to augment 
knowledge-seeking, it makes sense that the right model of collective vir-
tue ought to be grounded in our best theories of normative epistemol-
ogy and could include emergent virtues that do not reside in individual 
humans or artificial agents alone. Once we are agreed on normative 
epistemic models, then we can seek to implement them, accepting the 
bounded epistemic competence and integrity of humans.
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Jeroen de Ridder’s ‘Three models for “Collective Virtues”’ offers a help-
ful map of a variety of ways one can understand the possibility of epis-
temic collective virtues. His claims are richly supported by his inclusion 
of not only philosophical work on collective virtues, but also interesting 
empirical work offering examples of how certain collective practices and 
social structures can support specific epistemic pursuits undertaken in 
collaborative group contexts.

Importantly, De Ridder sets out to side-step several sticking points 
in the debates concerning the possibility of collective virtues, includ-
ing whether collective epistemic states simply amount to shorthand for 
individual epistemic states, what kinds of groups (if any) can actually 
possess virtues, and what the ultimate nature of virtue amounts to. I 
appreciate de Ridder’s focus on the constructive task of ‘understand-
ing the different things we might mean when we use the language of 
intellectual virtue to evaluate group epistemic performance’ (p. 368), 
as a way of moving forward in coming to understand the role of groups 
and communities (and their social structures) in epistemic practices. If 
in fact in different contexts we mean different things when we appeal 
to collective intellectual virtues, it is likely the case that each model 
de Ridder offers tells us something different about how collectives can 
play a role in epistemic practices and performance, with there being no 
need to settle on one particular model.

De Ridder sets out to articulate three different models of collective 
virtue, all of which seem to have a place in understanding the ways in 
which groups may take part in the virtues of knowing (and the vices). I 
draw attention to just a handful of points in considering the implications 
of these models and where we go from here in the study of collective 
epistemic virtues.

The first model discussed is what de Ridder calls the additive model, 
which expresses the idea that a group ‘does well epistemically when all 
or most of its members are epistemically excellent’ (369). In his gloss, 
de Ridder notes that virtuous individuals who collaborate can exhibit 
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virtuous behavior as a team (369), having stipulated already that the 
focus of his analysis will be on ‘collaborative communities’ where people 
working together to achieve a goal.

There is of course a tendency for those interested in theorizing collec-
tive virtues to downplay the importance of this particular model, though 
it will be an attractive position for those who wish to emphasize the need 
to ultimately understand virtues at an individual level, even while recog-
nizing that we often produce knowledge in groups. But even within de 
Ridder’s description, we can identify both a weak and a strong sense of 
the additive or summative account. This is because he seems to identify 
two different ways in which we might refer to a collective virtue that is 
animated in a high proportion of the collective’s members. In one sense, 
we may claim a collective virtue simply in virtue of the fact that its mem-
bers (or most of them) exhibit the virtue. This might be most weakly 
understood as a metaphorical understanding of a collective virtue. We 
talk as though the group ‘has’ the virtue of being intellectually curious 
because when we look at its members they (or at least most of them) are 
performing their work with intellectual curiosity. Yet de Ridder also 
expresses the additive model in a slightly different way when he suggests 
that ‘Scholars who are individually intellectually perseverant can stimu-
late each other to become even more perseverant when they collaborate. 
An open-minded thinker and an intellectually generous one might make 
a great teaching team, and so on’ (369). This situation suggests a slightly 
stronger model than the initial description, and it is less easy to dismiss 
as just metaphorical talk about collective virtue. It is still an additive ac-
count given that it is the virtuous performance of most of the individuals 
that is leading to the claim that the collective is virtuous in the said ways, 
yet it is because of the collaboration and the interaction between the in-
dividuals that each individual performs even more virtuously than they 
would otherwise. In essence, this latter situation has started to build in 
the important role of interaction that is the central driver of de Ridder’s 
second model (interaction), though it remains additive given the limited 
ways in which it does this.

Though this may seem to be a small distinction I have made here, it 
is noteworthy, given that additive accounts are sometimes pre-emptively 
dismissed by those working on collective virtues. Yet there is something 
to be said for attending to virtuous (not to mention vicious) feedback 
loops between individuals and the collectives within which they are 
working. Though a primary interest may be to get a handle on what we 
mean when we claim collective virtues, the ways in which they can help 
support individual virtuous behavior should not be lost, particularly 
when we admit that there can often be situations of positive feedback 
loops.

The second model de Ridder discusses – the interactive model – 
 emphasizes several different kinds of interaction from which we might 
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understand a collective virtue to emerge without the individual mem-
bers possessing that virtue themselves (or not in the same degree). The 
group’s performance can be improved by members stimulating and chal-
lenging each other, but interestingly this model also captures interaction 
with the group’s structures and culture. Recognizing these as features 
of our communities and institutions rather than viewing them as just 
the context within which individual-to-individual interactions occur is 
an important move towards grasping the significance of collectivities in 
epistemic performance.

More interesting still, in his discussion of the interactive model, de 
Ridder points to ways in which collective virtue could emerge out of 
individual vices. This feature brings with it the potential repercussion 
that in certain circumstances we might actually want individuals to have 
particular intellectual vices that can be balanced out within a working 
team. If this is the case, we might need to reassess how we think about 
individual virtues and vices if we accept that large amounts of epistemic 
work are in fact done in collaborative, community or team settings, with 
the ultimate goal being high-quality epistemic work coming out of the 
team, with little importance given to the individuals’ performances. De 
Ridder draws on several interesting studies here to motivate the claim 
that individual vices might result in a virtuous collective, and at the end 
of his chapter, he calls for the further development of these models to 
include more of such empirical work. This is of course a very large task, 
but it does seem an important one. Ultimately we’ll need to know under 
what circumstances we’d want certain types of virtues displayed in the 
collaborating individuals, and under what circumstances this might be 
less important or even antithetical to the ultimate goal of highly success-
ful collective epistemic work.

De Ridder’s third model presents the possibility of there being some 
emergent collective virtues that have no corresponding individual ver-
sion. He notes that this is the most speculative model, but it is also the 
most provocative, asking us to look hard at what features of a collective 
contribute to epistemic success in different contexts rather than simply 
expanding on accounts of relatively well understood individual virtues. 
The very fact that his account of potential emergent collective virtues 
proceeds cautiously, first making the case for the possibility of ‘quanti-
tatively exclusive collective virtues’, followed by exploring ‘qualitatively 
exclusive’ yet nonepistemic collective virtues, and finally thinking about 
specific forms of epistemic virtues that might properly apply to collec-
tives suggests that although this model may be currently underdeveloped, 
it could have exciting potential to disrupt the intellectual trajectory we 
typically see within epistemology: a trajectory in which discussions of 
collective knowing are added onto a pre-existing individualized scaf-
folding rather than radically rethinking (as least some of) what we need 
in order to collectively know well.
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In sum, the three models de Ridder sets out are interesting of them-
selves, but they also suggest new ways of coming at those core questions 
concerning the nature of and requirements of collective virtues that he 
sidesteps at the outside. For example, I interpret his models as poten-
tially inclusive of each other: they could be, and likely are, embodied 
by some of the same collaborative communities. A community might 
exhibit a certain collective epistemic virtue by way of both the additive, 
and interactive models. However, not all aspects of these models are 
necessarily compatible. If in certain contexts, or if in relation to certain 
goals, we need individuals with various vices in order to obtain an opti-
mal collectively virtuous performance, that will not be compatible with 
the additive model (at least with respect to the particular virtue in ques-
tion), and it may not be compatible with certain other ways in which the 
interactive model articulates the effects of interaction in creating ‘more 
virtue’ from virtuous interaction. I expect this is part of the point of be-
ing capacious in setting out the models; eventually, we need to get clear 
on not just the different things we might mean by collective virtues but 
also what models we need, and in which contexts they apply, in order to 
help us understand a wide variety of our collective epistemic successes. 
Additionally, such understandings can be put to work to help us actively 
design our collaborative teams and communities in ways that can foster 
strong epistemic performance.



Thanks to Kate Devitt and Heidi Grasswick for their thoughtful and 
stimulating comments. They made me see that some of the things I wrote 
must be reconsidered and that other things can be developed in ways I 
hadn’t considered.

Kate Devitt notes how many structured groups with cognitive goals 
make extensive use of technology: simple file-storage systems, work 
management and organization software, advanced monitoring and mea-
surement devices, semiautonomous AI-based solutions that automate 
part of the group’s cognitive labor. Several of the examples I give in my 
chapter illustrate this, as does Devitt’s own chapter in this volume.

Such technological ‘scaffolding’ can be integrated into all three of my 
models. In the additive model, technology can support or enhance an 
individual’s cognitive performance so that she comes to possess intellec-
tual virtues she wouldn’t have had without technological scaffolding. In 
science, for example, depositing one’s data in a shared repository forces 
researchers to collect and structure their data with more rigor and care-
fulness than they otherwise might have. A natural starting point for 
thinking through this is extant work on extended cognition. The second, 
interactive, model also has room for technological scaffolding – I already 
mention this possibility briefly when I discuss interaction with structure 
in Section 3.3. Technology can correct for human error and compen-
sate vice, as well as enable, promote, or even enforce intellectually vir-
tuous behavior. For the third, emergent, model I unfortunately can do 
no better than to acknowledge the possibility that technology may give 
rise to exclusively collective intellectual virtues in both the quantitative 
and qualitative sense. It certainly seems plausible that a collective with 
sophisticated technological support can exemplify a degree of intellec-
tual carefulness and accuracy that is unattainable at the individual level. 
Arguably, the Event Horizon Telescope I mention at the beginning of my 
chapter is an example. Whether there are also examples of qualitatively 
novel scaffolded collective virtues remains to be seen.

Devitt’s example of a fleet of Tesla cars also raises the fascinating 
possibility of analyzing complex multi-agent technological systems in 
collective virtue-theoretic terms. This would necessitate recalibrating 
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the concept of intellectual virtue: while the reliabilist virtue concept – 
virtues conceived as reliable faculties – might apply fairly straightfor-
wardly to technological systems, it’s far from clear that the same goes 
for responsibilist virtue – acquired intellectual character traits for which 
one is (partly) responsible and which involve proper motivation. Space is 
lacking to explore this idea in depth here, but it’s an intriguing sugges-
tion that deserves further research.

Devitt worries that my suggestion under the interaction model that 
properly organized interactions between individuals who lack intellec-
tual virtue might nonetheless produce virtue at the collective level is 
implausible. That’s fair: we certainly shouldn’t expect any old interac-
tions between incompetent individuals to produce collective virtue. But 
even so, incompetence comes in degrees and lacking intellectual virtue 
does not equal incompetence. The thought behind that version of the 
interaction model is that cleverly orchestrated interactions between indi-
viduals who lack individual virtue might nonetheless produce epistemic 
excellence at the collective level. This is especially true when these inter-
actions take place in a collective structure or culture that promotes intel-
lectual virtue. Arguably, the Mathematical Tables Project is an example 
of a case where relatively incompetent individuals nonetheless produce 
exceptionally reliable outcomes, exactly because they are embedded 
in a carefully designed system of rules and procedures that eliminates 
mistakes.

Heidi Grasswick’s perceptive remark that I may have run together a 
weak and a strong version of the additive model is spot on. My take 
on this is as follows. We can distinguish – at least analytically if not in 
 practice – between (i) a situation where the collectively virtuous outcome 
is the sum of individually virtuous contributions where the individuals in 
question would have behaved virtuously regardless of whether they form 
part of the group (a weak sense), and (ii) one in which the outcome is still 
the sum of individually virtuous contributions but where the individual 
virtues are manifested – or manifested to a greater extent – as a result of 
the presence of other (virtuous) individuals (the strong sense).

Although the strong version of the additive model might now appear 
very similar to the mere interaction model, there is a crucial difference. 
The starting point for the additive model is that all group members are 
individually virtuous. On the mere interaction model, in contrast, the 
thought is that individually nonvirtuous group members begin to show 
intellectually virtuous behavior because of their interactions with other 
group members. I will readily admit that this difference might be very 
hard to detect in practice: it may not always be clear whether and to 
what extent an individual possesses intellectual virtues outside the con-
text of a collaborating team. Even so, I believe the distinction is helpful 
as it shows that individual virtue may not be a necessary condition for a 
group possessing collective virtue.
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Finally, I agree that the relations between the three models deserve 
further exploration. Grasswick is definitely right that one and the same 
group might exemplify two or more models at the same time. All indi-
viduals on a team may be open-minded, as a result of which the team 
behaves open-mindedly (additive model). Perhaps those same team mem-
bers are a bit sloppy individually, but they adhere strictly to the team’s 
standard operating procedures, as a result of which the team’s work is 
meticulous (interactive model). In fact, these procedures might be so rig-
orously followed that the team as a whole exemplifies a level of meticu-
lousness that no individual could ever attain (emergent model). In other 
cases, versions of the three models do exclude each other. Grasswick 
rightly notes that groups with nonvirtuous team members – let alone 
vicious ones – cannot exemplify the additive model. Similarly, when a 
group’s culture or structure is primarily responsible for its collective vir-
tue (as in the third version of the interaction model), the additive model 
as well as the other two versions of the interactive model are ruled out. 
Since the emergent model posits exclusively collective virtues, it is in 
principle compatible with different distributions of virtues or vices at the 
level of individual group members and hence with the other two models. 
Canvassing these interrelations between the models in more detail and 
in relation to specific virtues (and vices) remains an important follow-up 
project to what I’ve done here.
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1 Introduction

Moments before Lion Air Flight 610 crashed into the Java Sea with a 
dramatic loss of life, its pilots frantically searched the jet’s handbook in 
an effort to understand why its nose suddenly pushed down. Working 
through checklist after checklist amid a growing number of alarms, they 
never found the information. An official investigation into the causes of 
the crash later determined that the pilots could never have found what 
they were looking for. Boeing, which produces the 737 Max jet the pilots 
were flying, had deliberately omitted crucial information about the flight 
control system from the manual—a decision that turned out to be part 
of wide-ranging cost-cutting measures (Komite Nasional Keselamatan 
Transportasi 2019). Five months after the Lion Air crash, the pilots of 
an Ethiopian Airlines 737 Max jet saw the nose of their plane unexpect-
edly push down, and they, too, were unable to find relevant information 
about the flight control system. Their plane crashed as well.

Even before these two disasters, 737 Max pilots had complained that 
they “lacked the knowledge” to operate the plane (Fallows 2019). It has 
since emerged that insufficient documentation is only the tip of the ice-
berg. The tale of the 737 Max crashes is a story of epistemic vice through 
and through. At the center of that story is Boeing, the world’s largest 
aerospace company, whose “culture of concealment” is currently the 
target of an investigation led by the U.S. House Committee on Trans-
portation and Infrastructure (“House Committee” hereafter) (House 
Committee on Transportation and Infrastructure 2020, 3). In a report 
of its preliminary findings, the House Committee accuses Boeing not 
just of failing to provide pilots with proper documentation, but also of 
withholding “crucial information” from customers and federal regula-
tors (p. 3). Internal communications obtained by the committee further 
reveal that Boeing ignored several whistleblower complaints and safety 
warnings issued by its technical pilots and quality assurance officers. 
Aviation analysts have in fact described Boeing’s attitude leading up to 
the 737 Max crashes as “arrogant” (Gelles et al. 2019, para. 21), and 
while they do not use the term, from what they write it is clear that this 
arrogance is at least partly epistemic.

13 Real-Life Collective 
Epistemic Virtue and Vice
Barend de Rooij and Boudewijn de Bruin
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Epistemic arrogance is a canonical epistemic vice: a character trait 
that obstructs the realization of such epistemic goods as knowledge, 
understanding, and wisdom.1 While the concept of epistemic vice has 
proved useful in analyzing the epistemic state of individuals, philoso-
phers have only recently begun to apply it to collective entities such as 
work teams, boards of directors, committees, or even to entire corpora-
tions. We think this move is fully justified by the role collectives play in 
the economy of knowledge and belief. They are not just the site of beliefs 
in their own right, as when we say that Boeing believes its planes to be 
safe. More than that, they are key in the transmission of beliefs, as when 
a pilot relies on Boeing for proper documentation.

But what does it mean to say that Boeing was arrogant?
This chapter critically examines extant theorizations of collective epis-

temic virtue and vice. It lays out certain conceptual problems and pro-
poses ways of overcoming these problems. We argue for what could be 
called a functionalist account according to which epistemically virtuous 
groups are organized so as to function as epistemically virtuous agents. 
On the view we defend, an epistemically virtuous organization typically 
has three components: it exhibits organizational support for virtue; it 
has organizational remedies against vice in place; and it matches the 
individual virtues of employees to the organization’s functions, for in-
stance in hiring decisions. Organizations may manifest collective epis-
temic vice if they fail to enact a corporate structure that is virtuous in 
this way. One key aim of this chapter is to illustrate the practical real-life 
relevance of an approach to collective virtue epistemology, which is also 
conceptually and empirically sound. We therefore spend considerable 
time investigating Boeing’s epistemic corporate culture (de Bruin 2020).

2 Collective Epistemic Virtue and Vice

Epistemic virtues are features that make us excellent qua producers and 
consumers of epistemic goods, such as knowledge, understanding, or wis-
dom. By contrast, epistemic vices obstruct the realization of these epis-
temic goods. Virtue epistemologists disagree somewhat over the nature 
of these features. For virtue reliabilists such as Ernest Sosa (2007) and 
John Greco (2010), epistemic virtues comprise all stable dispositions that 
reliably produce true beliefs. Prime examples of reliabilist virtues include 
such cognitive faculties as sense perception and reliable memory. Virtue 
responsibilists such as Lorraine Code (1987) and Linda Zagzebski (1996), 
on the other hand, characterize epistemic virtues primarily as the charac-
ter traits that mark an excellent knower. In this picture, an epistemically 
virtuous knower not only reliably forms true beliefs, but also cultivates 
such epistemically virtuous character traits as honesty, open-mindedness, 
and intellectual courage. Cultivating these traits requires that we are 
moved by virtuous epistemic motives, such as love of wisdom.
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While the literature on epistemic vices has only recently emerged (see, 
e.g., Baehr 2010; Battaly 2014, 2016; Cassam 2016, 2019; de Bruin 
2015), they are typically conceived of as the inverse of epistemic vir-
tues. Thus, epistemic vices may include such unreliable faculties as poor 
vision and obstructive character traits as closed-mindedness, overconfi-
dence, or hubris.

We not only attribute epistemic virtues and vices to individuals, we 
also regularly attribute them to groups. We commend, for instance, the 
International Consortium of Investigative Journalists (ICIJ) for its dis-
play of intellectual courage, or we reproach the financial service pro-
viders whose misconduct the consortium unmasked as careless and 
dishonest. As intuitive as we find it to use the language of virtue and vice 
to talk about groups, the metaphysical status of these attributions is far 
from straightforward, though. Are we merely using a linguistic shortcut 
to talk about the features of its members, or do we say that the group 
exhibits these features qua group?

Summativists are poised to answer that group features reduce to indi-
vidual features, and so that groups lack these features as subjects in their 
own right.2 On a basic summativist analysis, group G exhibits virtue or 
vice V only if a sufficient number of its members exhibit V. If the ICIJ con-
sortium is a courageous institution, summativists maintain, this is because 
its individual journalists display the virtue of courage (in speaking truth 
to power, say). Since this entails that only individuals can be the proper 
subject of virtues and vices, summativists hold that the most we can do 
when we attribute these traits to groups is make summary reference to the 
traits of its individual members. We would be mistaken if we believed, for 
instance, that the ICIJ is the seat of courage as a subject in and of itself.

Summativism enjoys a great deal of initial plausibility. It meshes well 
with the widespread conviction that individual agents are the basic ex-
planatory units of all social phenomena (the doctrine of methodological 
individualism). Moreover, it is clearly correct as an account of at least 
some collective virtues; for when we praise our group of students for 
their diligent work ethic, we really do appear to praise the character of 
our individual students.

Yet summativism often oversimplifies the relation between a group 
and its members. Consider Reza Lahroodi’s (2007) example of a group 
that is collectively narrow-minded even though it is for the most part 
composed of individually open-minded members. We could think of the 
board of directors of an aerospace company. As individuals, these board 
members are open-minded about such things as aerospace innovation, 
and they are disposed to give reasonable innovative ideas a fair hearing. 
Collectively, however, the board is not so disposed. The board believes 
the company’s market position is sufficiently secure not to invest in inno-
vation, and so when innovation comes up as a topic in the boardroom, it 
often dismisses these ideas without giving them fair consideration.
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Lahroodi’s case is construed in such a way that if we were to tally the 
number of individually narrow-minded directors, we would come up 
empty. He observes that a summativist should conclude that the board is 
not collectively narrow-minded either (i.e. that the board is not narrow- 
minded qua group). This, he claims, seems wrong, as the board routinely 
rejects innovative ideas out of hand. Lahroodi therefore contends that 
summativism is incorrect as a general account of group epistemic virtue 
and vice: we cannot always analyze such traits as mere sums of the traits 
possessed by individuals.3

Perhaps a sophisticated summativist may be able to account for Lah-
roodi’s example, for perhaps it is not individual virtues we should tally, 
but other individual features. Yet a growing number of philosophers take 
examples of Lahroodi’s kind to motivate the search for nonsummativist 
accounts of collective virtue and vice (e.g., Fricker 2010). Nonsummativ-
ists claim that the members of a group sometimes interact in such a way 
that they form collective agents whose properties are distinct from the 
properties exhibited by these members themselves.4 In other words, they 
hold that groups can be more than, or at least different from, the sum of 
their parts, as Lahroodi’s example illustrates.

A leading nonsummativist account of group agency is due to Margaret 
Gilbert (1989, 2013). According to Gilbert, some groups form what she 
calls plural subjects, with intentions, beliefs, and other agential features 
of their own. These plural subjects are instantiated when two or more 
individuals jointly and openly commit to upholding these features as 
a body (Gilbert 2013, 32). The journalist members of the ICIJ, for in-
stance, form a plural subject of the intention to uncover fraud to the ex-
tent that they jointly and openly commit to investigate fraud and money 
laundering as a body, or as one. Gilbert seems to intend her notion of 
doing something as a body, or as one, to be read metaphorically, as she 
does not believe that plural subjects literally possess a body of their own. 
What she thinks is that the parties to a plural subject coordinate their 
actions so as to emulate a single body; hence the spirit of methodological 
individualism is preserved.

Gilbert (2013) is clear that plural subjects are irreducibly collective 
entities because the constitutive joint commitments do not reduce to 
personal commitments. This opens up a logical space in which these 
commitments diverge: you can be jointly committed to narrow-minded 
practices, even if you are personally committed to being open-minded, 
just as in our example. The technical details of Gilbert’s argument need 
not detain us here, but it may be helpful to point out that the difference 
between these two types of commitment is brought out by normative ex-
pectations accompanying them. When you personally commit to some-
thing, you can unilaterally rescind the commitment whenever you like. 
You do not owe it to anyone to follow through on your commitment. 
But if you committed to something jointly with others, you and the other 
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members of a resulting plural subject incur obligations towards each 
other. No member has the standing to rescind these joint commitments 
unilaterally; they can only be rescinded (without violating social norms) 
if everyone agrees. Joint commitments are, that is, intrinsically other- 
involving, and this is why we cannot perform a summative reduction of 
these commitments to personal ones.

While Gilbert’s account can help us understand how groups could 
instantiate properties their members lack individually, Lahroodi doubts 
that it provides a fully viable model for collective virtue and vice. The 
problem, he claims, lies in Gilbert’s requirement that joint commitments 
be open, or transparent, to all parties involved. Gilbert indeed holds 
that one of the prerequisites for being jointly committed to something 
is that the members of the plural subject have expressed to each other 
their willingness to be so committed, thereby signaling acceptance of the 
content of the commitment in question. As Lahroodi argues, however, 
this lacks plausibility when it comes to virtue and vice. A group can be 
open-minded, he thinks, even if its members do not know that it is open-
minded, let alone have openly committed to open-mindedness; what 
matters is only its disposition to give a fair hearing to contrary ideas.5

There are various ways of responding to Lahroodi’s concerns. Miranda 
Fricker (2010), for instance, argues that there is no special philosophical 
puzzle in holding that plural subjects can manifest epistemic virtues or 
vices none of its members are aware of. They may simply fail to know 
that the traits to which they have jointly committed count as virtuous or 
vicious. Just as some individuals manifest the virtue of modesty without 
knowing that they could be adequately described as modest, so the mem-
bers of a plural subject may be jointly committed to routines, values, 
or procedures without knowing that these features constitute virtuous 
or vicious traits. The directors of our aviation company, for instance, 
need not be aware of having committed to narrow-mindedness, under 
that description. Our version of Lahroodi’s example is more plausibly 
construed as involving a positive commitment to maintaining the cor-
poration’s legacy, which happens to have the unhappy consequence of 
reducing investments in research and development.6

Still, various problems with a plural subject approach remain.7 For 
one, it is unclear whether Fricker’s response will satisfy critics such as 
Lahroodi. While Fricker is arguably correct that the members of a plural 
subject need not construe the trait they have jointly committed to as 
virtuous or vicious for it to have the relevant virtue or vice, they do, on 
a Gilbertian analysis, need to have somehow expressed a willingness to 
be committed to the trait in question. You might think that even this 
requirement is too strong. In Lahroodi’s words, it simply does not seem 
totally felicitous to claim that members “have to jointly accept to exer-
cise a trait for the group to have a trait” (p. 292); there are many groups 
that, on the face of it, exhibit traits that their members have not accepted 
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to exercise. Negligence may be a case in point, if it is thought that a re-
luctance to accept any commitments toward safety and diligence makes 
a group negligent.

Another issue concerns the empirical adequacy of a plural subject 
approach. We often attribute virtues and vices to universities, multi-
national corporations, NGOs, and other large collectives that may be 
composed of thousands of members, many of whom will never interact. 
Boeing, for instance, has over 150,000 employees across 65 countries. 
It has three business divisions, and dozens of offices and manufactur-
ing plants. Supposing that Boeing suffers the vice of arrogance, as some 
analysts maintain, is it really plausible to claim that its employees have 
all jointly expressed to each other a readiness to commit to arrogant 
qualities?

In light of these concerns, we may want to turn to an alternative non-
summativist analysis of group agency. We suggest that a functionalist 
analysis of group agency provides a way of modeling collective epis-
temic virtues and vices that is particularly promising if you are driven by 
real- life practical concerns. On a functionalist analysis, groups possess 
agency insofar as they are systems that function as agents.8 Christian 
List and Philip Pettit (2011) illustrate this using a classic belief–desire 
model of agency. An agent, List and Pettit argue, is a system that exhibits 
three features: it has beliefs about what the world is like; it has desires 
as to how the world should be, and it has the capacity to act on these de-
sires on the basis of these beliefs. Individual human persons satisfy these 
conditions, but so do many other systems, including robots, animals, 
and, List and Pettit maintain, some groups. A business organization, 
for instance, typically has desires (say, to maximize profits), beliefs (say, 
about market conditions), and the capacity to produce and sell goods or 
services on the market in order to realize these desires.

According to List and Pettit, the relationship between a group and its 
members is one of supervenience, so there cannot be a difference qua 
group-level beliefs, desires, and other features without there being a dif-
ference qua features possessed by individual group members (taking the 
procedure by means of which these individual features are aggregated 
into account). Accordingly, functionalism does not militate against 
methodological individualism. Crucially, List and Pettit argue that the 
members of a group can realize group agency in various configurations. 
There are many conceivable aggregation functions taking us from indi-
vidual to group beliefs and desires, and numerous ways in which groups 
could act on these beliefs and desires. A group could use majoritarian 
voting methods, for instance, but it could also choose to adopt a dictato-
rial Chief Executive Officer (CEO).9

The crux of List and Pettit’s nonsummativism lies in the multiple re-
alizability of group-level features. On a functionalist analysis, the same 
group beliefs and desires can be produced by different aggregation 
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functions and/or on the basis of different individual input beliefs and 
desires. When a corporation fires one employee, for instance, these input 
beliefs and desires marginally change, but that change need not translate 
into changes at the group level. Since different aggregation functions 
and inputs to these functions can produce the same group-level results, 
List and Pettit conclude that it is frequently impossible to perform a 
summative reduction of group-level features to individual features. In 
such cases, groups are the bearer of their features as subjects in their 
own right.

If this shows that groups can function as agents, the question remains 
whether they can function as epistemically virtuous or vicious agents. 
In a response to Lahroodi, Todd Jones (2007) answers affirmatively.10 
Functionalists maintain that groups can be organized to realize various 
cognitive processes (including belief-forming processes). But “[i]f groups 
can have cognitive processes,” Jones writes, then “they can have better 
and worse working cognitive processes and thus exhibit epistemic vir-
tues” (p. 441). Indeed, once we view groups as functional kinds, we must 
conclude that “there are many different ways for groups to have epis-
temic virtues” (p. 447). And, we might add, epistemic vices too. This is 
because there are many different ways in which groups can be organized 
to implement cognitive functions. Of the many different conceivable ag-
gregation functions, which take us from individual to group attitudes, 
that List and Pettit (2011) allow for, some are conducive to the group’s 
epistemic ends, while others obstruct it. The same goes for the decision 
procedures the group uses to translate these attitudes into action.

The challenge, then, is to identify those organizational structures 
within which group members combine so as to function as an agent that 
exhibits a collective epistemic virtue or vice. Despite the work by Jones, 
this is still largely an open task. In the section that follows, we build on 
earlier work by De Bruin (2015) and take a closer look at the epistemic 
misconduct disaster at Boeing.11

3 Case Study: The Boeing 737 Max Disaster

As we suggested in the previous section, organizations can function as 
epistemically virtuous or vicious agents in many different ways. One 
reason for this is that organizations can exhibit a wide variety of what 
Peter French (1979) calls corporate internal decision structures (CIDs). 
CIDs comprise responsibility flowcharts that determine the hierarchi-
cal relationships between the organization’s members, and corporate 
decision recognition rules that determine the mechanisms by which 
corporate decisions are made. Often anchored in corporate charters, 
articles of association, and other official documents, these flowcharts 
and recognition rules assign particular roles to the members of an orga-
nization and determine the rights and duties associated with these roles. 
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For example, CIDs determine the conditions under which someone is 
authorized to speak on behalf of the organization, but also fix inter-
nal hierarchies and how beliefs and decisions are aggregated within the 
organization.

De Bruin (2015) has argued that CIDs are important loci of corporate 
epistemic virtue or vice. An epistemically virtuous organization, on this 
view, is structured such that its responsibility flowchart and corporate 
decision recognition rules together produce a tendency towards epistem-
ically virtuous behavior and against vice. The CID of an open-minded 
organization, for instance, will dispose that organization towards taking 
contrary ideas seriously. For this to work optimally, organizations must 
satisfy three conditions. First, epistemically virtuous organizations must 
ensure that group members exhibit the virtues required by their roles 
within the organization (virtue-to-function matching). Secondly, these 
organizations must encourage the exercise of these virtues by provid-
ing a supportive environment (organizational support for virtue). And 
finally, epistemically virtuous organizations must include safeguards 
against epistemic vice (organizational remedies against vice). While 
epistemically virtuous organizations typically realize all three of these 
conditions, a failure to realize any one of them can obstruct the epis-
temic ends of an organization and thus produce epistemically vicious be-
havior.12 To demonstrate the practical relevance of our approach when 
it comes to understanding epistemically vicious behavior in collectives, 
we now turn to the recent case of Boeing.

4 Background

Boeing is the largest aerospace company in the world, producing com-
mercial and military airplanes as well as rockets, satellites, and secu-
rity and defense systems. Founded in 1916, it has an impressive track 
record. Its bombers played a crucial role in deciding World War II; its 
747 Jumbo Jet revolutionized the mass tourist industry; and its contri-
butions to space travel include NASA’s first probe to circle the moon as 
well as part of the rockets NASA later used to land astronauts on the 
moon.

Boeing’s most famous accomplishment is, however, the Boeing 737. It 
was the best-selling jet in aviation history, until two crashes of its newest- 
generation model, the 737 Max, killed 346 people in 2018 and 2019. 
At the time of writing this chapter, Boeing’s chief rival—the European 
conglomerate Airbus—has overtaken sales of the 737 with its A320, and 
sector analysts predict that the 737 is unlikely to catch up anytime soon.

Some historical and technical background is important. Boeing 
launched the first two generations of 737 jets in the 1960s and 1980s, 
and faced little competition from rival manufacturers until Airbus intro-
duced its A320 in 1987. By the 1990s, it became clear that Boeing had a 
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problem on its hands, as many of its long-time clients showed significant 
interest in Airbus. To remain competitive, Boeing therefore introduced a 
third-generation 737, the 737 Next Generation (NG), with greater fuel 
capacity, an updated cockpit, and more seats—ten years after Airbus’s 
A320. As it turned out, however, A320 sales far surpassed sales of the 
737NG, and in the mid-2000s, analysts therefore believed that Boeing 
should make a more radical move and design an entirely new aircraft 
(Thomas 2006).

Boeing postponed decision-making on whether or not to design a 
new jet for years, and in 2010 it was again Airbus that made the first 
move. Airbus decided against developing a new plane, but chose to refit 
the A320 with more fuel-efficient engines. This practice is known as 
re-engining.

Under the impression that Airbus had misread the markets, Boeing 
dismissed the viability of re-engining. The head of Boeing’s commercial 
airplanes division thought that Airbus’s re-engining was financially un-
wise, and would lead to “a plane that carriers didn’t really want,” and 
so, he thought, Boeing “could wait until the end of the decade to produce 
a new plane from scratch” (Gelles et al. 2019, para. 13). Boeing’s then-
CEO James McNerney likewise stated that “the leader in the clubhouse 
is the all-new aeroplane” (Weitzman 2011, para. 5).

Boeing was entirely wrong. Oil prices were surging, and carriers did 
want more fuel-efficient engines, and they wanted them fast. So when 
one of Boeing’s biggest clients, American Airlines, announced in 2011 
that it would move part of its business to Airbus, Boeing was forced 
to reverse course (Odell 2011). Yet by that point, Boeing’s ignoring 
evidence about consumer preferences had cost it precious time. While  
Airbus had been successful in re-engining the A320, Boeing’s 737 Max 
suffered, as we saw, two dramatic crashes shortly after entering service 
in 2017. It is important to understand what happened from a technical 
perspective.

Unlike its predecessors, the engine of the 737 Max is attached for-
ward on the wings rather than suspended under the wings. This forward 
engine placement creates particular aerodynamic challenges. With too 
much power to the engine, the plane’s nose may go up, increasing the 
so-called angle of attack (AOA), which is the angle between the wing 
and the flow of air. A certain AOA is needed to lift the plane, but if a 
plane exceeds the optimum AOA its lift will suddenly decrease because 
the air no longer flows smoothly along the wings but becomes turbulent, 
a condition called stall.

Stalling is dangerous. If your paper airplane goes up too steeply, it 
does not get very far but falls, like a stone, and crashes. Since any air-
craft is at risk of stalling, commercial aircraft have sophisticated stall 
control systems in place. Although the technical details of the 737 Max’s 
stall-prevention systems are still under investigation, a key component 
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seems to be a software package called the Maneuvering Characteris-
tics Augmentation System (MCAS), which receives information from an 
AOA sensor close to the jet’s nose, and pushes the nose down when the 
critical AOA is exceeded. Flight data indicate that MCAS received false 
input from the AOA sensor. It wrongly suggested the plane was about 
to stall, and therefore automatically pushed the nose down, crashing the 
plane (House Committee on Transportation and Infrastructure 2020). 
AOA sensors are prone to malfunction, exposed as they are to low tem-
peratures and lightning, and they are sometimes installed incorrectly. 
But Boeing made its stall-prevention system rely on only one AOA sensor 
in the re-engined 737.

5 Virtue-to-Function Matching

At the moment of writing this chapter, there seems to be a fair degree 
of consensus among experts suggesting that the decision to rely on one 
AOA was a key—and human—error explaining the two crashes. But 
who took that decision? Some observers have said the 737 Max was 
“designed by clowns who are in turn supervised by monkeys” (Bushey 
and Stacey 2020). This brings us to the first element of corporate vir-
tue: virtue-to-function matching. Any organization has numerous goals. 
Boeing has the ambition to be the primary choice among pilots. One of 
its slogans was: “If it’s not Boeing, I’m not going.” It wants to develop 
first-rate technology. It wants to maximize profits for its shareholders, 
and many other things. Achieving these goals involves accomplishing 
a wide variety of tasks. The design and construction of a wing, for ex-
ample, requires modeling the aerodynamics of the wing and applying 
the materials science behind the composites involved in building the 
wing. It involves the know-how of technicians who assemble the wing, 
and the expertise of testers who determine whether the wing is safe and 
functions as intended. It also requires patent lawyers who scrutinize the 
project for any liabilities. Moreover, before the project even starts, ac-
countants must draft budgets.

In technology-intensive industries, most jobs have substantial epistemic 
components. Knowledge (information) must be collected, engineered, 
stored, processed, evaluated, shared with colleagues, communicated to 
the workforce, and so on. The thought behind virtue-to-function match-
ing as the first component of an epistemically virtuous organization is 
that these different types of epistemic work are facilitated by different 
epistemic virtues. The virtues of curiosity and wonder facilitate new in-
sights through experimentation, engineering, modeling, and reflection. 
Humility and temperance help evaluate the relevance and reliability of 
new information. Sharing and communicating information is an exer-
cise in epistemic generosity. And storing information requires attentive-
ness and care.
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No organization can hope to find members that score high on each of 
these epistemic virtues. Some persons are curious and creative, others 
more attentive or generous. To reliably achieve the various epistemic 
ends of an organization, management should therefore ensure that 
the members of that organization have the epistemic virtues required 
by their roles and responsibilities within the organization. While this 
may be difficult to contest conceptually, empirical practice is often 
complicated.13

The most widely studied function in business scholarship is that of the 
managing director or CEO of a firm. The CEO is the firm’s key repre-
sentative vis-à-vis its owners (shareholders) and other stakeholders, and 
must have a clear view of the firm’s long-term strategy. The CEO is the 
first and foremost decision maker of the firm and bears the main respon-
sibility for its decisions.

So let us turn to James McNerney, at the helm of Boeing between 
2005 and 2015. A day after McNerney announced his departure at Boe-
ing, the prominent aerospace industry analyst Richard Aboulafia (2015) 
contributed an insightful profile to the respected American business 
biweekly Forbes. Although Aboulafia opens with the observation that  
McNerney pleased Boeing’s shareholders, he reprimands him for leaving 
a “toxic legacy” (para. 2). Aboulafia details how McNerney’s concern 
for shareholder interests led him to move production to new facilities, 
and cut pensions and salaries: “Taking away pensions at a time of record 
sales is a terrible way to motivate workers to go the extra mile” (para. 6).

The question to ask is whether McNerney’s epistemic character traits 
matched his function as a CEO. Aboulafia thinks not. McNerney had no 
prior experience with aviation when he started at Boeing. His previous 
job was CEO at 3M (think Post-Its and face masks). But as Aboulafia 
says: “If a CEO comes from a different industry and doesn’t try to learn 
what makes aviation distinct, he’s likely to apply a one-size-fits-all tem-
plate” (para. 8). And indeed, like many American companies, 3M had 
faced increasingly intense competition from low-cost countries, which 
arguably justified the drastic methods McNerney had deployed to ensure 
the firm’s survival. But aviation is a very different industry, with only 
two major global players and precious little competition from outsid-
ers. In such a market, Aboulafia says, “[a]n experienced and motivated 
workforce … is the most important asset a company has” (para. 10, 
emphasis ours).

Several commentators do indeed implicate an inexperienced and un-
motivated workforce in the safety lapses at Boeing’s manufacturing 
plants and its poor handling of the crashes (Gelles 2020; Kitroeff and 
Gelles 2019). Yet we want to be cautious and avoid suggesting a direct 
link between suboptimal virtue-to-function matching—McNerney’s 
lack of curiosity about the aviation industry—and the 737 Max disas-
ters. We believe that corporate epistemic virtue requires more than that.
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6 Organizational Support for Virtue

Besides ensuring virtue-to-function matching, an epistemically virtuous 
organization should strive to create and maintain an environment that 
is sufficiently conducive to epistemic virtue in which employees should, 
among others, feel free to ask questions, share knowledge, criticize each 
other, and investigate things. In such an environment, senior employees 
will have to pay attention to what juniors say, openly acknowledge the 
value of their input, and should not be above changing their minds on 
the basis of this input. In short, epistemically virtuous organizations 
should have a system of incentives (in the broadest sense of the word) in 
place to stimulate and support epistemically virtuous behavior.

The earlier claim that the 737 Max was “designed by clowns who 
are in turn supervised by monkeys” is surely hyperbole. But reports 
in the media and official investigative findings provide ample evidence 
that the 737 Max was designed and produced in a decidedly subopti-
mal epistemic environment. For example, it appears that the commercial 
pressures at Boeing obstructed the creativity and innovativeness of its 
engineers. Here are some examples from the congressional hearings and 
media reports. Engineers were requested to deliver technical drawings 
at “double the normal pace” (para. 8), and “sloppy blueprints” (para. 
29) were delivered by “rushed designers” (para. 29; Gelles et al. 2019). 
Engineers were forced to make as few changes as possible to the aircraft 
so as to minimize the need for new pilot training (as this would make the 
plane less attractive to prospective buyers who would have to pay for the 
training). This was felt as considerably frustrating their creativity: “there 
was so much opportunity to make big jumps, but the training differences 
held us back” (ibid., para. 38). Rather than harnessing the virtues of its 
engineers, Boeing held them back.

Information sharing was minimal and discouraged throughout design 
and production processes. When the plane was finally constructed, Boe-
ing was highly reluctant to share information with pilots, who report 
not understanding particular signals, and finding no relevant explana-
tion in-flight manuals (Fallows 2019). Even prior to the crashes, pilots 
complained about “[p]oor training and even poorer documentation” 
(para. 52) and a lack of information about “the highly complex systems 
that differentiate [the 737 Max] from prior models” (para. 64), with 
the result that they “lacked the knowledge” (para. 84) required to fly 
the plane safely (Fallows 2019). In fact, information about MCAS, the 
software system implicated in both crashes, was missing from the manu-
als altogether. Boeing reasoned that since MCAS would operate “in the 
background” (para. 47) pilots would not need to be briefed on it (Gelles 
et al. 2019).

To be sure, organizational support for epistemic virtue does not re-
quire that everyone knows everything. You do not need to understand 
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Linux code to use the operating system responsibly. But in this case, we 
are talking about pilots, who were confronted with alarm signals their 
documentation failed to explain to them during a flight.

The House Committee called this a “culture of concealment” (House 
Committee on Transportation and Infrastructure 2020, 3). This culture 
also manifests itself in other areas. A key form of organizational sup-
port for epistemic virtue is that people can speak freely, without fear of 
repercussions.14 Only if employees can be confident that they can talk 
to superiors without the risk of losing their jobs or being relocated will 
they speak frankly. Instead of encouraging its employees to report on 
safety issues, Boeing swept safety issues under the rug and concealed 
them from regulators. Boeing employees did bring forward various whis-
tleblower complaints to the effect that superiors actively discouraged 
them from reporting manufacturing errors and other safety violations. 
But they were discouraged from doing so, and some faced retaliation 
when they did. Quality managers who noticed that defective parts were 
installed in planes were told not to worry and removed from projects if 
they persisted.

Perhaps Boeing’s most lamentable decision was making its MCAS 
flight control system rely on a single AOA sensor, as mentioned earlier. 
Employees expressed doubts about “whether the system was vulnerable 
to malfunctioning if a single sensor failed” as early as 2015 (Gelles and 
Kitroeff 2019, para. 6). For reasons that are not entirely obvious, their 
concern received no uptake, although it seems likely that Boeing under-
played the danger of an MCAS failure to ease certification procedures 
(Gates 2019). While these procedures should have served as a check on 
the adverse epistemic conditions at Boeing, preliminary investigative 
findings suggest they failed to act as an effective remedy against Boeing’s 
epistemically vicious tendencies. This brings us to the last element of 
organizational epistemic virtue.

7 Organizational Remedies Against Vice

Organizations must offer supportive environments to enable epistem-
ically virtuous individuals. Most of us are no virtue epistemic super-
heroes, though, and hence organizations must also have remedies in 
place that mitigate the effects of epistemic vice. These remedies can be 
implemented at various levels within an organization. An illustrative 
example of a macro-level remedy shows how organizations can pro-
tect themselves from adopting one-sided or biased views. An employee 
or team has invested considerable time and resources in developing a 
plan for a new product, and presents it to a decision maker within the 
organization—the “boss.” What will the boss do? In many organiza-
tions, bosses decide by themselves, and give the project the green light, 
or not.
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Looks good? Not from a virtue epistemological point of view. A pro-
cedure like this is asking for corporate narrow-mindedness. At the level 
of the corporation, only one side of the story is listened to: the story 
that puts the project in favorable light. The boss could do much better 
by asking some person or team with no stakes in the project to come up 
with as many arguments against the project as possible, and then, with 
the pros and cons in hand, decide.

Organizing opposition or dissent is an essential macro-level remedy 
against various epistemic vices. There is always a risk of being overconfi-
dent about a project you are invested in, of rushing to conclusions, or of 
narrow-mindedly ignoring evidence that suggests a more downbeat view 
of your plan’s prospects. There will always be team members who do 
not share relevant information as extensively as necessary. People make 
mistakes, are forgetful, and succumb to sunk-cost fallacies and continue 
working on a project even after they see that it is not really worth the 
investment any longer. To mitigate these and other biases, organizations 
have to develop remedies such as organizing dissent.

One form of dissent that lies at the heart of the aviation industry 
centers on independent governmental bodies regulating the industry. 
In the United States that mandate falls on the Federal Aviation Ad-
ministration (FAA), whose setup and underlying rationale resemble the 
Securities and Exchange Commission and the Food and Drug Admin-
istration. Boeing employees are in close contact with the FAA at all 
times. There are good reasons for this: designing an airplane is costly, 
so you do not want to go through the entire design process only to 
learn that the FAA refuses certification. But the preliminary House 
Committee report suggests that Boeing and the FAA may have gotten 
much too close. A central point of concern is to do with authorized 
representatives. These are people employed and paid by Boeing, but 
tasked to represent the interests of the FAA. Email and WhatsApp 
conversations show that these representatives nudged the FAA into ac-
cepting the view that MCAS, the flight control system, would merely 
be a “speed trim function,” not requiring additional certification and 
pilot training (House Committee on Transportation and Infrastructure 
2020, 3, n. 16). The FAA agreed.

Who pays the piper calls the tune? Whenever sharing your knowl-
edge comes at a cost to yourself or your employer, conflicts of interest 
are likely to arise. Authorized representatives are not alone here, wit-
ness elaborate codes of conduct managing conflicts of interests in health 
care, financial services, accountancy, engineering, and many other pro-
fessions. If effective remedies are in place that guarantee objectivity and 
epistemic independence, many of these potential conflicts can be averted, 
and authorized representatives were indeed shaped into one of Boeing’s 
key devices to organize dissent. They were, that is, a key remedy against 
epistemic vice.
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The House Committee report strongly suggests, however, that this 
remedy dramatically failed. Not only did authorized representatives mis-
construe the flight control system to the FAA, they also failed to inform 
the FAA of various safety concerns. For instance, they did not warn 
the FAA that Boeing sold aircraft with inoperative devices meant to de-
tect AOA discrepancies, although that problem was known internally as 
early as 2015. When Boeing finally set about fixing this fault in its AOA 
indicator software in 2017, an authorized representative signed off on 
Boeing’s plan to postpone the required software update to 2020, again 
failing to inform the FAA. And perhaps most damningly, they concealed 
crucial safety information during the plane’s development. One autho-
rized representative questioned the safety of relying on a single AOA sen-
sor in internal communications, but that concern was brushed aside and 
not reported to the FAA. Moreover, it turns out that several authorized 
representatives were aware of a Boeing analysis showing that pilots had 
at most 10 seconds to respond to unusual signs from the flight control 
system, and that a failure to act accordingly could be “catastrophic” 
(House Committee on Transportation and Infrastructure 2020, 3). But 
they never shared this knowledge with the FAA. At these and other junc-
tures, Boeing’s authorized representatives could have counteracted the 
epistemic misconduct that was generated by the commercial pressures 
under which Boeing was producing the 737 Max. By failing to do so, 
they instead let vice run rampant.

8 Conclusion

In this chapter, we have critically examined extant conceptualizations 
of collective epistemic vice and virtue, and we have defended our own, 
functionalist account. Following this approach, collective vice and vir-
tue are instantiated when groups are organized so as to function as an 
epistemically virtuous or vicious agent. While the ways in which group 
agents can enact virtuous or vicious corporate structures no doubt vary, 
we have singled out three elements of such structures: virtuous organi-
zations ensure that group members have the epistemic virtues required 
by their role within the organization (virtue-to-function matching); they 
provide organizational support for these virtues; and they enact reme-
dies against epistemic vice.

Correspondingly, organizations can collapse into an epistemic vice if 
they fail to enact a corporate structure that is virtuous in this way. In or-
der to illustrate this, we presented a case study of Boeing’s epistemic con-
duct surrounding the crashes of two 737 Max jets in 2018 and 2019. We 
showed how Boeing’s leadership appears to have lacked some of the vir-
tues required of corporate decision makers; how commercial pressures 
generated an environment that was not conducive to epistemic virtue; 
and how Boeing’s remedies against vice failed to offset these pressures. 
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None of this is to say that the two deadly crashes are entirely to blame 
on epistemic problems. But collective epistemic vice undoubtedly played 
a part.
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Notes
 1 We do not mean to take a firm position on the nature of epistemic vice in 

this chapter. That is why, for present purposes, we have deliberately selected 
this rather broad characterization of epistemic vice that is loosely based on 
Cassam’s (2019) definition of epistemic vice.

 2 The term summativism is due to Quinton (1975). See Gilbert (1989) for 
discussion. Fricker (2010), Lackey (2016), and Gilbert (1989) prefer the 
term summativism. Lahroodi (2007) uses individualism, and List and Pet-
tit (2011), eliminativism, all with subtle distinctions. We use summativism 
without privileging any of the extant views.

 3 Lahroodi’s case amounts to a virtue epistemological version of what Lackey 
(2016) calls divergence arguments in her discussion of group justification.

 4 Lahroodi (2007) uses the term anticorrelativism instead of nonsummativ-
ism. List and Pettit (2011) prefer realism about group agency, with subtle 
distinctions.

 5 Driver (2001) individuates a class of vices of ignorance that we are necessar-
ily unaware of having (if we have them). Cassam (2019) similarly identifies a 
range of stealthy vices.

 6 Our construal of Lahroodi’s case is meant to be plausible. Anticipating our 
later discussion: Boeing has reportedly resisted fully embracing computer-
ized flight control technology for decades, believing pilots prefer to be in 
charge at all times. Its main competitor Airbus has installed extensive com-
puter technology in aircraft since the early 1980s (Gelles et al., 2019).

 7 For a critical discussion of Fricker, see Byerly and Byerly (2016), Cordell 
(2017), and Konzelmann Ziv (2012).

 8 Many functionalists believe that functioning as an agent simply is what it 
means to be an agent. Similarly, we believe that groups that function in a 
virtuous or vicious way really do have group-level virtues or vices—they are 
not simply as-if virtues or vices.

 9 See de Bruin (2018) for an analysis of aggregating quantitative, financial 
judgments in the boardroom.

 10 Byerly and Byerly (2016) also appeal to a functionalist analysis when they 
argue that corporate virtues and vices are multiply realizable: a group can 
replace one or more of its members without thereby losing its virtues or 
vices.

 11 We depart from existing work on corporate virtue that applies virtue the-
oretical insights to organizational practice, but focuses on moral virtue 
(see, e.g., Gowri, 2007; Moore, 2005, 2015; Sandin, 2007). Earlier virtue 
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epistemological work in the context of business covered individual epistemic 
virtues (de Bruin, 2013).

 12 It is not our ambition to provide a conceptual analysis of corporate virtue. 
As such, we remain agnostic about the necessary and sufficient conditions 
for corporate virtue. However, the factors we identify—the presence of 
virtue- to-function matching, organizational support for virtue, and rem-
edies against epistemic vice—tend to be sufficient for corporate virtue in 
typical real life cases.

 13 Further, it may not always be easy to link specific tasks to corresponding vir-
tues. We follow Jason Baehr’s (2011, p. 21) meticulously argued taxonomy 
here.

 14 Fricker (2020) discusses a similarly vicious organizational culture, at the 
BBC.
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Getting More Out of Our Epistemic Vices

Summativism is the view that epistemic groups instantiate virtues and 
vices when a critical mass of their members do so. If epistemic virtues 
and vices scale up in this way, then collective virtues can be cultivated 
straightforwardly by cultivating those same virtues in constituent mem-
bers. Barend de Rooij and Boudewijn de Bruin rightly reject summativ-
ism in favor of the view that groups instantiate epistemic virtues and 
vices when they function as epistemically virtuous or vicious agents. 
They argue that the functioning of an epistemic group depends not 
only on the behavioral tendencies of its members, but on the organi-
zational structures that influence how its members interact. This is an 
important insight, but, as De Rouij and De Bruin recognize, the mul-
tiple realizability of virtues (and vices) presents new challenges to the 
project of promoting collective epistemic virtues. The three strategies 
they propose— virtue-to-function matching, organizational support for 
virtue, and organizational remedies against vice—strike me as plausible 
candidates. And they do an admirable job of showing how Boeing’s fail-
ure in all three respects contributed to their 737 Max disaster.

My aim in this commentary is not to undermine the strategies that De 
Rouij and De Bruin propose, but to point to a possible blind spot in their 
strategic approach more generally. Their approach, it seems, is to opti-
mize the epistemic functioning of groups by maximizing and leveraging 
the virtues of their memberships. Virtuous organizations should design 
and implement policies, norms, and incentives that promote the epis-
temic virtues of their constituent members and mitigate their epistemic 
vices. On this view, the virtues and vices of a collective’s membership 
don’t scale up, but they do trickle up to the group level under the right 
organizational circumstances. We might call this a virtue harnessing ap-
proach. What it misses, in my view, is the potential that groups have to 
harness the epistemic vices of their members. This approach depends on 
what Smart calls our Mandevillian intelligence, which consists of “Cog-
nitive and epistemic properties that are typically seen as shortcomings, 
limitations or biases at the individual level [that] can, on occasion, play 
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a positive functional role in supporting the emergence of intelligent be-
havior at the collective level” (Smart 2018, p. 4171). There are epistemic 
vices that neither scale up nor trickle up from individuals to groups, but 
instead function completely differently when manifested in solitary and 
group settings. Let’s review a few cases.

De Rooij and De Bruin discuss Lahroodi’s (2007) example of a 
narrow- minded group made up of open-minded members, but they 
don’t discuss the opposite situation of open-minded groups with closed-
minded members. This is not only a live possibility, but an empirical 
reality. Most of us are closed-minded to one extent or another, which 
explains our susceptibility to a host of cognitive biases, including the 
pervasive confirmation bias. This disposition has epistemically deleteri-
ous effects on our reasoning in solitary settings: it can prevent us from 
properly justifying true beliefs and duly correcting false beliefs. On the 
other hand, Mercier and Sperber (2011) argue that its manifestation in 
dialogical conditions leads to a beneficial division of cognitive labor: 
every view under discussion gets tested by those who are most apt to 
find its faults (i.e., those who disagree with it), and defended by those 
who are most apt to find evidence in its favor (i.e., those who agree 
with it). There’s no one better to check our closed-mindedness than 
other closed-minded interlocutors. This is why, Mercier and Sperber 
claim, many of the biases that individuals exhibit when reasoning in 
isolation get drastically diminished, or disappear altogether, when bi-
ased minds reason together. Indeed, they claim that our biased minds 
evolved precisely because they led to our species’ considerable Man-
devillian intelligence.

Collective deliberation is not an epistemic silver bullet, however. It is 
capable of opening our minds only when there is considerable diversity 
in the views under discussion. Deliberation within doxastically homog-
enous groups tends only to intensify our biases, leading to polarization, 
overconfidence, and belief perseverance. Consequently, De Rooij and 
De Bruin are quite right to emphasize that “Organizational opposition 
or dissent is an essential macro-level remedy against various epistemic 
vices.” But dissent can be difficult to maintain within an organization. 
Convergence toward a consensus is often a good thing, but not when 
it happens before every view has a fair and thorough hearing. And so-
cial cascades are constantly threatening to prematurely collapse view-
point diversity. One possible safeguard against this form of groupthink 
is the inclusion of overconfident group members who privilege their 
own views over the contributions of others (Bernardo and Welch 2001; 
Zollman 2010). Of course, these individuals should not be epistemically 
unreachable, but just confident enough to break up cascades that would 
foreclose discussion on what should be live options. In short, overcon-
fidence and belief perseverance can be collective epistemic assets when 
they precede deliberation, rather than resulting from it.
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I have little doubt that De Rooij and De Bruin’s virtue harnessing strat-
egies are conducive to the epistemically virtuous functioning of collec-
tive agents. My plea is only to expand the space of possibilities to include 
some vice harnessing strategies that facilitate a group’s Mandevillian 
intelligence. One such strategy might be to promote and support ad-
versarial deliberation among closed-minded, sometimes overconfident, 
group members.
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Barend de Rooij and Boudewijn de Bruin aim to extend virtue (and vice) 
epistemology into an analysis of the epistemic dispositions possessed by 
groups. In their chapter, they focus on the epistemic vices that (they 
claim) contributed to two deadly aircraft crashes. Multiple failings by 
Boeing, aimed at speeding certification for the aircraft involved in both 
crashes and at keeping the cost of the planes low, resulted in corners 
being cut with disastrous consequences. De Rooij and de Bruin argue 
that these failings were at least partly epistemic: they included failures to 
share information with the regulators and arrogance about beliefs held. 
De Rooij and de Bruin hold, in addition, that these epistemic failures 
should be seen as manifestations of genuinely collective epistemic vices.

I am agnostic on whether groups like corporations can helpfully be 
conceptualized as possessing epistemic virtues and vices. There’s no bar-
rier in principle to such ascription: I share the view that such states should 
be analyzed as functional states, and groups can certainly possess such 
states in principle. The issue for me is empirical: are such groups really 
constituted in the right way for such conditions to be realized? While 
there may be more than one way to meet these conditions, it’s likely that 
possession of these states will require that the group be constituted such 
that it has sensors of some kind by which information is received, inter-
nal processing mechanisms, and further mechanisms for outputting the 
transformed information, and that it possesses these mechanisms qua 
group. At minimum, that seems to require a high degree of integration 
at the processing stage. I doubt many groups satisfy these conditions, but 
some might. Perhaps Boeing (or, more plausibly, some decision-making 
group within Boeing) satisfies these conditions.

I am, however, deeply resistant to the idea that we should expect cor-
porations to manifest the virtues in the way de Rooij and de Bruin call 
for. While they reject summativism, the view that talk of group virtues 
can best be understood as mere shorthand for the virtues of (key) indi-
viduals, nevertheless they do see the genuinely collective virtues they 
ascribe as in some manner depending on individual virtues. While they 
deny that an epistemically open-minded organization must be composed 
of epistemically open-minded individuals, they nevertheless believe that 
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group-level virtue depends on individual-level virtue. For them, epis-
temically virtuous organizations must have some way of ensuring that 
“group members exhibit the virtues demanded by their roles within 
the organization” (emphasis added). This is a claim they repeat several 
times, in slightly different terms: it must be the case that “the members 
of that organization have the epistemic virtues required by their roles 
and responsibilities within the organization.” Boeing, they say, failed to 
“harness the virtues” of its engineers; it did not sufficiently resemble one 
of those organizations that provide “supportive environments to enable 
epistemically virtuous individuals.” Nor did its CEO manifest the epis-
temic virtues. I am skeptical that we should ask or expect those within 
an organization to manifest the virtues.

Perhaps in an ideal world, we might make such a demand of employ-
ees. In the actual world—the world on which, I take it, they hope to have 
an impact—such a demand should be rejected.

We already expect individuals to subject themselves to the often ar-
bitrary and dictatorial rule of what Anderson (2017) calls the “private 
government” of employers. More and more, employees are policed by 
their employers outside the workplace as well as within. Within the 
workplace, their time, their dress, and their behavior are tightly con-
trolled. We should not also ask them to behave virtuously. That would 
represent a further creep of the corporation into our mental lives that 
should be resisted. As employees, we have duties, moral and legal, to our 
employers and to one another. We should resist anything more demand-
ing than the requirement that we act in accordance with these duties.

We shouldn’t, for example, expect employees to be open-minded in 
appraising proposals, or intellectually generous. Open-mindedness and 
generosity may be great things (or they may not; see Levy 2002; Levy 
and Alfano 2020). But they depend on freedom of thought that is at odds 
with the hierarchical nature of employment and on a commitment we 
should not ask of workers. In an ideal world, a world in which labor is 
not alienated, we might make such a demand of one another, but that is 
not this world.

CEOs are a different matter. They are controllers, not the controlled, 
and I have no qualms in asking them to manifest the virtues. Neverthe-
less, I am deeply skeptical we’ll make a dent in the kinds of problems 
that motivate de Rooij and de Bruin that way. There is, of course, wide 
variation in how ethical CEOs are, but we should recognize few of them 
are likely ever to be exemplars of virtue. Typically, neither members of 
the pool of potential CEOs nor the boards of organizations that appoint 
them have any genuine interest in even minimal decency, and looking to 
them for better behavior is always going to be a futile exercise.

Employees should not be expected to turn over any more of their men-
tal lives to corporations than they already do and CEOs will not become 
virtuous any time soon. We do far better to ensure genuinely effective 
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regulation of how corporations behave than to attempt to inculcate the 
virtues. We need proper protection for whistleblowers, regulators who 
are genuinely independent of the industry they regulate, mechanisms to 
shut the revolving door between industry, government, and oversight. 
We also need effective sanctions for those that violate the regulations. 
These kinds of measures are far more likely to be effective at minimizing 
the harms that corporations do than any attempt at inculcating the vir-
tues in their members.
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When complex organizations fail, it can be challenging to determine 
which of their component parts fall short. Take the Dutch Tax and Cus-
toms Administration, a crucial player in the “child benefits scandal” that 
forced the Dutch government to resign in January of 2021, and which 
made headlines even in the New York Times (Erdbrink, 2021). Tasked 
with overseeing the distribution of childcare benefits, the organization is 
also responsible for discovering cases of fraud among beneficiaries. It is 
at this task that the organization failed spectacularly, wrongly accusing 
thousands of vulnerable parents of making fraudulent claims and requir-
ing them to pay hefty fines.

After a parliamentary inquiry into the child benefits scandal vigor-
ously condemned the “unprecedented injustice” done to the families 
involved (Parliamentary Committee of Inquiry, 2021), Prime Minister 
Mark Rutte was quick to apologize for “mistakes … made on all levels” 
(Erdbrink, 2021). And indeed, the causes of the tax authority’s failing 
are manifold. Politicians gave the organization a strong mandate to un-
cover fraud, contributing to its zealotry. Institutional biases hindered the 
organization’s working procedures. Case administrators, legal profes-
sionals, and other government employees were swept up in the organiza-
tion’s performance-oriented culture, wrongly deciding numerous fraud 
investigations.

Given this complexity, it would be too easy to blame the scandal on a 
single party. The government has rightly accepted accountability, but the 
actions of individual employees have also come under scrutiny. Govern-
ment workers, critics have argued, must “sharpen their moral compass” 
(van den Berg et al., 2021). We venture to say that cultivating the epis-
temic compass should get priority.

What would we recommend more concretely? In our chapter, we dis-
tinguish three independent sources of corporate epistemic virtue. First, 
individuals should have the epistemic virtues that match the roles they 
play. Second, organizations should support the exercise of epistemic vir-
tue. And third, organizations should remedy epistemic vice.

According to Neil Levy, we should not ask employees to manifest 
epistemic virtue, except “[p]erhaps in an ideal world.” We agree with 
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Levy that where employee–employer relationships suffer the repressive 
consequences of hardnosed hierarchical management views, exhorting 
employees to virtue may be as cynical as it is useless. However, our 
evaluation of working conditions generally leads us to a more opti-
mistic appraisal of the benefits of stimulating corporate virtue the way 
we envisage it. In fact, we think that corporate epistemic virtue dif-
fuses the sharper edges of hierarchy; that is, corporate epistemic virtue 
guards against what Levy calls the “creep of the corporation in our 
mental lives.”

To appreciate this, it is important to recall that our view of corporate 
epistemic virtue entails not only a recommendation to match virtues to 
functions, but also a recommendation that organizations seeking corpo-
rate epistemic virtue put in place support for epistemic virtue and rem-
edies against epistemic vice. While Levy appears to suggest otherwise, 
the kind of measures he mentions are exact examples in which support 
and remedies are absent: insufficient whistleblower protection, lack of 
regulator independence, the revolving door—they all stand in the way of 
exercising open-mindedness, love of knowledge, epistemic justice, and a 
host of other epistemic virtues. Better regulation, then, stimulates corpo-
rate epistemic virtue by facilitating the exercise thereof (De Bruin, 2021).

But should we sometimes advise epistemic vice? It seems we should. 
One of the Members of Parliament who brought the problems at the Tax 
Office into the spotlight has been portrayed in the media as narrow- 
mindedly obsessed with the case. He was often characterized as a 
nuisance whose overly critical questions threatened to derail effective 
government (Klaassen, 2021). Nevertheless, his narrow-minded focus 
was essential in raising awareness about the scandal among other Mem-
bers of Parliament, paving the way for parliament-led corrective action.

We therefore agree wholeheartedly with Steven Bland’s suggestion 
that the epistemic vices of group members can be conducive to collec-
tive virtue as well. When particular epistemic vices contribute to col-
lectively beneficial outcomes, it is a good idea to try and use them to 
their maximum potential. In earlier work, one of us used research on 
CEO overconfidence to illustrate this point. We take the opportunity 
to summarize it briefly. It is well known from the economics and busi-
ness literatures that firms tend to hire overconfident CEOs. Prima facie 
that does not make sense from an orthodox expected utility maximizing 
point of view, and Hirshleifer and colleagues describe this observation, 
a little hyperbolically, as a the “biggest puzzle raised by existing research 
on managerial beliefs and corporate policy” (2012, p. 1459). Their orig-
inal solution? Overconfidence in CEOs benefits a company, as they are 
greater innovators. Balanced by a more reticent and cautious CFO and 
other directors, the “visionary” CEO leads the firm to great heights.

But how far should we go? Ultimately what mix of epistemic virtue 
and vice, and what forms of support for virtue and remedy against vice 



De Rooij and De Bruin’s Response 423

will be needed is an empirical question, which De Bruin (2015) has 
started answering on the basis of recent work in behavioral finance. 
Overconfident CEOs may be good innovators, but there is equally high- 
caliber evidence that CEO overconfidence may have a negative impact 
on shareholder value and corporate investment decisions (Malmendier 
and Tate, 2005). When an organization aims to harness the vices of its 
members, then, it must be careful to ensure that this strategy promotes 
its intended target.
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Questioning is an integral part of our lives. It features in our social in-
teractions in myriad ways, allowing us to connect and coordinate with 
each other in public and in private. Questioning arises across cultures, 
histories and social contexts, binding us to common goals, establishing 
common ground, allowing us to challenge and provoke, and serving as 
a vital tool in the search for new and useful information. Of course, it 
plays an important role in philosophy too, a discipline that famously 
‘begins in wonder’ (Plato, Theaetetus 155d and Aristotle, Metaphysics, 
Book 1A, 982b12). After all, philosophers wouldn’t get very far if they 
failed to move beyond wonder and start asking questions. In short, ques-
tioning is familiar, indispensable and ubiquitous.

Despite its significance for both philosophy and everyday life, limited 
philosophical attention has been paid to questioning. Only in the latter 
half of the twentieth century has there been any sustained philosoph-
ical inquiry into the nature of questions or questioning and much of 
this work has focused on the formal logical or linguistic analysis of 
questions (Prior and Prior 1955; Åqvist 1965; Belnap and Steel 1977; 
Karttunen 1977; Hintikka 1983; Ginzburg 1996; Higginbotham 1996; 
Groenendijk 1999; Aloni 2005; Jaworski 2009; Ciardelli 2010). This 
has undeniably provided valuable insights but the logical and linguistic 
analysis of questions captures only one aspect of an expansive phil-
osophical landscape in which questioning operates as an epistemic 
practice.

In this chapter, I offer an account of questioning as an epistemic prac-
tice. I approach this by providing a genealogical account of questioning, 
inspired by the genealogical account of knowledge presented by Craig 
(1999). The genealogical approach serves, in the first instance, as a basis 
for establishing and evaluating the descriptive claim that questioning 
is an epistemic practice. In the second instance, it provides the impetus 
for normative analysis of questioning. In both cases, the genealogical 
approach helps to elucidate the social role and function of questioning. 
As the title indicates, this leads to an account of the social virtue of ques-
tioning. I conclude the chapter with a brief discussion of the prospects 
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for a contemporary epistemology of questioning in which I seek to high-
light, in particular, its significance at the intersection of social and virtue 
epistemology.

1 What is a practice

Questioning is an epistemic practice. In order to understand what this 
means, we must first interrogate the notion of practices, in general, and 
then ask what makes a practice epistemic. The notion of practices, in 
general, has attracted attention in contemporary academic discourse 
across a range of disciplines including philosophy, sociology, political 
science, psychology and anthropology (this has been labelled the ‘Prac-
tice Turn’ (Schatzki 2001)). Within this diverse literature, the notion of 
practice has been given various and sometimes conflicting characteri-
sations. Commenting on the varied interpretations found in the litera-
ture, Rouse (2006) observes, “[P]ractices range from ephemeral doings 
to stable long-term patterns of activity” (p. 499). Nonetheless, a central 
feature of most, if not all theories of practice is the identification of prac-
tices as activity based. As Schatzki (2001) writes, “[M]ost thinkers who 
theorize practices conceive of them, minimally, as arrays of activity” (p. 
11). Practices are essentially constituted by activities and it is primarily 
on this basis that they are distinguished from theories.

Take an everyday example, say, the practice of holding a door open 
for the person entering a building behind you. This practice is primarily 
constituted by the action of holding open the door. Without this action, 
no amount of theorising about the practice will bring it into existence as 
a practice. Moreover, the notion of a practice extends beyond the per-
formance of an individual action. Practices incorporate the repetition or 
reiteration of an action or set of actions over a sustained period. If a door 
is held open only once and the action is never repeated, no practice of 
holding doors open can be said to exist. Determining exactly how much 
repetition or reiteration is required for a practice to emerge is a topic for 
a more detailed study. It will suffice here to note that practices are more 
than individual actions.

Similarly, a practice requires more than the unreflectively coordinated 
actions of groups of individuals; individuals must be acting together or 
cooperating in some meaningful sense. If doors were held open at ran-
dom without the basic aim of easing passage into buildings, then the 
holding open of doors could not be called a practice. As such, while a 
practice may incorporate or be akin to a custom or habit, practice theo-
rists typically extend the notion beyond custom or habit arguing, in par-
ticular, that practices are defined by the common goals towards which 
the actions involved are directed (Barnes 2001; Turner 2001). A set of 
coordinated actions with no common goal, such as the aimless holding 
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open of doors, will not amount to a practice (although it may amount 
to a custom or habit). Practices are sets of activities that arise among 
groups of individuals with common goals.

Such groups typically constitute a society or community. Practices 
are, therefore, importantly social. The practice of holding doors open 
is a prime example; it serves as a means of structuring and coordinat-
ing interactions between members of a community. The social context 
thus plays an important role as a basis for practices. MacIntyre (1981) 
emphasises this in his work on moral and political practices: “[B]y a 
‘practice’ I am going to mean any coherent and complex form of so-
cially established cooperative human activity” (p. 175). Practices serve 
as a means of organising and structuring social spaces and interac-
tions. Without this social context, the notion of practice makes little 
sense. If you have ever visited a country where there is no practice of 
holding doors open and have nonetheless attempted to engage in it, 
you will have experienced the significance of the societal uptake of 
practices first-hand.

This social basis does not preclude practices being enacted in private. 
Indeed, many practices are performed by individuals operating outside 
of an explicitly social context, including spiritual practices, such as med-
itation or prayer. These practices nonetheless arise out of and in response 
to a social context that supplies the parameters for their performance in 
private. While ostensibly taking place in private, individuals engaging in 
a practice such as mediation or prayer are still operating under, and are 
therefore constrained by, the social context in which the practice origi-
nally emerged. Several key ideas from the practice theory literature can 
thus be brought together to arrive at a broadly uncontentious account 
of practices: practice is a socially established set of activities directed 
towards common goals.

2 What makes a practice epistemic

Questioning is not merely a practice; it is an epistemic practice. In or-
der to determine what makes a practice epistemic (and so what makes 
questioning an epistemic practice), it will be useful to briefly character-
ise ‘the epistemic’ in general terms. This is often done in contemporary 
epistemology by providing a characterisation in terms of a collection of 
states or goods, including, at least, true belief, justification, information, 
knowledge, and understanding. This approach picks out an intuitively 
coherent set of ‘epistemic goods’. As Baehr (2011) comments, “[W]hile 
more could be said to demarcate epistemic ends from other kinds of 
ends, the basic distinction should be intuitive enough” (p. 209). I will 
adopt this intuitive approach and treat ‘epistemic’ as a catch-all term for 
a collection of states or goods, including, at least, true belief, justifica-
tion, information, knowledge and understanding.
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We can feed this characterisation of the epistemic into the account of 
practices already given. A practice is a socially established set of activi-
ties directed towards common goals. The goal-directedness of practices 
is an important feature. In particular, practices can be demarcated by 
reference to the goals at which they aim. Spiritual practices, for exam-
ple, aim at distinctively spiritual goals, such as enlightenment or com-
munication with the divine. In much the same way, epistemic practices 
have distinctively epistemic goals; they aim at epistemic goods, such as 
true belief, justification, information, knowledge and understanding. It 
is directedness towards these epistemic goals that makes a practice an 
epistemic practice.

This strategy of demarcating practices in terms of goals has been ad-
opted throughout the literature. Alston (1989), for example, comments, 
“[A] doxastic practice can be thought of as a system or constellation of 
dispositions or habits…each of which yields a belief as output” (p. 5). 
Here, a doxastic practice is characterised in terms of the goal of belief. 
Similarly, Roberts and Wood (2007) state, “[I]ntellectual practices aim 
intrinsically at such goods as understanding… acquaintance, and con-
firmation of beliefs” as well as “the justification and warrant of beliefs” 
(p. 117). Once again, intellectual practices are characterised in terms of 
the intellectual goals at which they aim.1 Likewise, epistemic practices 
aim at epistemic goals and are distinguished from other practices on 
this basis. An epistemic practice is a socially established set of activities 
directed towards common epistemic goals.

3 What makes questioning an epistemic practice

We now have an account of practices and an account of what makes 
any particular practice an epistemic practice: a practice is an epistemic 
practice just in case it constitutes a socially established set of activities 
directed towards common epistemic goals. We can thus interrogate the 
claim that questioning is an epistemic practice according to three defin-
itive criteria: (1) Is questioning socially established, (2) Is questioning 
activity based, (3) Is questioning directed towards common epistemic 
goals. The answer to each of these questions is yes. In order to provide 
support for this, I will sketch out a genealogical account of question-
ing. A full-bodied genealogical account would require significantly more 
space than is afforded here but the following sketch will nonetheless 
helpfully elucidate both the social nature and function of questioning. 
In turn, this will lead to an account of the social virtue of questioning 
and its significance at the intersection of social and virtue epistemology.

Before proceeding, a terminological point will be helpful. I will 
characterise the social domain in which questioning takes place as an 
epistemic community. An epistemic community consists of a group of 
individuals that produces, shares and consumes epistemic goods, such as 
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information, knowledge and understanding. Epistemic communities are 
a central feature of human life and progress. As observed by Goldman 
(1999), “[A] hallmark of human culture…is to enhance the social fund 
of knowledge by sharing discovered facts with one another” (p. 103). 
Throughout history, epistemic communities have arisen and flourished 
on increasingly grander scales. The epistemic communities of ancient 
Athens and Rome produced and nurtured intellectual advancement 
through the exchange of ideas and innovations by means of oratory and 
written records. The fifteenth-century epistemic community of Europe 
expanded dramatically as a result of the invention of the printing press 
and the subsequent Printing Revolution. In its contemporary manifes-
tation, the epistemic community is, in essence, a global one with the 
advent of the World Wide Web taking centre stage in the increasingly 
rapid rate of information exchange.

Notably, in all these cases, the epistemic community does not consist 
merely in a network of epistemic goods and epistemic agents, however 
large: epistemic communities are dynamic. In order to constitute an epis-
temic community, epistemic goods must be exchanged between members. 
This exchange of epistemic goods – beliefs, information, knowledge, etc. 
– forms, shapes and sustains our epistemic communities. We “enhance the 
social fund of knowledge”, as Goldman puts it, “by sharing discovered 
facts with one another” (p. 103, emphasis added). Crucially, within an 
epistemic community, the exchange of epistemic goods is frequently facil-
itated by the asking and answering of questions. It is this important role, 
then, that will be elucidated by a genealogical account of questioning.

4 The genealogy of questioning

A genealogical account of questioning examines the role or function of 
questioning in our epistemic communities. In essence, it is an account of 
why people ask questions. Answering this is key to identifying question-
ing as an epistemic practice. Examining the nature of a thing in terms of 
its function, moreover, is an approach familiar across both philosophical 
and scientific disciplines. Biologists, for example, typically identify the 
heart in terms of its function of pumping blood around the body. Func-
tionalists, within the philosophy of mind, argue for the same approach 
to the mind.

Within epistemology, this function-based approach has been ad-
vocated by Craig in his influential book, Knowledge and the State of  
Nature (1999). Craig proposed that an investigation into the function of 
the concept knowledge would yield important insights into the nature of 
knowledge itself. Thus, he argues:

There seems to be no known language in which sentences using 
‘know’ do not find a comfortable and colloquial equivalent. The 
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implication is that it answers to some very general needs of human 
life and thought, and it would surely be interesting to know which 
and how.

(Craig 1999, 2)

In essence, Craig’s genealogical account examines why the concept 
knowledge has emerged in human societies and what purpose it serves. 
An equivalent approach, in the case of questioning, looks promising 
given, as already noted, the ubiquity and social nature of the practice. 
Questioning features in our social interactions in myriad ways. It spans 
cultural and linguistic boundaries and operates within a wide variety of 
diverse and distinct social contexts. Questioning has, moreover, been 
a feature of human social interactions since the beginning of recorded 
history and, one may well imagine, extending into prehistory. A gene-
alogical account of questioning thus offers a promising route to under-
standing the social nature and function of questioning as an epistemic 
practice. To arrive at this account, it will be helpful to look at the gene-
alogical account of knowledge in more detail.

Craig (1999) begins his genealogical account of knowledge with a 
thought experiment. He imagines a society in which the concept ‘knowl-
edge’ does not yet exist. He then asks why such a society would de-
velop the concept and what function it would have. In answer to these 
questions, Craig focuses on the role that knowledge ascriptions play in 
identifying individuals who possess information within a community. 
He argues that a key concern for members of any community is the 
possession of true beliefs. Consequently, communities require sources of 
information by which they can form true beliefs. Firstly, Craig acknowl-
edges the sources of information that people have at their immediate 
disposal, including their perceptual and mental faculties. Secondly, he 
highlights the advantages of being able to consult and utilise the faculties 
of others. If I am unable to see what’s around the next corner, I can rely 
on the people walking in front of me to determine whether or not there 
are dangers ahead. As Craig puts it, “the tiger that Fred can see and I 
can’t may be after me and not Fred” (1999, 11).

With the significance of these secondary information sources in 
mind, Craig proposes that the concept of knowledge would emerge in 
the society of the thought experiment as a means of identifying useful 
sources of information. Thus, he argues, “the concept of knowledge is 
used to flag approved sources of information” (1999, 11). Picking Fred 
out as someone who knows a lot about the local tigers is a useful way of 
identifying him as a good source of information about the local tigers 
and, therefore, as a good candidate for leading the trek through the 
jungle. According to Craig’s genealogical account, knowledge ascrip-
tions are a means of identifying good informants within an epistemic 
community.2
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As noted earlier, epistemic communities are dynamic. They do not 
merely consist in networks of good (or bad) informants but require the 
exchange of epistemic goods between informants in order to form, per-
sist and grow. It is by shifting perspectives on the Craigian account of 
knowledge, then, that we can develop a genealogical account of ques-
tioning. Indeed, both accounts begin with the very same thought exper-
iment. Imagine a society in which the practice of questioning did not 
exist, then ask why the practice would emerge in such a society and what 
purpose it would serve. This small but significant change in perspec-
tive forces us to appreciate the dynamism of the epistemic community 
in Craig’s original account. There is limited value in using knowledge 
ascriptions to flag good informants, if one cannot go on to access and 
ultimately benefit from the information that they have. Questioning is 
not the only method for accessing that information but, as I will argue, 
it is a powerful and pervasive one.

As with Craig’s (1999) original account, the genealogy of questioning 
begins with the grounding notion that a key concern for members of any 
community is the possession of true beliefs. One highly effective way 
of coming to possess true beliefs is by seeking them out. This requires 
seeking out the information on which one’s true beliefs will be based. 
As such, information seeking is an essential activity in the successful 
functioning of any community. As Goldman (1999) observes, “[I]nfor-
mation seeking is a pervasive activity of human life” (p. 3). We seek 
out information on a regular basis and use it in all manner of ways to 
determine how to act. It is difficult, in fact, to see what our lives would 
look like if we did not. It is no good, for example, simply knowing that 
Fred is a great source of information about the local tigers, if one is 
concerned that there may be a tiger around the next corner. The ability 
to access the information Fred has at his disposal is vital for deciding 
what to do and, at least in this case, improving one’s chances of survival. 
A community in which information seeking did not take place would 
plausibly not last long.

The process of information seeking, moreover, requires some sort of 
mechanism. Craig acknowledges the role that perceptual and mental fac-
ulties play as sources of information. In addition, however, they play a 
role as information-seeking mechanisms. Furthermore, as noted, Craig 
emphasises the advantages of being able to consult and utilise the facul-
ties of others. Questioning enters the spotlight by performing precisely 
this function. Questioning allows us to consult and utilise the faculties 
of others and so to seek out the information that we need or want in 
order to form true beliefs and decide how to act. How am I to discern 
whether it is safe to walk through the jungle? I ask Fred if he can see any 
tigers up ahead or, perhaps more wisely, if he thinks there is likely to be 
one in the area. Of course, it’s possible that Fred will provide me with 
this information without me having to ask for it. Nonetheless, my ability 



The Social Virtue of Questioning 431

to ask for the precise information that I need, at the precise moment that 
I need it, significantly improves my chances of making an informed (and 
potentially life-saving) decision.

Naturally, not all of our information-seeking activities are as vital 
and urgent as those involving tigers and jungles. Nonetheless, much of 
the information- seeking that we do on a daily basis is driven by minor 
but relevant needs: what time is the meeting; when is the next bus due; 
how long will it take to get there. Questioning provides an effective and 
efficient means of accessing the information that we need at the time 
that we need it, often by reaching out to others who already have the 
information at their disposal or can more easily acquire it. A society that 
did not engage in questioning would plausibly be at a significant disad-
vantage, both with respect to the basic continued survival and everyday 
functioning of its members. We thus have an answer to the Craigian-style 
question of why the practice of questioning would emerge in a society in 
which it did not yet exist. Simply put, information seeking is an essential 
activity in the successful functioning of any society and questioning is a 
powerful and pervasive information-seeking mechanism.

This almost completes our sketch of the genealogy of questioning. A 
small refinement will be useful before proceeding to an account of the 
social virtue of questioning. Specifically, note the distinction between 
seeking and eliciting information. Seeking information refers to the act 
or process of searching for it, while eliciting information captures the 
sense in which information, once sought, is also acquired. If one seeks 
information, one may coherently fail to acquire it. If one elicits infor-
mation, then one in fact acquires it. When we ask questions, we don’t 
simply aim to search for information, we aim to search for and acquire 
it. That is not to say that we always succeed in acquiring information 
when we ask questions but merely that we are trying to do so. As such, 
the role or function of questioning in our epistemic communities is best 
characterised as information elicitation. From hereon I will talk of infor-
mation elicitation, rather than information seeking.

Interestingly, this subtle distinction helps to bring an important objec-
tion to the fore. One might be concerned that the genealogical account 
of questioning just sketched is too narrow. In particular, in this account, 
questioning is understood exclusively in terms of the goal of eliciting in-
formation. Yet, we use questions to achieve many other goals, above and 
beyond searching for and acquiring information. Indeed, one may imagine 
any number of scenarios in which questioning plausibly takes place with 
some other, perhaps explicitly non-epistemic goal in mind. We may, for 
example, question in order to demonstrate care or concern for another, or 
to provoke a response such as surprise or embarrassment. Thus, one could 
argue that the goal of questioning is not always or necessarily to elicit 
information. This, in turn, puts pressure on the claim that questioning is 
an epistemic practice (because epistemic practices have epistemic goals).
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There is much that can be said in response to this objection and, un-
fortunately, not enough space to address the concern in detail here. How-
ever, the genealogical approach provides us with an indication of the 
relevant response. Remember that this approach asks why questioning 
would emerge in a society in which it didn’t already exist and what pur-
pose it would serve. We can ask this of any number of things and those 
who study and write about our prehistoric past often do: sociologists, 
anthropologists, archaeologists and so on. In essence, these questions 
constitute two ways of asking the same basic thing: what does it do? 
Whether we are asking this of a concept like knowledge, a practice like 
questioning, or an archaeological find like a stone-age tool, the question 
focuses us on the purpose or function of the thing in question. This fo-
cus aligns with the genealogical approach, broadly speaking.

With this approach in mind, it is useful to conceive of questioning as a 
tool (perhaps even a stone-age one!). Much like other tools, questioning 
is characterised in terms of what it does. A wrench is a tool for tighten-
ing and untightening nuts and bolts, a hammer is a tool for hammering 
in nails, and questioning is a tool for eliciting information. Crucially, 
as with all tools, questioning can be used for any number of other pur-
poses. A wrench can be used to prop open a door, a hammer to smash 
through a glass pane, and so on. Likewise, questioning can be used to 
demonstrate care or concern for another, or to provoke a response such 
as surprise or embarrassment. We nevertheless characterise questioning, 
like all tools, in terms of its basic or primary function. A wrench is not 
a wrench in virtue of its ability to prop open doors, it is a wrench in 
virtue of its primary function for tightening and untightening nuts and 
bolts. Likewise, questioning is not questioning in virtue of the fact that 
it can be used to care for or embarrass someone. The fact that it can be 
used for these, and numerous other non-epistemic purposes, does not 
suffice to undermine the primary epistemic function of questioning: that 
of eliciting information.

The genealogical account provides a plausible story in support of this 
account of the primary epistemic function of questioning. Questioning 
would emerge in a society in which it did not already exist in order to 
provide a mechanism for the exchange of information within an epis-
temic community. Not as a means of demonstrating care or provoking 
embarrassment, even though it can be used to achieve these secondary 
goals. If these were in fact the primary goals of questioning, and the 
information eliciting function was absent, then we would be living in a 
world in which questioning was entirely rhetorical. Rhetorical questions 
are defined precisely by the absence of an information eliciting function 
(Watson, 2021).

In such a world, there may emerge some other mechanism for exchang-
ing information within an epistemic community or perhaps we would 
rely solely on our individual perceptual and mental faculties. But this 
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would not be a world in which questioning proper (i.e., non- rhetorical 
questioning) would have emerged. Questioning is rightly characterised 
in terms of the epistemic goal of eliciting information. As noted, a deeper 
engagement with this issue is ultimately required in order to demon-
strate the full force of the position outlined here. Nonetheless, I believe 
the genealogical account offers a compelling context for understanding 
and evaluating the practice of questioning in terms of the information 
eliciting goal.

We can now return to the claim that questioning is an epistemic prac-
tice. I noted three definitive criteria for determining this: (1) Is ques-
tioning socially established, (2) Is questioning activity-based and (3) Is 
questioning directed towards common epistemic goals. The genealogical 
account supports the answer yes, in each case. According to this account, 
questioning plays an important social role in our epistemic communities 
as a mechanism for information elicitation. As such, it emerges from and 
within our social world and serves as a means of structuring interac-
tions between members of our epistemic communities, at the same time 
sustaining and expanding them. As with the practice of holding open 
doors, questioning serves to structure and organise interactions between 
individuals in a social setting; it is socially established.3

Similarly, as with the practice of holding open doors, questioning is 
activity-based. The activity that makes up questioning is, perhaps some-
what mundanely, the asking of questions. Such asking can take various 
forms and there is plenty more to be said about these (Watson, 2021), but 
for present purposes ‘the asking of questions’ will suffice for an uncon-
tentious description of the activity that constitutes questioning. Without 
this activity, no practice of questioning could be said to exist. Again, as 
with the practice of holding open doors, the asking of questions has a 
common (and primary) goal. The common goal of questioning is that 
discussed and defended above: the goal of eliciting information. Given 
that information is an epistemic good, the goal of eliciting information 
is rightly characterised as an epistemic goal. Questioning is, therefore, 
an epistemic practice. It is a socially established set of activities directed 
towards the common goal of eliciting information.

5 The social virtue of questioning

I have argued that questioning is an epistemic practice. This is, in essence, 
a descriptive claim. Beyond this descriptive claim, the genealogical ap-
proach I have adopted naturally lends itself to a further examination of 
the practice of questioning in normative terms. Specifically, on the basis 
of this approach one can easily begin to appreciate the significant social 
and societal value of questioning and I will now seek to further elucidate 
this value. This is what I mean by giving an account of the social virtue 
of questioning. In fact, one could substitute virtue for value here. Both 
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of these words indicate the normative dimension that we are now turn-
ing to with respect to questioning in the social domain. Following this 
normative examination, in the final section, I will go on to emphasise 
the relevance of questioning as a topic of interest at the intersection of 
contemporary social and virtue epistemology.

We can begin the normative examination of questioning by returning 
to a point made at the start of the chapter. Much of the existing work on 
questions in philosophy has focused on the logical and linguistic analysis 
of questions, in either formal, syntactic, or semantic terms (Prior and 
Prior 1955; Åqvist 1965; Belnap and Steel 1977; Karttunen 1977; Hin-
tikka 1983; Ginzburg 1996; Higginbotham 1996; Groenendijk 1999; 
Aloni 2005; Jaworski 2009; Ciardelli 2010). This is not, of course, the 
only approach to be found when searching through pockets of the lit-
erature in various sub-disciplines (e.g., a different lens is adopted in the 
philosophy of science where the focus is scientific inquiry or method, 
broadly speaking [Van Fraassen 1980; Hintikka 1981; Koura 1988]). 
But it is fair to say that this, broadly speaking, formal approach has been 
dominant in the philosophical study of questions, thus far (see the Stan-
ford Encyclopedia of Philosophy entry on ‘Questions’ for an overview 
(and confirmation) of this (Cross and Roelofsen 2018)).

By viewing questioning as an epistemic practice, however, we add an 
important dimension to the formal study of questions. In fact, one might 
argue that the form or structure of a question is significantly dependent 
on and determined by the practice of questioning. Rather than existing 
independently of this practice, questions necessarily operate within, and 
are therefore also constrained by, the practice of questioning: they are 
the activity that constitutes the practice. As such, questions – as a form 
of language – are embedded within the practice of questioning, which 
is itself governed by a set of norms. This close relationship between lan-
guage and practice was emphasised by Wittgenstein in the Philosophical 
Investigations (1953). Wittgenstein argued for the priority of practices in 
any rule-following system and applied this idea, particularly to language 
use. Thus, he maintained that formal linguistic conventions arise out of 
rather than determine linguistic practices. Plausibly, then, the social con-
text in which the practice of questioning takes place is essential to un-
derstanding the form and structure of questions. In order to gain a rich 
understanding of questions, we should treat them within the broader 
context of the practice of questioning.

Moreover, by viewing questioning as an epistemic practice, we not 
only inform formal analyses of questions as a linguistic expression but 
can move beyond these into an examination of a ubiquitous and indis-
pensable activity of everyday life. As I’ve suggested, this brings with it a 
rich normative dimension. Viewing questioning as a practice allows and, 
indeed, I think requires us to consider the social, political and educa-
tional roles and effects of questions and questioning. What does it mean 
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to be a questioner? How do questions help or hinder social, political, or 
scientific progress? Who gets to ask questions and who doesn’t? Can we 
teach good questioning? These are important questions that should mo-
tivate attending to the normative aspects of questioning as an epistemic 
practice: the social virtue of questioning.

What, then, is the social virtue of questioning. As I have argued, 
questioning occupies a vital place in our epistemic communities. It plays 
a central role in our social epistemic interactions, providing a highly 
effective means of eliciting precisely the information that we need or 
want, at precisely the moment we need or want it. On this basis, the 
value of questioning from a social, or perhaps societal, perspective is not 
hard to see. Questioning allows us to both access and generate epistemic 
goods such as true belief, justification, information, knowledge and 
 understanding – goods that we value within our epistemic communities. 
Equally, if not more importantly, questioning facilitates the exchange of 
these goods among community members – the sharing of information, 
knowledge and so on. As such, questioning serves to ease the passage of 
epistemic goods between members of an epistemic community. Much as 
the holding open of doors eases passage in and out of buildings.

Indeed, it is hard to see how the smooth and efficient exchange of 
epistemic goods would be possible in the absence of questioning. How 
would one go about signifying desire for a particular piece of informa-
tion, or be able to identify it in others, without the use of a question? 
To be clear, my claim is not that these things would be impossible in the 
absence of questioning. Simply that questioning, in fact, plays a central 
role in facilitating the smooth exchange of epistemic goods within our 
epistemic communities. An epistemic community in which questioning 
did not take place would most probably be significantly more unstruc-
tured and fragmented than one in which it does. It is, I think, for pre-
cisely this reason that questioning features so prominently in our daily 
lives, successfully transcending otherwise deep-seated cultural and lin-
guistic boundaries. Questioning is an indispensable form of social and 
epistemic cohesion.

This cohesion extends beyond the direct interactions of questioners 
and answerers in interpersonal exchange. Questioning also benefits the 
passive recipients of epistemic goods that have been acquired through 
the questioning of others. My knowledge of Wittgenstein’s early life, for 
example, can be largely credited to the insightful questioning of his biog-
rapher. Much of the information gleaned from a news report is acquired 
through the skilful and selective questioning of journalists. One’s deci-
sion to walk through the jungle might rest on the earlier results of Fred’s 
local tiger survey. Indeed, many of the decisions we make throughout 
our lives, whether they are simple everyday choices or life-changing res-
olutions, are likely to be informed in some part, by epistemic goods ac-
quired by others through questioning.
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In this respect, then, the practice of questioning is partly constitutive 
of the epistemic community itself. In other words, the practice of ques-
tioning is part of what makes an epistemic community what it is: a group 
of individuals that produces, shares and consumes epistemic goods. The 
value of epistemic communities, and the role of questioning within them, 
can be emphasised once again by returning to Craig’s (1999) genealogi-
cal account of knowledge. According to this account, knowledge ascrip-
tions are a means of identifying good informants within an epistemic 
community. Fred has knowledge about the local tigers that I can benefit 
from. This is precisely the type of thing that makes being part of an epis-
temic community valuable. We can draw on the epistemic resources of 
others in order to improve our lives (and chances of survival) in myriad 
ways. As I have argued, questioning plays a central role in this story. 
It is because I am able to ask Fred whether he thinks there is likely to 
be a tiger in the area that I can benefit from the knowledge that he has 
and I don’t. Again, questioning is an indispensable form of social and 
epistemic cohesion, one which helps substantially to form, sustain and 
grow our epistemic communities. This is the social virtue (or value) of 
questioning.4

6 The epistemology of questioning

I have argued that questioning is an epistemic practice and, moreover, 
one of significant social and societal value. If this is right, then ques-
tioning should be a topic of interest within contemporary epistemology, 
and perhaps in particular for social and virtue epistemologists. Invita-
tions to write on the topic for collections such as this indicate that, at 
least to some extent, it is. Nonetheless, it is worth taking the final few 
paragraphs to emphasise the scope and rich potential of a contemporary 
epistemology of questioning, with the hopes of attracting new atten-
tion from epistemologists in the near vicinity and further broadening 
the field.

In the first instance, one can easily compare and contrast the epis-
temic practice of questioning with the closely related practice of tes-
timony. As a topic of philosophical interest, testimony has received 
a great deal of attention in recent epistemology and has, in particu-
lar, occupied a significant portion of the social epistemology literature 
(Coady 1992; Matilal and Chakrabarti 1994; Fricker 2004; Lackey 
2006; Lackey and Sosa 2006; Adler 2012). The pervasive nature of 
testimonial practices and their apparently central role in our epistemic 
communities justifiably make this a topic of pivotal concern for social 
epistemologists.

Much of the discussion has focused on the role of testimony in the 
sharing or transmission of epistemic goods, as manifested in the reduc-
tionism/anti-reductionism debate. It has even been suggested that the 
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very project of social epistemology rests on the outcome of this debate 
(Schmitt 1994; Goldberg 2010). In Relying on Others, for example, 
Goldberg (2010) emphasises the significance of testimony:

[I]t should come as no surprise that a project aimed at examining 
the anti‐individualistic implications of our epistemic reliance on oth-
ers should begin by taking an extended look at testimonial belief.

(Goldberg 2010, 11)

Goldberg goes on to quote Schmitt (1994) as claiming that testimony is 
“the most fundamental test of epistemological individualism” (Schmitt 
1994, 4 quoted in Goldberg 2010, 11). As such, testimony has emerged 
as a practice of principal concern in contemporary epistemology.

Notably, the topic of testimony is often approached within social epis-
temology with a focus on the role or function of testimonial exchange 
in our epistemic communities. Broadly speaking, it is a mechanism for 
transmitting information.5 The role or function of questioning, I think, 
merits the same degree of attention. According to the genealogical ac-
count sketched above, questioning, like testimony, occupies a central 
role in our social epistemic interactions. It is a powerful and pervasive 
mechanism for eliciting information. If this is right, then it looks like 
questioning and testimony constitute two sides of the same coin, or are, 
at the very least, intimately related, performing complementary roles in 
our epistemic communities. Testimony functions to transmit informa-
tion and questioning functions to elicit it.

Indeed, perhaps somewhat provocatively, one might view question-
ing as in some sense the more basic or fundamental of these practices, 
given that it is by asking questions that the transmission of information 
is often initiated. It is, for example, by asking Fred if he thinks there 
are any tigers on the prowl that I prompt him to testify, one way or 
the other. One could easily get into a chicken and egg debate about the 
relative primacy of questioning and testimony. I am not advocating for 
a particular position in that debate but rather making a case for the in-
terest and significance of the debate itself, and the relationship between 
questioning and testimony more generally, within contemporary social 
epistemology. At the moment, it seems, we only have the egg and the 
picture would be at least more comprehensive if we also considered the 
chicken.

One might be tempted to push back and argue that, while questioning 
often leads to or initiates testimony, it is nonetheless testimony itself 
that demands attention within social epistemology, not the process that 
brings it about. Or perhaps we could go one step further and argue that 
it is testimonial belief, as Goldberg (2010) suggests, that requires our 
attention. In short, it is the epistemic product, not the process, that is 
of interest. By these lights, one might well appreciate the significant role 
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that questioning plays as an epistemic practice – one that regularly helps 
us to acquire epistemic goods – and yet fail to appreciate its import more 
generally for contemporary epistemology.

For this reason, it is worth making a brief case for the value of the pro-
cess, as well as the product. Zagzebski’s (2003) well-known example of a 
reliable coffee machine will be helpful here. This example was originally 
employed as a challenge to the reliabilist account of the value of knowl-
edge. Zagzebski argued that the reliability of a coffee machine confers no 
extra value on the coffee it produces and, by analogy, that the value of a 
reliable belief-forming mechanism confers no extra value on the beliefs it 
produces. Whether or not that’s right, it does not, of course, follow that 
the coffee machine itself deserves no further attention. In fact, quite the 
opposite. The fact that the coffee machine produces coffee –  something 
that we value – suggests that we should pay close attention to its proper 
functioning and maintenance. This is precisely to ensure that it contin-
ues to produce the thing that we value, namely, coffee. Moreover, if it is 
not simply coffee that we are after, but good coffee, then we ought to pay 
extra attention to the machine that produces it in order to ensure that it 
produces just this. In the absence of a reliable coffee machine, we would 
regularly have no good coffee.

Analogously, the significant role that questioning plays in our epis-
temic lives, as a powerful and pervasive mechanism for eliciting informa-
tion, gives us reason to pay close attention to the practice. Questioning 
often leads us to epistemic goods such as information, knowledge and 
understanding, and it facilitates the efficient exchange of these goods 
between us, often in the form of testimony. Without it, our epistemic 
lives would almost certainly be less rich, less informed and less inter-
esting, and our lives, more generally, full of unexpected tigers in the 
jungle. Moreover, if it is not simply any old epistemic goods that we are 
after but particularly useful or illuminating ones, then we ought to pay 
extra special attention to the mechanism that leads us to them. In the 
absence of good, effective, timely questioning, we will regularly miss out 
on the most valuable epistemic goods, those that can profoundly enrich 
our epistemic lives and communities. As such, questioning provides an 
important subject for normative analysis in its own right.

The focus on good questioning, moreover, brings the significance of the 
practice for contemporary virtue epistemology to the fore. Or, perhaps 
more accurately (and in the spirit of the present collection), for social vir-
tue epistemology. Questioning is an epistemic practice meaning, as I have 
argued, that it is a socially established set of activities directed toward 
the common epistemic goal of eliciting information. As such, questioning 
involves the coordinated efforts of groups of individuals, to form, sustain 
and grow their epistemic communities. In other words, if we want good 
questioning, we need good questioners. Skilled, well- motivated or even 
virtuous questioners, can and do contribute significantly to the epistemic 
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communities in which they live and work. I have argued elsewhere that 
good questioning also serves as a catalyst for the development of many, if 
not all, of the intellectual virtues, and for intellectually virtuous inquiry 
(Watson 2018). How we cultivate good questioning, then, is a topic of 
interest for any social virtue epistemologists concerned with the healthy 
and prosperous functioning of our epistemic world.

These are, I believe, just some of the topics that should spark interest, 
particularly for social virtue epistemologists, in a contemporary episte-
mology of questioning. Doing so, however, is just one of the (perhaps 
more incidental) aims of this chapter. More directly, I have sought to 
offer an account of questioning as an epistemic practice and, in doing 
so, an account of the social virtue of questioning. The genealogical route 
I have taken provides, I think, an illuminating insight into the social 
role and function of questioning, extending the study of questions and 
questioning beyond formal logical or linguistic analyses. This is just one 
route into a topic that is, I believe, of notable contemporary philosoph-
ical significance.

Notes
 1 Interestingly, Roberts and Wood (2007) expand the list of potential goods 

at which an intellectual practice may aim to include the ‘powers and skills’ 
by which a person acquires epistemic goods. As such, one can engage in an 
intellectual practice, not only in order to acquire epistemic goods, but in 
order to improve one’s ability to acquire such goods.

 2 Craig’s genealogical account has not been without criticism. In particular, 
critics have focused on the concept of ‘objectivisation’, which Craig intro-
duces some way into the account (see, for example, Shapin 1994; Kelp 2011). 
The concept of objectivisation is not relevant for the present discussion so I 
will not explore these criticisms here.

 3 To reiterate a point made earlier, this is not to say that questioning cannot 
take place outside of an explicitly social setting. Indeed, we often engage in 
questioning privately. Even when ostensibly performed outside of a social 
setting, however, questioning is still governed by the norms under which it 
operates within society. Just as meditation and prayer are frequently per-
formed alone by individuals and yet still adhere to the norms of their prac-
tice within a wider community, so too does private questioning adhere to the 
norms of questioning in a social setting. If one diverges from these norms, 
then one cannot be said to be engaging in the practice at all. Thus, even 
questioning done in private is ultimately a socially established practice.

 4 This is to say nothing of the significance of questioning as a social or inter-
personal skill. We have probably all experienced people whose questions 
are too probing or insensitive or, on the other hand, people who don’t ask 
questions at all, even when it would be socially polite to do so (think of the 
common complaint that a partner on a date failed to ask any questions). The 
social virtue of questioning takes on a subtly different sense in the light of 
these types of examples and is an enticing topic for another time. 

 5 I do mean broadly here as there is much interesting debate about this in the 
contemporary literature, which I cannot hope to do justice to in the present 
context.
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Lani Watson’s ‘The Social Virtue of Questioning: A Genealogical Ac-
count’ offers a thoughtful and, on the whole, very plausible picture of 
questioning’s place in social epistemology, where it is often overlooked. 
In Watson’s view, questioning is best theorised about as an epistemic 
practice; it is socially established, activity based, and aimed at the epis-
temic end of eliciting information. This picture of questioning as an 
(epistemically aimed) practice is supported in part by a kind of a Crai-
gian (Craig 1991) genealogical strategy, one that is used, additionally, 
to support what is arguably the key thesis in Watson’s chapter, which is 
that questioning is an indispensable form of social and epistemic cohe-
sion, one which helps substantially to form, sustain and grow our epis-
temic communities. It is in this respect that the practice of questioning is 
meant to be understood as a social epistemic virtue.

While I am on board with Watson’s wider picture here – I think 
there is a lot right about it – I am going to use this brief space to raise 
a few small quibbles, which I hope might prompt useful further dis-
cussion. These concern (i) the status of questioning as an epistemic 
practice; (ii) the methodology of the Craigian genealogical strategy, 
as applied to questioning; and (iii) the normative thesis Watson em-
braces about the social-epistemic value of questioning in an epistemic 
community.

First, regarding the status of questioning as an epistemic practice. It 
is a practice according to Watson because it meets three criteria; it is so-
cially established, activity-based, and directed towards common goals; 
it is an epistemic practice because the common goal is an epistemic one, 
that of eliciting information. As Watson rightly points out, sometimes 
questioning is used to serve non-epistemic purposes. We might question 
someone in order to undermine their authority; or to distract, to impress, 
to show off, to put someone on the spot, to ‘shoot the bull’, uninterested 
in eliciting information. The fact that questioning is often used for these 
ends, however, should lead us to ask why the aim of eliciting information 
is privileged among these ends such that questioning is best understood 
as an epistemic practice – as opposed to – a wider multifariously aimed 
practice that on occasions is epistemically oriented.

14b   Commentary from 
J. Adam Carter
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Perhaps an answer here might come from Watson’s Craigian genealog-
ical story: if a society existed without questioning, we’d need to invent it 
in order to serve the valuable function of eliciting information. But this 
kind of answer leads to my second critical point, which concerns Wat-
son’s use of the Craigian strategy. Showing off, impressing, undermining 
authority, shooting the bull – these are also valuable – and questioning is 
a mechanism by which we can do all of this quite directly. Which raises a 
kind of ‘devil’s advocate’ question for Watson’s Craigian strategy: might 
not a society without a mechanism that could do all of these things so 
effectively be led to embrace questioning as a flexible way to facilitate all 
of these goals? Of course, one might point out that you can achieve these 
other goals by mechanisms other than questioning. True, but by the same 
token, you can elicit information by means other than  questioning – viz., 
including via command or threat. This is not to say that Watson’s Crai-
gian strategy is implausible; rather, that a more refined version of it might 
help us to better connect (as Watson wants to) the practice of questioning 
with the epistemic function of eliciting information.

A third place where I’d like to press Watson’s argument concerns the 
social value of questioning as a practice. Here I will quote a key passage 
I’d like to critically discuss:

[…] the value of questioning from a social, or perhaps societal, per-
spective is not hard to see. Questioning allows us to both access 
and generate epistemic goods such as true belief, justification, in-
formation, knowledge and understanding – goods that we value 
within our epistemic communities. Equally, if not more importantly, 
questioning facilitates the exchange of these goods among commu-
nity  members – the sharing of information, knowledge and so on. 
As such, questioning serves to ease the passage of epistemic goods 
between members of an epistemic community. Much as the hold-
ing open of doors eases passage in and out of buildings. Indeed, it 
is hard to see how the smooth and efficient exchange of epistemic 
goods would be possible in the absence of questioning.

In the above passage, Watson is defending the social value of question-
ing by drawing our attention to various ways in which questioning is 
instrumentally epistemically valuable in an epistemic community. As 
she rightly points out, questioning allows us to access and generate epis-
temic goods, it facilitates the sharing of information, knowledge, and 
so on.

Given that the reasoning here is instrumental reasoning, it is fair 
enough to ask: what is the nett instrumental epistemic value of ques-
tioning in a community? To Watson’s credit, it is probably positive. 
However, it should at least be registered that the practice of questioning 
can generate all of these goods only by at the same time putting us at 
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epistemic risk; the practice of questioning puts us at risks of misinfor-
mation, deception, and betrayal; these risks are inevitably incurred by 
questioning aimed at eliciting information.

An epistemic doomsayer might then suggest the following kind of 
counter-reasoning, in response to Watson’s optimistic passage above:

Questioning allows us to both access and generate epistemic bads – 
viz., misinformation, false beliefs, etc. – that we disvalue within our 
epistemic communities. Equally, questioning facilitates the exchange 
of misinformation among community members – by facilitating the 
sharing of misinformation. As such, questioning serves to ease the 
passage of misinformation between members of a community. Much 
as holding doors eases passage in and out of a building. Indeed it is 
hard to see how the smooth and efficient exchange of misinforma-
tion would be possible in the absence of questioning.

The above is the reasoning of the doomsayer. Watson’s is the reasoning 
of the optimist. My own thinking here is less committal and more curi-
ous. I think Watson has a point, but so does the epistemic doomsayer. 
My final question to Watson is: why throw in with the optimist? And 
relatedly, can we defend the optimist here without inadvertently reduc-
ing the value of questioning in a social community to the value of trust?
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Interrogative Attitudes and the Social Practice of 
Asking Questions

It is a curious feature of contemporary philosophy that, until very re-
cently, there had been little attention devoted to questions, and almost 
no attention to them outside of certain parts of formal semantics. Lani 
Watson deserves significant credit for the role she has played in get-
ting the profession to rectify this situation. Watson’s present chapter 
is yet another example of these efforts. I am deeply sympathetic with 
Watson’s overarching aim to get philosophers (and epistemologists in 
particular) to attend to questions, and I embrace her idea that ques-
tioning itself is fruitfully conceived as a social practice. In this brief 
commentary, I will focus on one claim that is advanced as part of her 
‘genealogical account’ of that practice. The claim in question is an ex-
planatory hypothesis regarding the relationship between questioning 
as a social practice, and the role questions play (or can play) in more 
‘private’ settings.

Stated programmatically, Watson’s own position appears to be this. A 
genealogical account of the practice of questioning, aimed at discerning 
why such a practice might have arisen in a community in which it didn’t 
already exist, can illuminate the point of the practice (the purpose it 
serves). What such an account shows, she argues, is that the practice is 
constituted by “a socially established set of activities directed towards 
the common goal of eliciting information” (MS, 9; italics in origi-
nal). This makes the practice an epistemic one, and hence one worthy 
of the attention of social epistemologists. She acknowledges that there 
are activities that involve questions that don’t aim at this goal: there 
are rhetorical questions, for example, and also ‘private’ questions that 
one puts to oneself. But these can be regarded as derivative phenomena 
whose features can be explained by reference to those of the core phe-
nomenon itself: ‘activities directed towards the common goal of eliciting 
information’.

It is regarding this last point that I want to express some doubts. The 
target of my doubts is a specific view Watson expresses in an extended 
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footnote. Having presented her genealogical account focusing on the so-
cial practice of questioning, Watson writes the following (footnote 3, p. 
9 of the MS):

… this is not to say that questioning cannot take place outside of an 
explicitly social setting. Indeed, we often engage in questioning pri-
vately. Even when ostensibly performed outside of a social setting, 
however, questioning is still governed by the norms under which it 
operates within society. Just as meditation and prayer are frequently 
performed alone by individuals and yet still adhere to the norms of 
their practice within a wider community, so too does private ques-
tioning adhere to the norms of questioning in a social setting. If one 
diverges from these norms, then one cannot be said to be engaging 
in the practice at all. Thus, even questioning done in private is ulti-
mately a socially established practice.

(MS, p. 9; italics added)

Watson’s position here seems to be that the social practice of asking 
questions is explanatorily fundamental in the following sense: when it 
comes to questions that take place in “private” settings, the relevant 
features of the phenomenon can be explained in terms of the norms that 
govern the social practice of questioning.

As I say, I have my doubts. I think that there is a case to be made that 
the situation is exactly the reverse: the social norms of questioning them-
selves emerge out of and reflect the fundamental role that questions play 
in a more ‘private’ setting – in inquiry. Here I have in mind the role in 
inquiry of what Jane Friedman has called the ‘interrogative attitudes’.1 
These are the question-directed attitudes – attitudes like wondering, 
being curious – which, according to Friedman, constitute the sort of 
attitude proper to the activity of inquiring (and which have a question 
as their content). For example, consider the detective who wonders 
who committed the murder, or the teacher who is curious whether Sam 
passed the exam. On the assumption that such interrogative attitudes do 
in fact have questions as their contents (as per Whitcomb 2010; Fried-
man 2013; Carruthers 2018), Watson’s approach implies that the norms 
governing these “private” questions just are the norms that govern the 
social practice of asking questions.2

But there are grounds for doubt. These come in the form of (at least) 
two reasons to think that the explanatory relation runs in the reverse 
direction. First, as Carruthers (2018) emphasises, non-human animals 
exhibit attitudes like curiosity (as well as the behaviours that such at-
titudes motivate). In light of this, we might reasonably expect that a 
theory of questions and questioning should explain how the social ac-
tivity of questioning might have emerged out of more basic forms of 
questioning (or proto-questioning). Second, it seems plausible to think 
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that the standards on the social activity of questioning aim (at least in 
part) at ensuring sensitivity to the epistemic perspective of one’s target 
audience, whereas such sensitivity is simply irrelevant to cases in which 
one is posing a question to oneself. Wondering about something can be 
perfectly proper (in any relevant sense of ‘proper’) even under conditions 
in which questioning another person (in an attempt to elicit an answer) is 
not – say because it is common knowledge that the answer is not known. 
This suggests that, far from seeing the ‘private’ case as following norms 
already present in the social practice of asking questions, we do better 
to think that the latter emerged out of the former, under the social pres-
sures that render us sensitive to the epistemic perspectives of others.

It seems, then, that there are some reasons for thinking that questions 
play an important role in individual inquiry and that the social practice 
of questioning might be usefully understood as emerging out of that role. 
None of this is meant to diminish the importance of the social practice of 
questioning, let alone to deny that such a practice is governed by norms 
of a sort in which social epistemologists ought to take an interest. On the 
contrary, it is a credit to Lani Watson’s important work in this area that 
it puts us in a position to raise these issues connecting the social practice 
of questioning with the question-directed attitudes to which Freidman 
and others have drawn our attention. I celebrate that even if I harbour 
doubts about the particular explanatory hypothesis she advances here.

Notes
 1 See e.g. Friedman (2013, 2017, 2019). This way of thinking about ques-

tions goes back at least to Rescher (2000), Hookway (2008) and Whitcomb 
(2010), and it has been usefully explored too in Carruthers (2018).

 2 To repeat, Watson says, “Just as meditation and prayer are frequently per-
formed alone by individuals and yet still adhere to the norms of their prac-
tice within a wider community, so too does private questioning adhere to 
the norms of questioning in a social setting” (italics added).
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Goldberg and Carter raise a set of distinct yet insightful challenges in 
response to my chapter. I thank them both and address their comments 
in turn. First, Goldberg poses an intriguing challenge regarding the ex-
planatory relation between the social practice of questioning and its pri-
vate counterpart. He notes that I elaborate on this in a footnote, where 
I indicate that even when questioning takes place outside of a social 
setting, the norms that govern it are those derived from the social prac-
tice, rather than the other way around. Goldberg puts pressure on this 
claim, suggesting two reasons for taking the explanatory relation to be 
the exact reverse.

Goldberg says that “a theory of questions and questioning should 
explain how the social activity of questioning might have emerged out 
of more basic forms of questioning (or proto-questioning)”. This seems 
right and indeed the notion of ‘proto-questioning’ is one that I have con-
structed and deconstructed for my own purposes at times, with a view 
to attempting precisely this kind of explanation. It would no doubt en-
hance any theory of questioning to understand precisely when and how 
it features in the early stages of cognitive development and it seems plau-
sible to me that one of these stages could be termed ‘proto-questioning’.

Importantly, however, this proto-questioning is not, from my perspec-
tive, questioning proper. This matters in relation to Goldberg’s challenge 
because one might construe proto-questioning as a paradigmatically pri-
vate activity; think of a baby reaching out to discover the texture of a 
shiny material. It is unclear whether such an act should be construed as 
a question, but it is surely part of the process by which babies learn to 
question. This is what I have in mind when I think of proto- questioning. 
Significantly, the transition from proto-questioning to questioning plau-
sibly relies, in part, upon recognising that others can provide informa-
tion that one does not have. This social dimension is what transitions 
proto-questioning into questioning proper and, as such, the norms that 
govern questioning are social, rather than private norms.

This social dimension is also significant in the case of wondering. 
Goldberg notes that “Wondering about something can be perfectly 
proper…even under conditions in which questioning another person (in 
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an attempt to elicit an answer) is not”. The switch between wondering 
and questioning here is important because, much like proto- questioning, 
wondering is not, from my perspective, questioning proper. It is a state 
that often leads to questioning; in Friedman’s (2013) terms, it is an 
 interrogative attitude. But this state or attitude is not itself questioning. 
Again, this matters because, like proto-questioning, one might construe 
wondering as a paradigmatically private activity. I often wonder to my-
self about the scale and nature of the universe, but it is unclear whether 
such an act should be construed as a question.1 As such, while I agree 
with Goldberg that wondering can be perfectly proper ‘even under con-
ditions in which questioning another person is not’, it is less clear that 
private questioning can be. If I know that the answer to my question is 
not known, by me or anyone else, it certainly seems odd to ask a ques-
tion in an attempt to elicit an answer, whether from myself or anyone 
else. By contrast, I can wonder to my heart’s content.

Moreover, Goldberg draws on the idea that “the standards on the so-
cial activity of questioning aim…at ensuring sensitivity to the epistemic 
perspective of one’s target audience”. I am not convinced that the sen-
sitivity Goldberg is talking about is ‘simply irrelevant’, as he contends, 
in the case of private questioning. Despite a longstanding curiosity con-
cerning the nature of the universe, I am not an astronomer or physicist 
and so have little in-depth knowledge when it comes to answering ques-
tions about its scale. Again, I can, and often have wondered about the 
size of the universe, but it makes little sense to ask myself the question 
‘how big is the universe’, in an attempt to elicit that information. This 
is precisely because I am duly sensitive to my own limited epistemic per-
spective on this score.

The general point being that the constraints or norms that govern the 
public practice of questioning appear to apply equally in the private case: 
it is not obvious that I can properly pose a question to myself that I could 
not properly pose to another person, and vice versa. These social norms 
do not apply in cases of proto-questioning or wondering, whether pub-
lic or private, because these are not cases of questioning. Rather, they 
represent the borders of the practice, and so serve to define it. All that 
said, I take Goldberg’s challenge as a welcome invitation to explore the 
concepts of proto-questioning and wondering in greater depth. This is 
something that I hope to do in future work, with a view to explaining 
the relationship between these concepts and questioning proper. Under-
standing this relationship will be an important piece of the puzzle when 
developing an in-depth genealogical account of questioning.

In his response, Carter raises the spectre of the ‘epistemic doomsayer’; 
one who perceives the function of questioning in terms of the easy ex-
change of misinformation (as opposed to true information) in an epis-
temic community. Carter characterises my position, by contrast, as one 
of optimism with respect to the function of questioning and presses for 
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a more substantive defence of this optimistic stance with a pair of excel-
lent and provocative questions.

I contend that it is misleading to characterise my position as one of 
mere optimism. As Carter rightly identifies, the genealogical account 
of questioning is intended to serve as the (or at least a) basis for the 
claim that the primary function of questioning is information elicita-
tion. The genealogical story is meant to provide a plausible answer to 
the genealogical question of why a society would develop the practice of 
questioning in the first place. Much like one can ask why prehistoric hu-
mans developed hammers and hammering. A hammer can be used as a 
paperweight or to prop open a door but these uses do not, in themselves, 
provide a plausible answer to the question of why humans developed 
hammers and hammering. The genealogical story is meant to provide 
a plausible answer to the genealogical question. The account I offer is, 
I think, more plausible than that of the epistemic doomsayer because 
questioning gets us something that we value. It is the fact that we value 
the thing that we get that makes the optimistic account more plausible 
than the doomsayer account. These accounts are not on an equal footing 
if one takes the genealogical framing seriously.

Nonetheless, Carter is right to highlight the epistemic risks associated 
with questioning: “risks of misinformation, deception, and betrayal”. 
This is a topic worthy of much greater attention. Furthermore, Carter 
pushes for a more refined version of the genealogical story (also implicit 
in Goldberg’s commentary) and I am grateful for this push. The Crai-
gian inspiration for the genealogical story comprises an extensive body 
of work and a project on a similar scale is required in order to develop 
and refine the genealogical account of questioning. My chapter serves as 
a starting point for such a project and, crucially, aims to provide some 
motivation for embarking upon it. Specifically, I aim to highlight the 
significance of questioning as an epistemic practice for social and vir-
tue epistemologists. As I read both Goldberg’s and Carter’s constructive 
comments, the chapter has been broadly successful on this score.

Note
 1 I discuss this precise example in Watson (2021), where I examine the results 

of a large survey and conclude from the results that wonderings such as this 
represent a significant and fascinating grey area in the analysis of questions.
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This chapter will describe an interdisciplinary methodology for study-
ing collective intellectual character traits. The methodology described— 
especially its empirical component—is not the only possible or potentially 
valuable methodology for studying collective intellectual character. Nor 
will I argue that it is superior to other methodologies, though it should 
be clear from the chapter that this approach does have the benefit of 
being rather simple. The main aim of the chapter is the more modest one 
of articulating what is involved in employing this methodology in the 
hopes that it might be experimented with more widely to see whether it 
can advance our understanding of collective intellectual character.

At a very abstract level, the methodology has two main components: 
a conceptual component and an empirical component. Researchers 
first conceptualize the collective intellectual character traits of interest. 
Then, they operationalize these traits and collect and analyze data about 
particular collectives in order to ascertain the relationships between the 
traits they have conceptualized and other variables of interest. I begin, 
accordingly, by describing the conceptualization of particular collective 
intellectual character traits in Section 1. In Section 2, I explain how 
collective intellectual character traits can be operationalized and studied 
using a method akin to that which has been used to study organizational 
climate and organizational virtuousness.

1  Conceptualizing Collective Intellectual 
Character Traits

The conceptual component of the proposed interdisciplinary method-
ology focuses on conceptualizing particular collective intellectual char-
acter traits. To conceptualize particular collective intellectual character 
traits well, researchers need to have an idea of what collective intellec-
tual character traits are more generally. Having an idea of what these are 
serves both to illuminate the range of traits that might be conceptualized 
as well as the features of traits of interest that may need explication. So, 
I will start in this section by addressing the question of what collective 
intellectual character traits, in general, are.
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The simple answer is that collective intellectual character traits are 
collective, intellectual, characterological, and trait-like. Each of these 
components can be explained more fully. I’ll go in reverse order.

What makes the relevant features traits is that they are unified ten-
dencies to display a wide range of characteristic behaviors under a wide 
range of characteristic triggering circumstances. The individual per-
sonality trait of openness to experience, for example, is a tendency to 
display openness toward new experiences (McCrae and Costa 1997). 
People who are highly open to experience tend to notice when opportu-
nities for gaining new experiences arise. And, when they detect an op-
portunity to have a new experience, they tend to greet the opportunity 
with positive emotions and judgments and a willingness to try it out. In 
this way, full-blow traits involve tendencies of emotion, cognition, per-
ception, and volition.

What makes the traits that are our focus characterological is that they 
reveal their possessor’s values or motives (cf. Battaly 2015, 19). For a 
trait to be a character trait, the unified tendencies of the trait must be 
explained by unifying motives or values. The possessor of the trait tends 
to engage in these behaviors under the relevant circumstances because 
they possess the relevant values. If there are traits that do not reveal 
their possessor’s values in this way, as some philosophers have suggested 
(cf. Battaly 2017, 678; Miller 2014, 9–18), then these traits wouldn’t be 
character traits. They wouldn’t reveal who their possessor is in the way 
that character traits distinctively do.

What makes the character traits that are our focus intellectual is that 
the motives or values they reveal are intellectual motives or values. There 
is a wide variety of such motives. Some epistemic agents are motivated 
to reach decisions quickly and stick to them (Webster and Kruglanski 
1994). Others are motivated to secure good intellectual reputations for 
themselves (Roberts and Wood 2007, 236). Some are motivated to avoid 
revealing their ignorance (Tanesini 2018). Others are motivated to base 
their views on the best available evidence. Some are motivated to lead 
others to share their views (Saucier and Webster 2010). Others are moti-
vated to promote others’ epistemic well-being (Byerly 2021). All of these, 
and many others, are intellectual motivations. When an epistemic agent 
has a unified tendency to display a wide range of affective, cognitive, 
perceptive, and volitional behaviors out of motivations of these sorts, 
they have an intellectual character trait.

Finally, what makes the intellectual character traits collective is that 
they are possessed by groups (cf. Lahroodi 2019). They are traits that 
are sensibly attributed to groups, regardless of how the sensibleness of 
these attributions is best explained. Thus, for example, if a group of edu-
cators is highly sensitive to opportunities to enhance students’ epistemic 
well-being, greets opportunities to improve students’ epistemic well- 
being with positive emotions and judgments, and tends to make efforts 
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to advance students’ epistemic well-being when opportunities arise, all 
because they value students’ epistemic well-being, this would be an ex-
ample of a collective intellectual character trait. To put it all together, 
collective intellectual character traits are tendencies of groups to display 
a wide range of affections, cognitions, perceptions, and volitions out of 
unifying intellectual motivations.

Notably, this account of collective intellectual character traits stands 
in parallel to an account of intellectual character traits of individual 
people. According to the latter approach, intellectual character traits of 
individuals are tendencies of these individuals to display a wide range 
of affections, cognitions, perceptions, and volitions out of a unifying 
intellectual motivation (cf. Baehr 2011).1 An individual educator, for ex-
ample, might be highly sensitive to opportunities to enhance students’ 
epistemic well-being, greet opportunities to improve students’ epistemic 
well-being with positive emotions and judgments, and tend to make ef-
forts to advance students’ epistemic well-being when opportunities arise, 
all because they value students’ epistemic well-being.

This parallelism between the proposed account of collective intellec-
tual character traits and the foregoing account of intellectual character 
traits of individuals raises the question of the exact relation between 
the two—a question that has been a focal point of interest for philoso-
phers working on collective character traits (cf. Lahroodi 2019). When 
a collective intellectual character trait exists in a group, does it always 
exist only because the members of the group themselves possess this in-
tellectual character trait? Summativists answer “yes”; antisummativists 
answer “no”.

The trend in philosophical work on collective character has been to-
ward antisummativism. The main kind of argument given in defense 
of antisummativism appeals to cases in which group members tend 
to behave in a markedly different way in the group context than they 
would outside of it (see Lahroodi 2019 for a review). In these examples, 
a group appears to display a character trait while the group members 
in their private lives appear not to display it, or a group appears not to 
display a character trait, though its members do appear to display it in 
their private lives. Often, what plays a key role in these examples are the 
group’s policies or procedures, whether formal or informal. The group 
has adopted policies or procedures that regulate their members’ conduct 
when acting as group members, and these policies and procedures lead 
the group members to behave differently as group members than they 
would as private individuals. The group tends to display (or not) a uni-
fied range of behaviors because of group values encoded in the group’s 
policies and procedures, but the individual group members, because they 
may not endorse these same values equally as private individuals, govern 
their private conduct differently. This might lead, for example, to racist 
groups composed of nonracist individuals, or the opposite.
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A less well-known argument for antisummativism is also worth iden-
tifying here. This argument focuses on cases in which a group appears 
to manifest a character trait that just isn’t available as a character trait 
for individuals, because of differences between groups and individuals 
(see Byerly and Byerly 2016). The most obvious example of a relevant 
difference between groups and individuals is that groups have members 
who may interact in the group’s intellectual activities, whereas individ-
ual inquirers do not. As such, if there are any intellectual character traits 
concerned specifically with the regulation of group member interaction 
in group intellectual activity, these may be good candidates for distinc-
tive group intellectual character traits that cannot be possessed by indi-
vidual inquirers.

Two examples of such traits come to mind, but there is ample room 
for further exploration of this topic. First, one of the key, distinctive 
group intellectual activities is the distribution of intellectual labor (see 
Bird 2014). As such, we might think that there are group intellectual 
character traits focused upon the distribution of intellectual labor. 
What is involved in distributing intellectual labor virtuously in groups? 
I don’t have a fully worked-out answer to offer, but presumably, any 
fully worked-out answer will want to include the group’s commitment 
to distributing intellectual labor in a way that promotes its achievement 
of group intellectual aims, but that also balances this commitment with 
a commitment to the intellectual well-being of the group’s members. The 
group that divides intellectual labor excellently will be skilled in iden-
tifying ways that intellectual labor can be divided, skilled in identify-
ing the intellectual strengths and weaknesses of its group members, and 
skilled in matching its members to fitting portions of the divided group 
labor (cf. De Bruin 2015). The group will tend to exercise these skills in 
a way that is governed by motivations to achieve group epistemic goods, 
and that balances the achievement of these goods with the promotion of 
epistemic goods for group members.

A second example focuses on the group’s activities in empowering (or 
disempowering) group members to contribute to group inquiry. To con-
tribute well to group inquiry, group members may need to be provided 
with access to relevant materials, may need training in task-relevant 
skills, and may need channels of communication whereby they can ap-
propriately influence group inquiry. A group that is excellent at empow-
ering its members to contribute to group inquiry will be attentive to the 
needs of its group members and motivated to meet these needs so as to 
advance group inquiry.

Both of these arguments for antisummativism contain an important 
lesson for the project of operationalizing collective intellectual charac-
ter. They both teach us that it will not always work to operationalize a 
group’s possession of an intellectual character trait as a summation of 
group members’ individual possession of this trait. We can’t always just 
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assess whether the group members privately possess the trait of interest, 
and then reliably draw a conclusion on this basis about the extent to 
which the group possesses it. In some cases, this will not work because, 
while both the group and its members can possess the trait, there is a 
divergence between the group’s possession of it and the members’ pos-
session of it. In other cases, this will not work because only the group 
and not its members can possess the trait.

So far, I have only offered an account of what collective intellectual 
character traits are. But it will also be instructive to consider what makes 
a collective intellectual character trait a virtue or a vice, or something 
in between. Roughly speaking, the virtues are the character traits that 
surpass a certain threshold of goodness, while the vices are the character 
traits that exceed a certain threshold of badness, and character traits 
between these thresholds are “mixed traits” (Miller 2014). The question 
here, though, is what the relevant sort of goodness or badness consists 
in when it comes to collective intellectual character traits. What sort of 
goodness is it that contributes toward making a collective intellectual 
character trait a virtue? What sort of badness is it that contributes to-
ward making it a vice?

In the case of virtues and vices of individual people, there is a widely 
accepted answer to this question. What makes a character trait of an 
individual person a virtue is that it makes them better as a person; what 
makes it a vice is that it makes them worse as a person (cf. Battaly 2015, 
5). We might debate exactly what it is to become better or worse as a 
person, but at least this much is commonly agreed.

Yet, it does not seem that this answer to the question transfers very 
well from the case of individual people to the case of groups. That is, 
it doesn’t seem that the best approach to explaining what makes a col-
lective trait a virtue is that it makes the group that possesses it better as 
a person. It may be that groups are sometimes appropriately treated as 
persons, at least for legal purposes. But, even still, it seems that the im-
proving groups as persons is not what makes a collective trait a virtue. 
When we evaluate the characters of individual people, we do so with 
reference to the kind, person. We use our evaluations of their characters 
to judge how good or bad a person they are. But, when we evaluate 
the characters of groups, we don’t do so primarily with reference to the 
kind, person. We don’t use our evaluations of their characters primarily 
to judge how good or bad a person the group is. Instead, we use these 
evaluations to judge how good or bad they are in another respect.

This other respect isn’t just their goodness or badness as a generic 
group, either. We don’t primarily use our evaluations of the characters of 
groups to inform our judgments of how good they are as a generic group 
any more than we use them to judge how good they are as persons. The 
reason for this is that there are very different kinds of groups. While 
there may be some qualities of character that would make just any group 
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better as a group regardless of the kind of group that it is, many of the 
qualities of character that we care about in groups are not like this. In-
stead, they are qualities that make a group better as the particular kind 
of group that it is, and not merely better as a group in general or better 
as a person.

Thus, the kind of goodness that is relevant to collective virtues, in-
cluding collective intellectual virtues, would seem to be of this sort (cf. 
Byerly and Byerly 2019). What makes a collective intellectual character 
trait a virtue is that it makes the group that possesses it better as the kind 
of group that it is. Likewise, what makes a collective intellectual char-
acter trait a vice is that it makes the group that possesses it worse as the 
kind of group that it is. This observation has important implications for 
studying collective intellectual virtues and vices. There may be different 
traits that are collective intellectual virtues or vices for different groups. 
A trait that is a collective intellectual virtue or vice for one group may 
not be a collective intellectual virtue or vice for other groups. Whether 
a trait is a virtue or vice for a group depends upon what sort of group 
it is, and whether possessing this trait makes it better or worse as that 
kind of group.

As a simple illustration, we might compare two different institutions 
of higher education with differing missions. One places a high priority 
on staff research with comparatively lower priority on teaching under-
graduate students, and the other places a high priority on teaching un-
dergraduate students and almost no priority on staff research. There 
are in fact many institutions of higher education that differ from one 
another in precisely these respects (Cummings and Shin 2014). The first 
we might call a research-focused institution, and the second a teaching- 
focused institution. Plausibly, they are different kinds of institutions, and 
different collective intellectual virtues will make them better or worse as 
the kinds of institutions they are. The kind of collective intellectual char-
acter trait focused on fostering students’ intellectual well-being that we 
briefly described earlier will be very important for the second institution, 
but comparatively less important for the first institution. There may even 
be sub-groups within the first institution where this trait would not be 
a virtue at all, as these sub-groups may be devoted exclusively to re-
search. The collective intellectual character traits that would be virtues 
for such a research-only subgroup would differ significantly from those 
that would be virtues for the teaching-focused institution.

Differences of this sort can be even more dramatic. After all, despite 
their differences, the imagined institutions in the previous example are 
still both institutions of higher education. As such, there may still be 
quite a bit of overlap between the traits that would be collective intel-
lectual virtues for them. Yet, we could also contrast these institutions 
with other institutions that are even more different from them. For ex-
ample, we might consider which traits would be intellectual virtues for 
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a troupe of comedians, or for a religious congregation. A witty tendency 
to detect, appreciate, and satirize each other’s vulnerabilities may be a 
collective intellectual virtue for the comedy troupe but not the other 
groups; and a tendency to prioritize remembrance of a certain founda-
tional religious message may be a collective intellectual virtue of the re-
ligious congregation but not the other groups. Very different traits make 
these groups better groups of their kinds because the groups are of very 
different kinds.

In conceptualizing collective intellectual character traits, virtues, and 
vices in the way proposed, I have attempted to be fairly ecumenical. I 
have only offered some basic parameters for thinking about what these 
traits, virtues, and vices are. There are many details I have left unspec-
ified. Researchers may disagree, for example, about whether all traits 
are character traits. They may disagree about the precise elements that 
constitute character traits, virtues, or vices. They may disagree about 
what makes a motive an intellectual motive. They may disagree about 
how best to sort groups into different kinds. Even still, despite the pos-
sibility for disagreement about these details, the conception of collective 
intellectual character traits, virtues, and vices developed here should be 
agreeable to many researchers.

These conceptualizations should also be sufficient to provide im-
portant practical guidance for the project of conceptualizing particular 
collective intellectual character traits. In conceptualizing particular col-
lective intellectual character traits, we should be guided by an under-
standing of the kinds of collectives we are interested in studying, and 
how different character traits would influence their quality as the kinds 
of groups they are. Guided by a conception of the nature of these groups, 
we can hypothesize about specific intellectual motivations that could 
unite tendencies of these groups to display a wide range of emotions, 
cognitions, perceptions, and volitions. And we can identify particular 
patterns of emotion, cognition, perception, and volition that would be 
characteristic of these unifying motivations. In this way, we would arrive 
at a fairly detailed and well-developed conceptualization of a particular 
collective intellectual character trait to study. If the hypothesized trait 
would make the groups in question sufficiently better as the kind of 
group they are, the trait is a candidate for being a collective intellectual 
virtue for these groups. If it would make the groups in question suffi-
ciently worse as the kind of group they are, it is a candidate for a collec-
tive intellectual vice of these groups.

2  An Empirical Approach to Studying Collective 
Intellectual Character Traits

Once researchers have developed a conceptualization of a particular col-
lective intellectual character trait, they may wish to study the role this trait 
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plays in particular groups. They may be interested, for example, in ques-
tions about how relevant groups that possess this trait in larger measure 
differ from relevant groups that possess it in lesser measure. They may be 
interested in antecedents of the trait—what might lead a group to be more 
strongly characterized by it or more weakly characterized by it. They may 
be interested in the consequences of the trait—which other features of the 
group and of other entities that interact with the group may be impacted 
by the presence or absence of the trait. For example, researchers might 
take an interest in what leads research teams to divide intellectual labor 
well, and how teams’ tendencies to divide intellectual labor well influence 
the group’s performance and features of the well-being of its members and 
of other individuals and groups with which the group interacts.

In this section, I will outline a methodology for conducting this kind 
of empirical study of collective intellectual character traits. The meth-
odology is one that has already been employed fruitfully in the study 
of various “climates” of organizations. It has also been used to study 
various dimensions of virtuousness in organizations. The purpose of de-
scribing it here, then, is not to champion something entirely novel. It is 
instead to help advance wider understanding of the method and, com-
bined with the work of the previous section, to illuminate how it might 
be used in the study of collective intellectual character in particular.

In many respects, the methodology mirrors the common methodol-
ogy of using self-report questionnaires to study the character traits of 
individuals—as, for example, in the case of the widely used Values In 
Action Inventory of Character Strengths (Peterson and Seligman 2004). 
In using self-report questionnaires to measure the character traits of in-
dividuals, researchers ask individuals to respond to items about their 
own typical patterns of emotion, cognition, perception, and volition; 
their responses are assigned consistent mathematical values; and a score 
can be computed for each respondent for the trait in question. The score 
represents how “high” or “low” this individual is with respect to the 
focal character trait.

Items in the questionnaire reflect the researchers’ conceptualization 
of the character trait in question. The items used are usually selected 
through a process that involves drafting a large original pool of items 
and narrowing this item pool through the use of statistical techniques 
such as exploratory and confirmatory factor analysis.2 Often, self- report 
questionnaires produced through this type of method will include be-
tween four and fifteen items per trait. Ideally, the items included in a 
final questionnaire exhibit strong properties of reliability, such as a high 
Cronbach’s alpha, high item-scale correlations, and high test-retest cor-
relations. Also ideally, evidence for the questionnaire’s validity can be 
obtained from its convergence with other measures to which researchers 
would expect it to be similar, or from its divergence from measures from 
which they would expect it to differ. Researchers can compare the scores 
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of individuals on the questionnaire with other variables of interest, such 
as participants’ well-being or health. They can study the effectiveness 
of interventions designed to enhance the presence of the relevant char-
acter traits, and they can conduct longitudinal studies examining how 
changes in an individual’s possession of a trait impact other variables 
of interest. Introductory texts such as (Furr 2011) describe the steps of 
these processes in detail.

It is worth observing here that some interdisciplinary research of this 
kind has been conducted which focuses specifically on intellectual char-
acter traits of individuals as conceptualized above. A good example of 
this is the research on intellectual humility first reported in (Haggard 
et al. 2018). In this work, a new scale was developed for measuring in-
tellectual humility that was explicitly guided by the conceptualization 
of intellectual humility defended by a group of philosophers (Whitcomb 
et al. 2017). The philosophers had developed a detailed conception of 
the nature of virtuous intellectual humility in accordance with the above 
conception of intellectual virtues, which allowed for “specific predic-
tions about the kinds of behaviors, motivations, and feelings that an 
intellectually humble person would demonstrate” (Haggard et al. 2018, 
185). A team of philosophers and psychologists used this conceptualiza-
tion to guide their work as they drafted a large pool of items to measure 
intellectual humility and then used exploratory and confirmatory fac-
tor analysis to create a shortened, three-factor scale to measure it, and 
sought evidence of the reliability and validity of the new scale. The final 
scale included items representing limitations owning (e.g., “When some-
one points out a mistake in my thinking, I am quick to admit that I was 
wrong”), love of learning (e.g., “When I don’t understand something, I 
try hard to figure it out”), and appropriate discomfort with intellectual 
limitations (e.g., “I tend to get defensive about my intellectual limita-
tions and weaknesses”, reverse scored). In subsequent research, this kind 
of virtuous intellectual humility has been found to be associated with 
possessing more general knowledge, and with being more open-minded, 
curious, and reflective (Krumrei-Mancuso et al. 2020).

To follow a similar model in studying the character traits of groups, re-
searchers would need for participants to complete questionnaires about 
the typical patterns of emotion, cognition, perception, and volition of 
groups of interest. The items used in such questionnaires would be about 
the patterns of behavior of the group and not of the individual complet-
ing the questionnaire. Researchers would need to assign mathematical 
values to the possible responses to the questionnaire in a consistent man-
ner. A common approach used in research on individual character traits 
that could be replicated here would employ a Likert-scale anchored by 
“strongly disagree”/ “strongly agree” or “very much unlike us” / “very 
much like us”. These mathematical values could be used in at least two 
different ways for research.
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First, researchers can study the relationships between individual par-
ticipants’ perceptions of group character traits and other variables of in-
terest. Here it is each individual participant’s evaluations of the group 
that are compared to other variables. This approach does not require that 
participants in a study are members of the same group. Research of this 
kind can reveal ways in which individuals’ perceptions of the collective 
intellectual character traits of groups of certain kinds are related to other 
variables of interest. For example, this kind of research could address 
how employees’ perceptions of the intellectual character traits of their 
organizations are related to their own motivations or behaviors at work.

Second, researchers can aggregate the responses of multiple partic-
ipants who are members of the same group using a direct consensus 
model (Chan 1998) and compare these aggregated values to variables of 
interest. In this case, the aggregated responses of multiple group mem-
bers are used to determine a score for the group itself, and it is this group 
score that is then compared with other variables. Here it is the shared 
perception of group members that is in focus. This shared perception 
itself serves as a measure of the group’s character, in roughly the same 
way that an individual’s perception of their character serves as a mea-
sure of their character in the case of individual self-reports. This kind 
of research can address questions about how groups’ intellectual char-
acter traits are related to other variables of interest. For example, it can 
address how changes to a group’s policies affect the group’s intellectual 
character, and it can address how groups’ intellectual character traits are 
related to group performance.

Items included in questionnaires of this kind should reflect research-
ers’ conceptualization of the focal collective intellectual character traits. 
Ideally, the items included in a final questionnaire would be determined 
through a process that involves drafting a large original pool of items and 
narrowing this item pool through the use of statistical techniques such 
as factor analysis. Ideally, the items included in the final questionnaire 
would exhibit strong properties of reliability, such as a high Cronbach’s 
alpha, high item-scale correlations, and high test-retest correlations. In 
research of the second kind just described, researchers will want to at-
tend to the extent to which group members converge in sharing a percep-
tion of the group. There are common statistical approaches to measuring 
this kind of inter-rater agreement and reliability, though researchers dis-
agree about whether there is a necessary level of sharedness in percep-
tions for these perceptions to represent useful data (LeBreton and Senter 
2008). In addition to these properties of reliability, researchers would 
obtain evidence of convergent or divergent validity for the questionnaire 
by comparing scores on it to scores on other constructs to which they 
expect it to be similar or different.

With this kind of valid and reliable research instrument avail-
able, researchers could then study the relationships between collective 
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intellectual character traits and other variables of interest, such as out-
comes pertaining to group performance or group member experiences. 
They could attempt to ascertain antecedents of the focal trait and its 
consequences. They could conduct intervention studies to determine 
what might affect the presence or absence of the trait in relevant groups. 
They could conduct longitudinal studies to determine which outcomes 
are influenced by gains or losses in the trait. Again, this research could 
study both group members’ perceptions of collective intellectual char-
acter traits as well as shared perceptions of these traits, where the latter 
provides a way of measuring the group’s own possession of the trait.

Very much this kind of method has been used to study various types of 
climate in organizations. The study of organizational climate has been 
defined as the study of “the shared perceptions of and the meaning at-
tached to the policies, practices, and procedures [group members] ex-
perience and the behaviors they observe getting rewarded and that are 
supported and expected” (Schneider et al. 2013, 362). Organizational 
climate research has been conducted since the 1960s, and two general 
trends in this research are worth noting here.

First, research on organizational climate has come to emphasize the 
organizational “level of analysis” rather than the individual level of anal-
ysis, which was the focus of some early studies. What this means is that 
it is attributes of the organization, rather than of individual members in 
the organization, that are of primary focus in the body of research. Items 
used in questionnaires focus on attributes of the organization, rather 
than attributes of the individuals who complete the questionnaires. In-
deed, as Schneider and colleagues put it, “Perhaps the major outcome of 
this area of research for psychology has been the acceptance of a level 
of theory and data other than the individual as relevant and important 
in organizational psychological research and practice” (ibid., 369). This 
focus on the group level of analysis is obviously complementary to the 
focus on the group level proposed here in the study of collective intellec-
tual character.

Second, research on organizational climate has trended toward the 
study of “focused climates” rather than “molar climate” (ibid., 365f). 
Rather than studying organization climate in general, researchers 
have come to focus on more specific organizational climates that can 
be connected meaningfully to specific organizational processes or out-
comes. Thus, for example, significant scholarly literatures have grown 
up around safety climate, service climate, diversity climate, and justice 
climate (Naumann and Bennett 2000). Research has found that these 
climate features of organizations are indeed related in statistically sig-
nificant ways to other variables of interest. For example, a higher ser-
vice climate is predictive of higher customer satisfaction (Schneider et al. 
2009), higher safety climate is predictive of fewer accidents and a higher 
percentage of accidents being reported (Probst et al. 2008), and a more 
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supportive diversity climate predicts lower gaps in performance between 
racial/ethnic groups (McKay et al. 2008). These findings not only pro-
vide support for the validity of the measures being used to study these 
particular organizational climates, but they reveal the importance of 
these organizational climates for the relevant organizations.

Notably, research on organizational climate is not explicitly formu-
lated in terms of organizational character, whether virtuous or vicious 
or mixed. However, in the growing area of positive organizational schol-
arship, researchers have attempted to study organizational character ex-
plicitly, and they have done so using a methodology very similar to that 
used in climate research. Kim Cameron is one of the leading research-
ers in this growing area of research, which he describes as being at its 
“toddler stage” of development (2017, 430). I’ll describe two illustrative 
examples of research on collective character that he has conducted in 
collaboration with others using these methods.

The first example illustrates the first approach identified above, where 
researchers examine the relationships between individuals’ perceptions 
of collective character and other variables of interest. Cameron and col-
leagues take this approach in their (2004), which examines the relation-
ships between perceived organizational virtuousness and organizational 
performance. Employees from 18 organizations participated in research 
in which they were asked about the virtuousness of their organizations. 
They responded to a pool of 60 items created by researchers with exper-
tise in positive organizational scholarship. Researchers used exploratory 
and confirmatory factor analysis to determine a factorial structure for 
these items and to create a final, 15-item questionnaire. It contained 
five subscales representing organizational forgiveness, trust, integrity, 
optimism, and compassion. Sample items included “Acts of compassion 
are common here” for compassion, and “Honesty and trustworthiness 
are hallmarks of this organization” for integrity. Researchers found that 
perceived virtuousness was a significant predictor of perceived organiza-
tional performance, which was itself highly correlated with objective in-
dicators of performance level. In other words, employees who perceived 
their organizations to be more virtuous also perceived their organiza-
tions to have performed better, and the accuracy of their perceptions of 
organizational performance had independent support.

The second example illustrates the second approach identified above, 
where researchers use aggregated responses of group members as a mea-
sure of collective character traits. Cameron and colleagues take this ap-
proach in their (2011), which reports longitudinal studies with financial 
service units and nursing units focused on the link between virtuousness 
at the organizational level and organizational effectiveness. Research-
ers again created a new instrument for measuring organizational virtue, 
as none had been produced at this time for this kind of study. They 
drafted an original pool of 114 items assessing what researchers took 
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to be representative virtuous features of organizations. Sample items in-
cluded “We treat each other with respect” and “We trust one another”. 
Using exploratory and confirmatory factor analysis with multiple sam-
ples across multiple years, researchers found that the 114 items exhib-
ited a six-factor structure, and could be effectively reduced to a 29-item 
questionnaire with six group-level character-like subscales: Caring and 
Kindness; Compassionate Support; Forgiveness; Inspiration and Tran-
scendence; Meaning and Meaningfulness; and Respect, Integrity, and 
Gratitude. They found that increases in unit scores on these constructs 
predicted improvements in various dimensions of organizational effec-
tiveness. For example, with nursing units, they predicted improvements 
in employee turnover, patient satisfaction, employee participation, and 
quality of care.

These two studies illustrate how the methodology outlined here can 
be applied to the study of collective character traits, and indeed how 
it can be done in each of the two ways described above. What I want 
to propose here is that this same methodology may be fruitfully ap-
plied to the study of collective intellectual character traits in particu-
lar. It is notable that none of the focal constructs in these two studies 
is a very good candidate for a collective intellectual virtue. Indeed, I 
do not know of research in positive organizational scholarship on or-
ganizational virtuousness that has had this focus to date. Yet, as the 
field is still developing, there seems to be a wide-open opportunity for 
expanding research in the area. And one way this research could be 
expanded is by incorporating a specific focus on collective intellectual 
character traits.

We might imagine, for example, research being conducted on the 
collective intellectual humility of groups of intellectual co-laborers. 
If we make some simplifying assumptions about similarities between 
the nature and measurement of collective humility and the nature and 
measurement of individual intellectual humility, then we might be able 
to shorten our work somewhat. We can simply adapt existing scales of 
individual intellectual humility, such as the one discussed earlier, to the 
collective level. Thus, instead of items such as “When someone points 
out a mistake in my thinking, I am quick to admit that I was wrong” we 
would have “When someone points out a mistake in our thinking, we 
are quick to admit that we were wrong”, and instead of “When I don’t 
understand something, I try hard to figure it out” we would have “When 
we don’t understand something, we try hard to figure it out”. If these 
scales were found to have adequate properties of reliability and validity 
at the collective level, they could be used to study collective intellectual 
humility in the way suggested here. In various kinds of studies, research-
ers could assess the relationships between relevant groups’ intellectual 
humility and other variables of interest.

A few cautionary notes are, however, in order. And with these, I close.
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First, it is possible that, even in cases where we think that a col-
lective intellectual character trait has an analog with an existing 
measurement instrument at the individual level as in the case with 
intellectual humility, a simple adaptation of the items from this instru-
ment will not produce a reliable and valid measure of the collective 
trait. One reason for this is that items that perform well in question-
naires designed for individuals may not perform well when adapted 
for questionnaires about collectives. For instance, “we” statements 
have ambiguous readings, and participants may not understand them 
in the same way or in the way researchers intend. A reference to “our” 
thinking is ambiguous between referring to how each of us thinks 
individually versus referring to our shared thinking. Items where this 
kind of ambiguity is salient, such as “When someone points out a 
mistake in our thinking, we are quick to admit that we were wrong”, 
may not perform adequately. Consequently, it may be best to develop 
new research instruments for collective traits, even if many of the can-
didate items are closely modeled on items used in existing instruments 
for individual traits.

Second, it is important to remember our earlier lesson that not all col-
lective intellectual character traits have individual analogs. Thus, for at 
least some collective intellectual character traits that may be of interest 
to researchers, it won’t be possible to model items on items contained 
in questionnaires focused on intellectual character traits of individuals. 
Questionnaires focused on distinctively collective intellectual virtues 
may have to be developed de novo.

Third and finally, it is important to recall another earlier lesson 
about different traits being appropriate for different kinds of groups. 
For example, it would seem that intellectual humility, as conceptual-
ized according to the measure discussed in this chapter, would be a 
candidate for virtue only for collectives that have learning together as a 
significant part of their function. This is because intellectual humility, 
according to this conceptualization, must be motivated by the love of 
learning. A group that isn’t devoted to learning, even if it is devoted to 
other intellectual activities such as teaching, may not be a good can-
didate for being assessed for intellectual humility conceptualized in 
this way. It may not be an important part of their mission to engage in 
learning together.

Possibly, we can even learn from cases such as this that different con-
ceptualizations of the character traits we are interested in may be called 
for. After all, we might think that a group of teachers can display a 
certain recognizable kind of intellectual humility, even in activities that 
do not involve them in collaborative learning. We might think they can 
display intellectual humility in their teaching endeavors, where the rele-
vant kind of humility has to do with a certain kind of service orientation 
toward learners. If so, we’ll need not just a new measurement instrument 
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for collective intellectual humility, but a new conceptualization of it—
one that is fit for the purpose of studying the particular kind of collective 
we are interested in.

3 Conclusion

There is a wide-open opportunity to engage in an interdisciplinary study 
of collective intellectual character. One approach to doing so involves 
conceptualizing particular collective intellectual character traits, and 
then operationalizing them and collecting and analyzing data about 
them using a methodology familiar from research on organizational 
climate and organizational virtuousness. This methodology mirrors a 
well-established methodology used to study character traits of individ-
uals. And, this kind of research on collective intellectual character can 
benefit from consulting related interdisciplinary research on individual 
intellectual character. Yet, for a variety of reasons outlined in this chap-
ter, it also requires distinctive work of its own. My hope is that this 
chapter may prompt researchers to experiment with conducting this dis-
tinctive work in order to determine whether we may thereby learn more 
about collective intellectual character.

Notes
 1 This approach is associated with responsibilist or personalist approaches to 

virtue epistemology, in contrast to reliabilist approaches (see Battaly 2019), 
which focus on reliable and unreliable cognitive faculties or belief-producing 
mechanisms. I am sympathetic with the idea, voiced by Battaly and others, 
that both reliabilist and responsibilist/personalist approaches have valuable 
contributions to make to our understanding of excellent (and less than ex-
cellent) intellectual functioning. This applies both at the individual level and 
the collective level. Thus, while my focus here is on collective intellectual 
character traits, I think there is ample room for valuable contributions to 
collective epistemology that focus on features other than collective character 
traits. See chapter also discussions in this volume of research in collective 
epistemology of a more reliabilist stripe.

 2 These methods are discussed in more detail in Meyer (2022).
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Ryan Byerly’s chapter maps an interdisciplinary plan for measuring col-
lective intellectual virtues and vices. Byerly argues that measuring such 
virtues and vices will involve both philosophical work in conceptual-
izing them, and psychological work—in psychometrics and organiza-
tional psychology—in developing measures. Having had a head start on 
making a philosophical contribution (Byerly and Byerly 2016), Byerly’s 
chapter advocates a conceptualization of collective virtues and vices that 
is antisummativist, in the sense that it allows a group to have an in-
tellectual virtue or vice that its individual members do not have. With 
respect to the psychological contribution, Byerly suggests two potential 
routes for measuring group virtues and vices, one which allows for re-
ports from people outside the group, and another which focuses on the 
reports of group members. I applaud Byerly’s call for future interdisci-
plinary work on the measurement of collective intellectual virtues and 
vices. Indeed, it strikes me that the measurement of collective intellectual 
vices is especially needed, as are suggestions about how to ameliorate 
them! In short, Byerly and I agree about many of the basic parameters. 
Below I ask three sets of questions about some of his specific proposals.

First, Byerly argues that “what makes a collective intellectual char-
acter trait a virtue is that it makes the group that possesses it better 
as the kind of group that it is”. Likewise, a group’s (intellectual) vices 
will make the group (intellectually) worse as the kind of group that it 
is. Byerly illustrates this idea by arguing that an intellectual character 
trait that counts as an intellectual virtue for one group need not count 
as an intellectual virtue for another group, since the intellectual priori-
ties of groups can differ, for example, in teaching- vs. research-focused 
universities, and in sketch comedy groups vs. religious congregations. 
In short, intellectual virtues and vices seem to be indexed to a group’s 
priorities (which identify what kind of group it is). Now, there may be 
an advantage to this approach when it comes to analyzing liberatory 
intellectual virtues at the group level. There may also be an advantage to 
this approach provided that groups prioritize truth, knowledge, under-
standing, and other epistemic goods. But, what happens when a group’s 
priorities are intellectually bad? When a group’s priorities are to hide 
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or obfuscate the truth, to gaslight marginalized epistemic agents, or to 
launch campaigns of distraction and misdirection, or to intentionally 
disseminate falsehoods? Here, troll farms and colluding tobacco exec-
utives come to mind. Troll farms seem particularly problematic as their 
entire existence seems to be predicated on the goal of intentionally dis-
seminating falsehoods. According to the proposal above, dishonesty and 
epistemic malevolence will count as intellectual virtues for groups with 
the aforementioned priorities, and honesty and epistemic benevolence 
will be intellectual vices. But, that seems like the wrong result, or at least 
an unexpected result since it would make the intellectual virtues and 
vices of individual agents quite different from the intellectual virtues and 
vices of groups. Perhaps I have misunderstood Byerly here; in any case, 
I’d be interested to hear more.

Second, Byerly argues that one reason for endorsing antisummativism 
is that there are some character traits that are only available to groups 
and not to individuals, such as character traits that involve regulating 
and organizing the interactions of group members. Since I am sym-
pathetic with this view, I invite Byerly to expand on the examples he 
provides, and help us further home in on the features of a trait that 
would make it exclusively collective. His examples include the intellec-
tual character traits of dividing (well or poorly) intellectual labor among 
group members, and empowering (or disempowering) group members 
to contribute to group inquiry. While I wholeheartedly agree that these 
can count among the intellectual character traits of groups, I wonder 
whether these particular intellectual character traits are also available to 
individual leaders within groups. Can’t CEOs themselves (and managers 
at every level) exhibit virtues and vices when it comes to dividing intel-
lectual labor among the members of their departments? Wouldn’t this fit 
de Rooij and de Bruin’s call for matching the virtues of individuals with 
their functions in an organization (2022)? Likewise, can’t professors 
themselves exhibit the virtue (or vice) of empowering (or disempowering) 
their students to contribute to group inquiry? Perhaps, the point is just 
that individuals themselves have no members, and thus have no members 
to divide labor among or empower! Still, individuals can exhibit virtues 
and vices when it comes to dividing their own intellectual labor (across 
projects), and empowering themselves to contribute to inquiries (group 
or otherwise). So, why wouldn’t the aforementioned traits of groups be 
analogs of these? In short, what is it about the aforementioned traits that 
is supposed to make them only available to groups and not individuals? 
My hope is that by thinking through some of these examples we can get 
closer to identifying the features of a trait that make it an exclusively 
collective trait.

Finally, I close with a set of questions about Byerly’s proposals for 
measuring collective virtues and vices. He argues that one way to do 
this is to ask individual members of a group to complete surveys about 
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the group’s patterns of action, emotion, perception, and motivation. 
Their responses could then be aggregated “to determine a score for the 
group itself”, which would serve as a measure of the group’s character. 
For starters, are aggregative methods summative, and if so does that 
pose a barrier to measuring anti-summative group traits? More impor-
tantly, should we be worried about the impact of intellectual vices on 
the reliability of the responses? If individual group members have in-
tellectual vices, will they be unreliable reporters of the group’s actions 
and motivations? Further, if the group itself has intellectual vices and/
or facilitates intellectual vices in its members—if it compartmentalizes 
information and silos its members, facilitating their ignorance, as star 
networks do (Sullivan and Alfano 2020), or if it has closed-mindedness 
and facilitates this vice among its members, as hate groups do—will its 
members be able to reliably report the group’s patterns of action and 
motivation? Instead of relying on group members to reliably report the 
group’s patterns of action and motivation, should we instead emphasize 
third-person reports, or coding of the group’s actions and motivations? 
Or, should we be hopeful—will individual group members who are in-
tellectually virtuous be able to detect anti-summative intellectual vices 
in the group? More broadly, should we, or shouldn’t we, expect group 
vices to be stealthy—to prevent their own detection by the group?
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Measuring Organizational Intellectual Character Traits

Ryan Byerly’s chapter makes a proposal for how to empirically study 
collective intellectual character traits. Part of it is familiar from meth-
odologies to study psychological traits quite generally: Group members 
are invited to respond to a battery of survey items. For each collective 
intellectual virtue of interest, the survey contains a few agree/disagree 
questions. By averaging responses across the respective items, research-
ers obtain a score per participant for each construct.

Another part of the methodology is specific to capturing collective 
intellectual virtues. Byerly proposes to start from existing instruments 
that measure individual epistemic virtues, such as humility. Many such 
instruments use the “direct consensus model”, using items written in 
the first-person singular to encourage respondents to tap answers from 
their individual perspectives. An example is “When I don’t understand 
something, I try hard to figure it out”. If within-group agreement is suf-
ficiently high, scores for the whole group can be obtained by averaging 
responses across participants.

To capture collective traits, Byerly suggests reformulating items from 
the perspective of first-person plural: “When we don’t understand some-
thing, we try hard to figure it out”. Some items, Byerly contends, need 
more adjustment to avoid confusion about what the “we” refers to—
each of us individually, or “we collectively”. Moreover, some collective 
traits need to be measured from scratch because there are group vir-
tues such as achieving a good division of intellectual labor that have no 
equivalent on the individual level.

Is this the right model to study collective intellectual character traits? I 
will argue that Byerly’s proposed methodology is appropriate for the un-
structured groups that he mostly discusses, such as groups of educators, 
religious congregations, or comedy troupes. By contrast, when studying 
the collective intellectual traits of full-fledged organizations, it is de-
veloping the methodology further. The “direct consensus model” that 
Byerly favors ignores two main distinguishing factors of organizations: 
hierarchy and division of labor. It thereby risks missing out at the very 
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features that make organizations intellectually virtuous, or so I shall 
argue. Adopting the “referent shift consensus model” solves some prob-
lems with the “direct consensus model”, but does not address others.

Groups vs. Organizations

What makes intellectual character traits collective? Byerly says that the 
traits are sensibly attributed to groups. Some groups are unstructured 
and relatively homogenous. Take a comedy troupe. I picture four people 
who go on stage together. Byerly suggests that for a comedy troupe, a 
collective intellectual virtue may be a “witty tendency to detect, appre-
ciate, and satirize each other’s vulnerabilities”. It is characteristic for 
unstructured and homogenous groups that there is a close link between 
the perspectives of each group member and the collective intellectual 
virtues of the group. Looking at average scores on an item like “We like 
to make fun of others’ vulnerabilities” seems therefore a sensible way of 
measuring the (self-reported) wittiness of the troupe.

Now suppose the comedy troupe is getting popular. Soon enough it 
gets requests to perform every evening. Since the comedians are no lon-
ger able to manage their bookings and negotiate contracts on the side, 
they hire strait-laced Tom as manager. I’d like to suggest that the item 
“We like to make fun of other’s vulnerabilities” would not make much 
sense to Tom, and not for the reasons that Byerly suggests.

For Tom is not just confused about what “we” refers to. Even if 
researchers clarified the meaning, neither option—“each of us indi-
vidually” or “we collectively”—would make sense to Tom. When we 
consider each member of the troupe individually, there is presumably a 
huge gulf between the comedians and Tom when it comes to wittiness. 
Within-group agreement will likely be low because of Tom’s different 
perspective. Hence, on the direct consensus model, aggregating scores 
would not be justified, suggesting that there is no collective intellectual 
virtue of wittiness. Yet this would be a mistake. No doubt, the troupe is 
as witty as before, and perhaps more so, as the comedians can focus on 
writing jokes rather than administering bookings.

How would Tom respond if he adopted the second reading of “we”, 
taking it to refer to the group collectively? Perhaps Tom would agree that 
the group collectively likes to make fun of each other’s vulnerabilities. 
Tom does not like to do so, but he may defer to the comedians based 
on numbers as well as the purpose of the group—it is a comedy troupe, 
and Tom is the odd one out. But that reaction won’t hold up as the 
troupe grows in size and complexity. Picture dozens of administrators 
managing intellectual property, interview slots, and merchandise. Do 
they, collectively, still like to make fun of each other’s vulnerabilities? 
Administrators are unlikely to agree, again undermining within-group 
agreement and thereby aggregation.
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The reason that the direct consensus model falters is that in charting 
the evolution of the comedy troupe, I have transformed the group from 
an unstructured, homogenous group into an organization, character-
ized by division of labor and hierarchy. Organizations can be considered 
as convening spaces for individuals with different epistemic styles. The 
direct consensus model would perhaps be appropriate if “convening” 
could be reduced to hiring people with different epistemic styles in the 
right proportions. But in a well-run comedy troupe, the show does not 
get less witty every time it hires additional administrative staff. The rea-
son is that there is a division of labor—administrators do not write the 
jokes or perform on stage. There is also hierarchy. The creative direction 
of the troupe is set by the comedians. Administrators do not get to vote 
on jokes.

Shifting Perspective

If the “direct consensus model” is problematic for studying organiza-
tions, what are the alternatives? The most prominent contender is the 
so-called “referent-shift consensus model”. In a first step, items are 
reformulated to ask respondents to assess the capability of the group: 
“This troupe produces comedy that makes fun of other people’s perspec-
tives”. This way of formulating items asks respondents to step back from 
their individual perspective and answer items on behalf of the group, 
assessing the epistemic traits of the group as if from the outside. As in 
the “direct consensus model”, in a second step, responses are averaged 
across respondents, in case there is sufficient within-group agreement.

Adopting the “referent shift consensus model” solves one issue we dis-
cussed above: It removes reference to an elusive “we” that assumes that 
collective intellectual virtues are instantiated by shared values and mo-
tivations. Tom may well appreciate that the comedy troupe he works for 
makes witty comedy. The “referent shift consensus model” allows him 
to share this perception without asking him to report what he is not: part 
of a witty “we”.

Yet issues remain with the “referent shift consensus model”. We have 
shifted the referent, but we have left the consensus approach in place. 
Hence, we assume that averaging people’s perspectives is a good way 
to get at the collective intellectual traits of an organization. Whereas 
I think this approach can be defensible for answering many research 
questions, we need to be careful for others. People with certain epistemic 
styles are likely to promote certain collective epistemic traits yet at the 
same time bias scores in the opposite direction. For instance, I would ex-
pect that hiring more lawyers will strengthen intellectual conscientious-
ness of the organization. Yet lawyers are likely to be more critical on 
items on items like “This organization carefully considers risks before 
making a decision”, thereby making the organization seem less cautious. 
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Generally, adding people with distinct epistemic styles are likely to bias 
the collective epistemic traits in the organization towards that style, yet 
are at the same time likely to judge the organization more critically with 
regard to the presence of their epistemic style than other members.

To overcome the limits of the consensus approach, we could seek 
to model how epistemic traits in certain subunits of the organization 
combine to achieve collective epistemic traits at the level of the orga-
nization as a whole. This would involve measuring collective epistemic 
traits at the level of subunits within the organization and developing a 
theory to draw inferences about the traits of the organization as a whole. 
There are plenty of subtleties here. For the collective epistemic traits are 
strongly influenced by seemingly small governance decisions. Are the 
newly hired lawyers invited to early discussions about new products and 
partnerships, or are they looped in late in the process? I’d expect that 
this one decision makes a huge difference for the intellectual traits of the 
organization. There are likely very many of such levers in organizations, 
making models of how scores of different subunits interact complicated 
to operationalize. Because of their simplicity, using the “referent shift 
consensus model” may be preferable for studying organizations, and the 
“direct consensus model” for studying unstructured groups. Yet the re-
sults should be interpreted with care, and will likely often benefit from 
accompanying qualitative research.



I am grateful to Heather Battaly and Marco Meyer for their insightful 
comments and questions about my chapter. Here I briefly respond to a 
few of the issues they raise.

First, Battaly raises the question of whether my account of collective 
virtues implausibly implies that character traits that make bad groups 
better at being bad are virtues of those groups. I think there are two 
different replies to this question worth exploring further.

First, it’s important to note that my account proposes that collective 
virtues are traits that make groups better as the kind of group they are. 
Bad groups are typically instances of a salient and more general kind 
of group which is not bad. For instance, the Nazi party may be a bad 
group, but the kind of group it is an instance of is a political party, and 
a political party is not a bad kind of group. Traits that are virtues for 
the Nazi party, on my view, are not traits that make it better as the Nazi 
party but traits that make it better as a political party. These won’t be 
traits that make it better at being bad.

Second, it is important to recall Margaret Gilbert and Daniel Pilch-
man’s (2014) lesson that features that are possessed by both individuals 
and groups may have different qualities—even necessary qualities—in 
the two cases. These authors caution against arguments that conclude 
that there can’t be collective features of a certain kind because such fea-
tures couldn’t satisfy a necessary condition that applies to them when 
possessed by individuals. That lesson may apply here too: perhaps at 
the group level we shouldn’t be too quick to grant that virtues (of bad 
groups) must make their possessors ceteris paribus better.

Second, Battaly asks what makes distinctively collective virtues dis-
tinctively collective, given that they often do seem to have something 
like individual analogs. For instance, a group’s tendency to distribute 
intellectual labor well in pursuit of its epistemic aims has an analog in a 
manager’s tendency to guide this very kind of distribution of labor.

In response, I note two points. First, there remain subtle differences 
between the individual and collective virtues in these cases. The manag-
er’s virtue is a tendency to contribute to or guide the distribution of labor 
among group members in support of the group’s intellectual aims, not 
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a tendency to divide intellectual labor among his/her own members in 
pursuit of his/her individual intellectual aims. Second, and perhaps more 
interestingly, the collective virtue seems to have conceptual priority over 
the relevant individual virtue. To have an account of the manager’s vir-
tue of contributing toward excellent division of labor in the group, we 
first need to know what it is for the group to distribute intellectual la-
bor well. This suggests that in cases of distinctively collective virtues, 
beginning theorizing with the collective level of analysis is inescapable 
and will structure theorizing about group member contributions to such 
collective virtues.

Third, Meyer raises a concern about whether my proposed direct 
consensus approach to measuring collective virtues may not work when 
organizations become more complex and distribute labor among more 
specialized sub-units. For instance, Meyer suggests that a complex 
comedy organization with specialized sub-units dedicated to managing 
bookings for the main comedic actors and so forth would remain witty, 
but that there would be little consensus among group members in this 
case that the organization as a whole was, say, excellent at spotting and 
satirizing each other’s vulnerabilities. Thus, the direct consensus ap-
proach would fail to measure the organization’s wittiness.

I think the views of the group members, in this case, are the correct 
ones. The complex comedy organization does not have the virtue of witti-
ness. Rather, it has a subtly different virtue that has to do with excellence 
in producing witty comedy, and the direct consensus approach would 
likely capture this virtue well. It’s the main comedic actors alone who 
retain the group virtue of wittiness. I think this kind of case illustrates 
the need for interdisciplinarity in the study of group virtues, as without it 
subtle conceptual distinctions like this can be overlooked easily.

Finally, both Battaly and Meyer raise different kinds of cases where 
the direct consensus model may falter because of particular details about 
the kind of trait being measured or the complexion of the group. While 
I side with Meyer (2022) in thinking that self-report measures, includ-
ing direct consensus measures, are likely to have widespread utility and 
are well worth exploring in the first instance due of their simplicity and 
cost-effectiveness, I also concede that there are cases where these meth-
ods are not adequate for measuring group traits.

I’ll say a bit more about Meyer’s case because I think it illustrates how 
sometimes only a slight adjustment to the direct consensus approach can 
overcome the relevant challenge. The case Meyer discusses is one where 
members of a sub-unit within an organization are high in a particular 
trait and yet because of this they are more critical of the relative lack of 
this trait among other group members. Because of this, while the pres-
ence of this sub-unit likely increases the group’s overall possession of 
this trait, including these group members’ perceptions in a direct consen-
sus approach to measuring the trait may yield lower scores for the group.
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I suggest that one approach to overcoming this challenge would in-
volve statistically controlling for it. If group members’ own individual 
traits can be measured alongside their perceptions of the group’s trait, 
and it is known that one variable influences the other, it is easy enough 
to control for this statistically without pursuing a more complicated ap-
proach to measuring group traits. Subtle modifications of the direct con-
sensus approach like this won’t always be adequate, but in some cases, 
they may be.
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1 Introduction

…when it comes to the direction of human affairs, all these univer-
sities, all these nice refined people in their lovely gowns, all this vis-
ible body of human knowledge and wisdom, has far less influence 
upon the conduct of human affairs, than, let us say, an intractable 
newspaper proprietor, an unscrupulous group of financiers or the 
leader of a recalcitrant minority.

(Wells 1938)

In January 2021 a mob of supporters of Donald Trump stormed the Cap-
ital of the United States (Bergengruen and Time Photo Department 2021). 
Despite no evidence of electoral fraud, and over 60 failed lawsuits to this ef-
fect, the rioters believed that their duty as Americans was to take back their 
country, to ‘stop the steal’ (Rutenberg et al. 2020; AP/Reuters 2021). The 
mob believed that Joe Biden had been elected fraudulently, that democracy 
was at risk and that members of Congress had to be stopped from certifying 
the electoral votes that would instate Joe Biden as the 46th president of the 
United States (McSwiney 2021). False beliefs were incubated and amplified 
not by evidence, but by Donald Trump’s posts on social media platforms, 
particularly Twitter and Facebook. Once posted on social media, Trump’s 
messages went viral on social media and via a network of online forums 
and media creating a ‘right-wing echo chamber’ (Tharoor 2021).

There is no doubt that social media platforms sow disinformation 
and misinformation just as easily (perhaps much more easily) than true, 
verifiable information (Singer and Brooking 2018). In the wake of the 
Capital riots, media commentators have reflected on issues of free speech 
and moderated content as they pertained to social media (Breton 2021), 
wondering about the price society pays, particularly democratic societ-
ies, when lying becomes normalised (Tenove and McKay 2021).

The unrest in Washington is proof that a powerful yet unregulated 
digital space—reminiscent of the Wild West—has a profound im-
pact on the very foundations of our modern democracies.

(Breton 2021)
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Where years of anguish and lament from ideologues have failed to change 
misinformation behaviours in the media and social media, corporate lit-
igation has stepped in. Under the threat of defamation lawsuits, media 
outlets are now changing their behaviours (Brynbaum 2021). Such law-
suits are having an immediate impact on misinformation narratives, for 
example, during a right-wing media Newsmax interview on 3 February 
2021, a host walked off camera to avoid engaging in discussions around 
unsubstantiated electoral fraud (MSNBC 2021).

Against the backdrop of social media reckoning, this chapter seeks to 
demonstrate the potential of social tools to build virtuous behaviours 
online. If we believe that humans would benefit from incorporating phil-
osophical theories into discourse and social knowledge structures, then 
social media platforms should be created, modified and updated based 
on our best normative theories in epistemology and the philosophy of 
science, rather than corporate monetisation metrics. That is to say, the 
impact of digital content on society should be proportional to the evi-
dence we have for ideas and the comprehensiveness of this evidence. The 
more justified the ideas (e.g. climate change), the more these ideas should 
be promoted. If truth matters, then social media platforms must be nei-
ther contributor nor content-neutral. And, if they are not neutral, then 
technology creators and their stakeholders must determine the manner 
and means of content management.

I take the following ingredients as important to creating good social 
platforms. First, we must accept humans for the sort of biased actors they 
are. Humans are myopic, overconfident and affected by contextual factors 
when they consider ideas (Montibeller and von Winterfeldt 2015). Human 
behaviour is flawed—and that has to be ok. Second, the truth can be 
elusive and uncertain, perspectives subjective, evidence contradictory and 
opinions swayed by ethos, pathos as well as logos (Braet 1992). Third, as 
communities, we must commit to values, and mechanisms that instantiate 
these values, to generate an overall society with greater epistemic virtues 
than our individual behaviours. Societies that use social platforms— 
either inputting and responding to data or using data produced on them—
should value inclusivity, truth (and truth-seeking); and should be receptive 
to evidence and evidence-based arguments. Platforms must also limit pu-
nitive actions and allow productive discord and respectful disagreement.

The ambition to create virtuous social information is not new. The 
history of information science is largely the instantiation of the dream 
to collect, collate, store and access the world’s best information and 
documents for the purposes of social good. From oral histories to the 
written word; shared taxonomies and indexing, to card catalogs and 
encyclopedias; databases, data mining, business intelligence and expert 
systems; and more recently recommenders, chatbots and generative lan-
guage models, humans have sought to store and share good information 
(Fivush and Haden 2003; Liao 2003; Dacome 2004; Krajewski 2011; 
Wright 2014; Dale 2021).
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Hand-in-hand with virtuous information sharing, particularly since 
the invention of the printing press, is the parallel spread of propaganda 
and misinformation through pamphlets, books, newspapers and so forth 
(Burkhardt 2017). The internet catapulted the potential to deceive and 
inform, leading scholars to interrogate the factors that need to be consid-
ered before one is justified in believing information online (Fallis 2004; 
Bruce 1997). Information literacy refers to the set of skills and epistemic 
framework that enable the identification of sources of information; how 
to access information, and then how to evaluate and use information ef-
fectively, efficiently and ethically (Julien and Barker 2009). Information 
literacy has renewed attention in light of the powerful impacts of ‘fake 
news’ since 2016 (Jones-Jang et  al. 2021; Cooke 2018). New norma-
tive frameworks to understand and proactively fight disinformation are 
emerging (Pamment and Lindwall 2021).

In this chapter, we investigate whether mis- and disinformation can 
be fought using a social platform that resembles existing platforms, 
but simultaneously encourages virtuous information behaviours by its 
design.

The rise of social media in some ways has marked the demise of the 
document as a primary unit of information (Buckland 1991; Wright 
2007). Rather than building up knowledge in expert systems, social me-
dia encourages ephemeral, unexpert ejaculations. Social media builds on 
human gossip mechanisms for shared belief, rather than co-constructing 
more faithful representations of reality. This chapter suggests a new path 
for social media in an age of uncertainty and a hunger for evidence-based 
collective thinking. There is evidence that crowds can be wise, if the cir-
cumstances of deliberation and dissent are considered, and mechanisms 
of groupthink are avoided (Solomon 2006; Sunstein 2011).

Social media success, we argue, is in the hypothesis. The document 
has long reigned as the unit of information with keywords, indexes and 
other signals indicating connections to other documents. In the plat-
form we create, the primary unit of information is the hypothesis. Here 
documents are not intrinsically valuable, but valuable to the degree that 
they are evidence in service of or to challenge an idea for a purpose 
(Devitt 2013). Such a reframing allows for and anticipates documents 
to be error- prone and variable in usefulness in accordance with the am-
bitions of Bayesian epistemology (Bovens and Hartmann 2004; Hajek 
and Hartmann 2009; Dunn 2010; Gwin 2011). Centering the hypothesis 
removes the barrier to using diverse information while limiting the influ-
ence of evidence used disproportionately or inappropriately. Traditional 
social media prioritises the idea too, but to the detriment of evidence and 
expertise. Social media’s infinite feed of assertions with little evidence 
creates almost the opposite information environment than that perfected 
by the book, the document, the card catalogue and the database.
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The future of informed conversations requires far-better utilisation 
of the global ‘world brain’1 of information through intuitive, yet struc-
tured social platforms. To this end, a group of researchers have created 
a Bayesian social platform for evidence-based collective decision making 
which we articulate below.

2 Social media

The internet (more broadly) and social media (more specifically) have 
invited democratic participation in the espousement and evaluation of 
ideas. Wishing to remain impartial, social media companies have gen-
erally welcomed all who wish to register and share their data with them 
to monetise (Zuboff 2019; Barnet and Bossio 2020). Simple popular-
ity metrics have been employed to adjudicate and share ideas, such as 
‘upvoting’ and ‘starring’ content; and retweeting and sharing content 
within or across platforms. But few features are built or deployed that 
explicitly work towards improving both the veracity or quality of in-
formation shared or the ability of users to effectively evaluate poor in-
formation or misinformation. Instead, users share and like information 
amongst like-minded peers (Schmidt et al. 2017), reducing the friction 
of dissent and creating epistemic echo chambers. In-group messages ex-
pressing righteous or virtuous anger are propagated, while calm, mod-
erate or evidence-based messages are shared less (Singer and Brooking 
2018). The science of human behaviours on current dominant social me-
dia suggests that, left to their own devices, humans are more likely to 
reinforce beliefs signalling social group membership/identification and 
less likely to collectively promote evidence-based beliefs.

This is despite a decade of empirical and theoretical social media 
research on ways people experience information on platforms such as 
Twitter and normative guidance for platform producers. For example, 
Zubiaga and Ji (2014) found that credibility perceptions of tweet authors 
played a significant role in how users trusted tweets. Basically, the more 
credible the ‘tweeter’, the more the tweet would be reshared.

Only after 14 years has Twitter added a feature that asks users to 
employ metacognitive skills, to consider their actions, ‘would you like to 
read the article before retweeting it?’ In 2020, they ask this question if a 
user tries to retweet before reading a link (sharing based on trust), rather 
than opening the link (sharing based on knowledge)—see Figure 16.1.

The experiment with some platforms (starting with Android) went ex-
tremely well, with users opening articles 40% more before sharing them, 
that Twitter has rolled out the feature across all platforms (Hatmaker 
2020). Twitter explains this feature because sharing an article can ‘spark 
conversation’ and opening articles (implied, ‘reading articles’) helps pro-
mote informed discussion—see Figure 16.1.
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Social media has traditionally avoided censoring individuals (bad for 
business) and has allowed networks to grow and their advertising reve-
nue to grow beside it, for example:

At YouTube, we’ve always had policies that lay out what can and 
can’t be posted. Our policies have no notion of political affiliation 
or party, and we enforce them consistently regardless of who the 
uploader is.

(Novacic 2020)

Disregarding political affiliation has led to the rise not only of political 
extremism but has also made social media the locus of political action 
such as recruitment, propaganda and collective action. For example, 
Facebook, Twitter and YouTube were central in the rise of cyber jihadists 
and Isis (Awan 2017). Facebook enabled warring militias in Libya’s civil 
war to generate and sustain power (Singer and Brooking 2018; Walsh 
and Suliman 2018). While white supremacists and conspiracy groups 
such as QAnon in the United States have grown and strengthened with 
the comprehensiveness of open information on the internet and social 
media (Hannah 2021). Social media companies do have guidelines to pull 
down content that includes hate speech, inappropriate content, support 
of terrorism or spam. But, they also rely on inscrutable decision-making, 
large cohorts of preciously employed content moderators and automated 
tools (Gillespie 2018; Roberts 2019; Ganesh and Bright 2020).

However, after the unprecedented mob attack on the US Congress 
6 January 2021, incited by weeks of delegitimising the US election, 

Figure 16.1  Twitter Support tweet explaining the new feature, a prompt 
to encourage informed discussion. See https://twitter.com/Twitter 
Support/status/1270783537667551233?s=20.
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Twitter first suspended the personal Twitter account of the President of 
the United States Donald Trump and then permanently deleted it when 
the user did not obey Twitter’s governance rules. Facebook also deleted 
Trump’s accounts and Apple and Google removed the social media app 
Parlour from its app stores. Amazon removed Parlour from its web host-
ing services. Within a week of the attacks, thousands of accounts in-
citing violent insurrection against the US government were removed by 
Twitter and Facebook.

The question remains whether the solution to social media lies less 
in content moderation, and perhaps more in the way interaction occurs 
and information is used. Democratic participation needs to value inclu-
sion and diversity, but also prioritise the knowledge and experience of 
experts and expertise. Evidence must be drawn from a defensible range 
of stakeholders and there must be a reasonable opportunity to submit 
ideas and evidence. Similar to the slow-food movement, future social 
media must gather and analyse data for propositions over longer tem-
poral periods. The digital social epistemology movement must find a 
way to encourage interactivity, thoughtfulness and genuine engagement, 
while also mitigating human cognitive and affect limits, human biases 
and tendencies.

3 Background

This chapter considers how groups of people might come together more 
effectively to understand a problem space and to propose actionable 
solutions from the traditions of social information processing, data- 
driving decision-making.

3.1 Social information processing

The field of social information processing has long questioned the role 
of social interaction on social information processing from in-person of-
fice interactions to online virtual experiences (Festinger 1954; Salancik 
and Pfeffer 1978; Meyer 1994; Ahuja and Galvin 2003). Individuals are 
motivated to communicate with others in order to establish socially de-
rived interpretations for events and their meanings when judgements are 
important, but the evidence is ambiguous or non-existent and informa-
tion complex (Salancik and Pfeffer 1978; Meyer 1994). Groups of people 
desire to fit in and will be motivated to agree with the group. With repe-
tition, ideas are likely to convince individuals, that is make them believe 
them. Humans use social reasoning as a tool to make sense of uncertainty. 
Social platforms provide epistemic checking for groups. People will tend 
to believe what others in their group believe. If evidential reasoning is 
valued and social reasoning requires evidence, the group may collectively 
believe propositions for which there is corresponding evidence.
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3.2 Data-driven decisions

A problem that has arisen across social media and within traditional or-
ganisations is that while an overt strategy might recommend ‘data-driven 
decisions’ (Haller and Satell 2020), in actual fact, decisions are largely 
made based on political will, trends and biases arising from limited time 
and resources to evaluate ideas. Even when organisations use data for 
decisions, often data is incomplete, inaccurate, irrelevant or otherwise 
problematic to use to base decisions on (Provost and Fawcett 2013). 
Data is rarely used by itself in raw form, but is transformed via human 
or machine interpretation, so when we speak of ‘data’ in this chapter, we 
mean data, models and algorithms; as well as whether data are classed 
as assertions (aka hypotheses) or evidence for or against hypotheses.

The method specified in this chapter allows groups of humans to 
use data to make decisions, even when it is partial, messy, and of vary-
ing quality. This offers a risk-based approach to data-driven decision- 
making, where stakeholders are invited to the table but also given a 
finite timeline. Unlike significance testing in the social sciences, there 
is no single threshold of evidence under which truth can be presumed; 
instead, using Bayesian epistemology, beliefs get stronger, the greater 
the evidence there is to believe in them. Decisions achieve political heft 
proportionate to the diversity and range of stakeholders invited to con-
tribute and the quantity and quality of contributions.

3.3 Epistemic justification of social platforms

How is any information shared on social media justified? Or to put it an-
other way, what gives ideas and information authority, trustworthiness 
or credibility for decision-makers to progress decisions? Once we can 
identify what sorts of information we want to see on platforms, then we 
can consider how to advocate for virtuous online behaviours to mani-
fest better information amongst participants and better management or 
treatment of this information by decision-makers. This section will go 
through some of the main sources of justification for information perti-
nent to digital information sharing.2

For the sake of the chapter, we assume the following:

P1. Realism: basic human beliefs are, for the most part, grounded in 
perceptions and experiences in the external world that correspond 
with external reality, for example, humans really see tables, chairs 
and trees (Devitt 1997; Kornblith 2002) and are not in sceptical 
conditions (Unger 1978; Audi 2010, Ch. 13–14).

P2. Digital Scepticism: human beliefs are increasingly influenced 
by veristically-challenged online information environments that 
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require sceptical vigilance (Cooke 2017, 2018). The saturation of 
AI-generated (Ippolito et al. 2020), false and misleading digital 
information increases minimally accurate, inaccurate and false 
beliefs depending on an agent’s ability to curate, manage and cor-
rect information flows. Digital scepticism is particularly import-
ant information and behaviour promoted by media companies 
that seek to monetise user attention (Singer and Brooking 2018; 
Zuboff 2019) and information and behaviours suggested and re-
inforced by social peers (Eckles et al. 2016; Bailey et al. 2019) and 
echo chamber effects (Quattrociocchi 2017; Cinelli et al. 2020a, 
2020b).

P3. Justification: beliefs ought to have both a justified foundation (e.g. 
via perception, memory, expert testimony) and ought to cohere 
with other well-justified beliefs (Goldberg 2012; BonJour 2017). 
Information found in books and online needs to be verified and 
justified on a case-by-case basis, but influenced by features such 
as authority, plausibility and support, independent corrobora-
tion, and presentation (Fallis 2004, 2006, 2008; Zubiaga and  
Ji 2014).

P4. Social Epistemology: ought to recommend error-correction mecha-
nisms including overriding:

a singular inaccurate beliefs or poorly grounded beliefs of an in-
dividual, for example, where an individual asserts a proposition 
for which they lack sufficient evidence,

b systematic inaccurate or poorly grounded beliefs, for example, 
an individual or a group of individuals reliably assert proposi-
tions with misaligned correspondence with reality or for which 
they lack sufficient evidence.

Combining these premises, we form a conception of humans interact-
ing in information environments where their connection to reality via 
traditional modes such as visual perception and memory are grounded 
by virtue of being evolved to live and succeed in the real world (P1). 
Yet, human beliefs are increasingly under threat from the deliberate or 
incidental misinformation from online information environments (P2). 
In order to be justified in their information habits, humans must develop 
justified methods to find, sort and evaluate information sourced from 
a variety of sources (P3). The endeavour to improve epistemic habits is 
best done within physical and digital social groups (P4). The ambition 
then is to create a digital infrastructure that provides the sort of justifi-
cation that holds up to the highest epistemic standards. The benefit of 
digital tools is that time can be spent honing them over time against our 
best normative theories.
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4 An evidence-based social platform

Researchers set out to make an evidence-based social platform that builds 
virtuous social information behaviours using interaction mechanisms 
that instantiate epistemic norms (Devitt et  al. 2018). By encouraging 
social and evidence-based behaviours, the platform sought to build more 
scientific and inclusive digital cultures. Beginning as a research project, 
the team was funded by industry and grants to develop a minimal viable 
product (mvp) and then the minimal marketable product (mmp) for the 
market, creating a start-up around the platform ‘BetterBeliefs’.3

At its core, BetterBeliefs imagines ideas as hypotheses, represented 
by horses competing in a ‘hypothesis horse race’. In order to progress in 
the race, the horses are fuelled by evidence, a little bit like the 20th C. 
carnival racing game where metal horses compete based on the number 
of interactions they receive from players (see Figure 16.2.). We thought it 
would be a breakthrough if data was connected to and presented for or 
against hypotheses, and data was psychologically engaging, rather than 
stored in databases hoping for a query to dig it up.

The core functions of the platform for users are:

• Submit hypotheses for consideration
• Submit evidence for and against hypotheses
• Vote on hypotheses to signify approval or disapproval
• Rank the quality of evidence provided for and against hypotheses
• Make a decision based on the degree of belief and weight of evidence 

of a hypothesis

Figure 16.2  Twentieth century horse race. Image: Casey Hibbard (25 March 
2010) https://www.compelling-cases.com/how-case-studies-get- 
done-one-leg-at-a-time/
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5 The business case

Organisations ineffectively use the data sets available to them and fail to 
maximise the value of expensive business intelligence systems (Drucker 
1999; Sharma and Djiaw 2011; Richards et al. 2019). While organisa-
tions use business intelligence well for budgeting, financial and manage-
ment reporting, they don’t use them for corporate-level decision-making 
(Richards et al. 2019).

As an Academic start-up dependent on industry funding, the team 
needed the platform ‘to sell’, to have a clear value proposition for busi-
ness. We found evidence that social decision-making and innovation 
were good for business. For example, crowdsourcing using informa-
tion systems can support management decision making through several 
stages of solving a problem (Lindič et al., 2011; Chiu et al. 2014; Ghezzi 
et al. 2018) such as:

1  Intelligence (e.g. search, prediction and knowledge accumulation),
2  Design (e.g. idea generation and co-creation) and
3  Choice (e.g. voting and idea evaluation) which lead to implementation.

However crowdsourcing can be a double-edged sword, particularly re-
garding problematic issues such as crowd attitudes and motives; and 
groupthink and other human biases (Chiu et al., 2014). Crowdsourcing 
using social platforms may help mitigate some biases in decision-making 
for innovation but may introduce or exacerbate other biases depend-
ing on both platform features and how the platform is used (Bonabeau 
2009).

Enterprise Social Media (ESM) is another information system that is a 
potential mechanism to share ideas across organisational silos, connect 
people and ideas, and enable innovation. Although the context of ESM 
is vastly different to commercial social media platforms discussed ear-
lier, the literature on ESM shows that some of the decision-making risk 
factors for social platforms translate across domains with echo chamber 
effects and biases including balkanisation and groupthink being high-
lighted as issues (Leonardi et al. 2013; Leonardi 2014).

The business innovation literature revealed that high ideation rates 
(having lots of ideas) correlate with growth and net income across or-
ganisations. More specifically, there were four key elements essential to 
high ideation rates (Minor et al. 2017):

• Scale (more participants)
• Frequency (more ideas)
• Engagement (more people evaluating ideas)
• Diversity (more kinds of people contributing

Designing a platform that encouraged these elements of ideation 
in a social platform that also addressed the thorny issue of effective, 



490 S. Kate Devitt et al.

evidence-based decision-making for innovation led to the creation of 
BetterBeliefs.

6 How does it work?

To design BetterBeliefs, rather than reinventing the wheel of interaction, 
we selected intuitive mechanisms from existing social media and peer 
evaluation (e.g. Facebook, Twitter and Reddit). The essential functions 
of social media are:

1  Adding ideas (e.g. text, photos)
2  Responding to the ideas of others (e.g. indicating approval by upvot-

ing or clicking on an icon or emoji, replying in a comments section)

On our platform, you can ‘add new hypothesis’ (see Figures 16.3 and 
16.4) just like you can create a new tweet on Twitter. But, we built in 
new significance to the ‘post’ and ‘like’ functions to motivate individuals 
to think scientifically about claims relevant to their group.

A well-formed hypothesis is a simple proposition that a reasonable 
person can either agree or disagree with.

E.g. Dogs ought to be the only companion animal allowed on do-
mestic flights inside an aeroplane cabin

When forming hypotheses, we encouraged users to use words that imply 
what is obligatory, permissible, or forbidden, such as:

Only, most, all, some, many, never, ought, permitted, should, can, 
needs, should not, cannot, may be, occasionally, sometimes, ought 
not, in some cases

Users add a hypothesis by giving it a title, a tag, some detail and then 
adding supporting or refuting evidence.  

When users add evidence (see Figure 16.5), they provide a URL, a 
brief argument that explains how their evidence supports or refutes the 
hypothesis, rank their evidence and identify whether their evidence sup-
ports or refutes the hypothesis.

Note encouraging refuting evidence is a key part of BetterBeliefs that 
we believe no other social platform offers as a mechanism for epistemic 
evaluation.

Once the platform has hypotheses and evidence, the ‘newsfeed’ view 
shows users flaming horses and offers an opportunity to ‘thumbs up’ or 
‘thumbs down’ the horses.

The degree of belief in the horse is represented by the position of the 
horse in the black ‘racing box’. A horse to the left-hand side is poorly 
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believed in. A horse to the right-hand side is ‘winning the race’, aka is 
highly believed in. However, just because a horse is on the right-hand 
side is insufficient for a win—they need evidence too.

To that end, the horses change colour depending on the weight of 
evidence for or against them. White horses lack sufficient evidence. Pink 
horses have much evidence. Blue horses lack evidence. Black horses have 
evidence largely against them.

For example, a pink horse galloping to the right-hand side of the black 
box would be a good pick for decision-makers to progress. Whereas a 
white horse is better ignored until more interactions have occurred on it. 

Figure 16.3 Add a hypothesis to the BetterBeliefs platform.

Figure 16.4 Detail your hypothesis.
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In fact, a hypothesis will not turn from white to coloured until multiple 
users have interacted on the hypothesis in terms of both evidence and 
voting it up or down—see red horse Figure 16.3.

This simple interaction is the basis of the ‘degree of belief’ metric. In 
aggregate, an organisation or group can understand how much belief 
there is in a proposition—see Figures 16.6 and 16.7.

The degree of belief (DoB) metric takes the total upvotes and down-
votes to create a likelihood that a hypothesis is true given user belief in 
it using Bernoulli-Beta distributions with 95% credible intervals repre-
sented to users. Our confidence in the degree of belief score increases the 
more users vote hypotheses ‘up’ or ‘down (see Figures 16.6 and 16.7). 

The sum of evidence (supporting and refuting) plus the quality of 
evidence added forms the basis of the ‘weight of evidence’ score—see 
Figure 16.8.

Not all evidence is created equally, so the quality of each piece of 
evidence must be evaluated to the degree that it supports or refutes hy-
potheses. When designing the platform, the researchers benefitted from 
work in statistical science as well as information science on the quali-
ties of information that make it valuable (see Table 16.1). The statistical 
methods that underpin the platform are commercial in confidence, thus 
currently not available to the public.

Table 16.1 shows how the team derived six dimensions (credible, ac-
curate, relevant, comprehensive, recent and informative) from Academic 
research in information systems.4 We also created a single star rank-
ing (see Table 16.2) that allowed users to rank evidence based on any 

Figure 16.5  Add supporting or refuting evidence.
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Figure 16.6  How the probability distribution changes for the degree of  
belief over the first 35 votes on a hypothesis. Credit: Dr Benjamin 
R. Fitzpatrick.

Table 16.1  Dimensions of information quality and contributing factors for each 
dimension (Arazy and Kopak 2011; Mai 2013)

Dimension of 
Information Quality

Contributing Factors for Each Dimension

Credible Authentic, believable, reliable, trustworthy, authoritative
Accurate Correct, true, valid
Relevant Contextual, appropriate
Comprehensive Complete, objective, neutral, balanced
Recent Current, up-to-date
Informative Understandable, useful, usable, good
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Figure 16.7  The change to probability density as votes are made on hypotheses. 
Credit: Dr Benjamin R. Fitzpatrick.

Figure 16.8  The probability density of the weight of evidence as the number 
of supporting and refuting evidence items of varying quality in-
creases. Credit: Dr Benjamin R. Fitzpatrick. Credit: Dr Benjamin 
R. Fitzpatrick.
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combination of dimensions they felt was relevant to the rank. The theory 
being that the quality of evidence ranking, in aggregate, would produce 
‘better beliefs’ for the collective than either not having the ranking or 
ranking requiring too much individual effort.

Once users have interacted with both hypotheses and evidence items 
the Evidence Engine produces the degree of belief (DoB) and weight of 
evidence (WoE) metrics—see Table 16.3.

Table 16.2 Guide to ranking evidence items on BetterBeliefs
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Table 16.3  Breakdown of decision quadrants: green, red, amber and white

Category Description

Green The green box represents hypotheses that are ‘greenlit for action’ 
because they meet the decision makers’ threshold for both evidence 
and belief. Note that the decision maker can use the sliders to change 
the threshold depending on their own view of what is important for 
their decision and the consequences for making the decision. If it 
is a low-risk decision and/or a cheap or easy consequence from the 
decision, then the decision-maker may set a low threshold. However, 
if a decision has a lot of risk or the consequences of the decision may 
involve great costs or time, then the decision maker may require a 
higher threshold. In each case, due to the inevitable incompleteness 
of the evidence and limitations of contributors, decision makers will 
need to satisfice their choice—do ‘enough’ under limitations rather 
than optimise. They may make threshold decisions based on the 
number of hypotheses that end up in the green box and/or change 
the parameters of actions once the decision is made, for example, 
if all hypotheses are insufficiently evidenced under one reward 
program, then instead of offering, say seed grants to highly believed 
hypotheses, they offer a ‘revise-and-resubmit’ to those landing in the 
green box.

Red The red box represents hypotheses that are highly believed in yet 
lack sufficient evidence. A red hypothesis gives the pulse of belief and 
emotional buy-in. Red hypotheses mean different things depending 
on the expertise and diversity of participants. If participant intuitions 
are based on experience, decision makers might divert funds or 
resources to interrogate why hypotheses are highly believed yet 
short of evidence. It might be that evidence exists to back up high 
degrees of belief but has not been added to the platform. Or it might 
be that beliefs are in fact not sufficiently justified and there is only 
supposition. Either way decision makers can request users to seek out 
better evidence for their beliefs or suggest that they downgrade their 
degree of belief to be commensurate with their evidence.

Amber The amber box represents hypotheses that have ample evidence, but 
are not highly believed in. Here, an organisation may wish to

1 conduct information or education campaigns to communicate 
evidence in favour of these beliefs.

2 engage in safe social discussions to combat cognitive dissonance—
where individuals are aware of the evidence against their beliefs, 
but struggle to change them (Beck 2017).

3 encourage unbelievers to add counterevidence to the platform to 
better justify their beliefs.

White The white box represents hypotheses that are contentious: have mixed 
belief or low belief and/or have mixed or limited evidence. There is a 
diversity of responses to these hypotheses, but the decision maker is 
unlikely to progress actions on the basis of incomplete or contentious 
hypotheses. Still, the controversy itself is evidence for decision makers 
(Christensen 2009). True disagreement offers an opportunity to 
rethink, reframe and reinvest in seeking good reasons for ideas and 
taking seriously arguments against them.
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The degree of belief is represented between 0.0 and 1.0, where 1.0 
indicates 100% belief, absolute certainty in hypothesis 0.5 indicates gen-
uine uncertainty and 0.0 indicates absolute disbelief.

The weight of evidence is on a linear scale with no upper-end limit. 
This choice is because theoretically there can always be further items 
of evidence that might increase the likelihood that a hypothesis is 
true. In reality, users engage with the platform for a finite period 
of time and there is a limit to the quality and quantity of evidence 
available to decision makers. Users can view the outputs of the Ev-
idence Engine through the ‘decision dashboard’ that represents hy-
potheses with increasing degree of belief on the x-axis and increasing 
weight of evidence on the y-axis. This graphical representation is 
segmented into quadrants based on thresholds set by the decision 
maker. The green quadrant has decisions ‘green lit’ for decisions be-
cause they meet the threshold for evidence and degree of belief— 
see Table 16.3.

Finally, users of BetterBeliefs can search the platform for keywords, 
they can filter hypotheses by recency, degree of belief, the number of 
evidence items and weight of evidence. Analytics are also available for 
each hypothesis to get a view of a hypothesis over time.

6.1 Design principles

The platform is designed to:

1  Motivate the creation of more relevant options (hypotheses)
2  Evaluate options by explicitly linking to evidence
3  Harness stakeholder justifications for how the evidence supports or 

opposes these hypotheses
4  Rank evidence to the degree it is (a) quality, (b) relevant to the hy-

pothesis it’s connected with, and c) informative to evaluating hy-
potheses it is linked with.

5  Inform decision-makers about stakeholder ideas and vice versa
6  Harness the attraction of social media to teach the scientific method
7  Empower groups to make strategic decisions based on stakeholder 

generated and evaluated hypotheses

6.2 Evidence

A central justification for having beliefs is the degree of evidence one has 
for them. The more evidence a person has the more they should believe 
a proposition and vice versa. The greater the risk of having a belief, the 
more evidence a person should have for that belief. A person should 
firmly believe a proposition when they have sufficient evidence for it. 
In general, awareness of one’s evidence for beliefs is considered a good 
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thing, but the degree to which reflective access is required to be justified 
is debated (see Dougherty 2011). By focussing on the collective use of 
evidence, BetterBeliefs treats justification as occurring due to both reli-
ably formed individual beliefs as well as group consideration of explicit 
evidence and argument.

6.3 Beliefs

Traditional epistemology tends to treat beliefs as ‘all-or-none’, either a 
person believes in p or ~p. Bayesian epistemology takes a different per-
spective on beliefs. Instead of all-or-none, typical beliefs exist (and are 
performed) in degrees, rather than absolutes, represented as credence 
functions. This idea stems from Thomas Bayes who argued that our suc-
cess in the world depends on how well credence functions, represented 
in our minds, match the statistical likelihoods in the world (Bovens and 
Hartmann 2004). This statistical approach to beliefs enables agents to 
hold multiple beliefs, even contradictory beliefs in their minds at the 
same time with less certainty. There is evidence that the mind is Bayesian 
to a certain extent, using adaptive inference to change credence func-
tions in response to evidence (Gopnik and Wellman 2012; Perfors 2012; 
Clark 2015).

6.4 Reducing biases

BetterBeliefs has been designed to reduce cognitive and motivational 
biases (Kahneman 2011; Montibeller and von Winterfeldt 2015) in hy-
pothesis generation and evaluation by:

• Providing multiple and counter anchors
• Prompting employees to consider reasons in conflict with anchors
• Building explicit probability competence
• Providing counterexamples and statistics
• Capitalising on multiple experts with different points of view about 

hypotheses
• Challenging probability assessments with counterfactuals
• Probing evidence for alternative hypotheses
• Encouraging decision makers to think about more objectives, new 

alternatives and other possible states of the future
• Prompting for alternatives including extreme or unusual scenarios

The platform reduces biases algorithmically, for example, differential 
weightings of users and/or evidence types; interactively, for example, 
changes to the interface and choice architecture; and culturally, for ex-
ample, inviting more diverse users or external experts to contribute to 
the evidence stack and cultural conversations.
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Changes to the user interface can reduce biases caused by the way in-
formation is displayed and choices are made. Biases can also be reduced 
culturally through the way the platform is used along with other work-
shop, ideation and research methods, training events and promotion of 
virtuous online behaviours by groups. Algorithmic methods to address 
bias include measurement of user interactions on the system and identi-
fying biased or non-virtuous behaviours.

An example of the algorithmic bias detection potential of the platform 
is using item-response methods (Embretson and Reise 2013) to identify 
users that diverge from average response. In an analysis of one-use case 
of the platform, we could compare the success of ideas posted of scepti-
cal users (those who tended to rate evidence as having less quality than 
the average user) with ideas posted by generous users (those who tended 
to rate evidence as having greater quality than average user). Some pre-
liminary, correlative data (protected commercial-in-confidence) suggests 
that a sceptical culture amongst groups who also engage in prolific hy-
pothesis generation and evaluation may produce more successful ideas 
than more generous groups.

By encouraging virtuous epistemic behaviours (thinking of many 
ideas, justifying ideas with evidence and evaluating other people’s ideas 
and evidence) and inhibiting unvirtuous behaviours, the platform ought 
to reduce a set of biases identified by Montibeller and von Winterfeldt 
(2015) including: anchoring bias, myopic problem representation, avail-
ability bias, omission of important variables, confirmation bias, and 
overconfidence bias—see Appendix 1. Biases reduced using the Better-
Beliefs platform.

Increasing the number and diversity of hypotheses under consider-
ation and encouraging individuals to justify them can improve decision- 
making even if individual justifications are less than ideal (Oaksford 
et al. 2016). This comports with a Bayesian approach to evidence, which 
allows for evidence itself to vary in quality, so long as low-quality evi-
dence is weighted less than higher-quality evidence.

In addition to better hypotheses generation, there are significant ben-
efits to decision makers of having a robust and dynamic set of evalu-
ated hypotheses across teams and work hierarchies to amplify collective 
intelligence.

6.4.1 Diversity of users

The norms of Bayesian epistemology recommend that more diverse 
stakeholders and more numerous independent evidential interactions on 
hypotheses will produce more defensible results to inform decision mak-
ers (Bovens and Hartmann 2004; Hajek and Hartmann 2009; Devitt 
2013). Diversity of stakeholders can be achieved in three different ways 
(Pinjani and Palvia 2013):
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1  demographic or surface-level diversity, for example, age, sex, gen-
der, race,

2  deep-level diversity, for example, idiosyncratic attitudes, values and 
preferences,

3  functional diversity, non-overlapping knowledges and expertise in 
contributors, producing a larger knowledge base on which to draw.

Participants on a successful Bayesian social platform ought to encourage 
participation from all three kinds of diverse groups, as the likelihood of 
independence is increased by diversity. Not only did we seek functional 
diversity, but also to foster the ideas of those on the margins of groups 
and social networks. Weak ties between individuals have been shown 
to be good for innovation, whereas strong ties between individuals have 
been shown to be good for productivity (Granovetter 1973; Levin et al. 
2011; Minor et al. 2017).

The platform supposes that the more competent, independent users 
on the platform considering ideas, the more likely a majority of those 
users are correct in accordance with Condorcet Jury Theorem (CJT). 
Condorcet Jury theorem supposes that incorporating the views of many 
minds (so long as they are competent and independent) will produce 
truthful propositions.

Not only is diversity important, but so is trust (Palvia, 2009). Contrib-
utors must trust that they are able to ‘speak their mind’ and given the 
benefit of the doubt, be treated with respect, be treated fairly, without 
unreasonable punitive actions being taken against them.

This method encourages an inclusive, yet evidence-based approach 
aiming for more reliable and useful results for stakeholders.

6.4.2 Transparency and access

Users and decision-makers can download data added to the platform in-
cluding hypotheses, evidence items, degree of belief, weight of evidence, 
average quality of evidence, upvotes, downvotes, vote count, rating 
count, total contributors and authors—see Figure 16.9. Users can choose 
real names or pseudonyms when they register. The privacy agreement on 
using the platform models best practice as per GDPR including making 
the privacy statement as clear as possible.

6.4.3 Identifying behaviours lacking virtue

The platform can use algorithmic means to identify online behaviours 
lacking value, such as:

Careless: a user that endorse hypotheses or pieces of evidence with-
out paying attention
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Conformity: a user being more likely to upvote hypothesis with 
high Degree of Belief (DoB) and give a high rank to those with high 
Weight of Evidence (WoE)

Authorship: a user that downvotes or give low rank to refuting 
pieces of evidence on a hypothesis they entered and endorsed as well 
as the inclination to downvote or give low rank to pieces of evidence 
contrary hypotheses to author’s

Group bias and manager fear bias: Users that tend to favour an ev-
idence/hypothesis from their area or added by their direct managers 
[or anyone higher in hierarchy].

Political coup: a group of individuals acting cooperatively to 
achieve political ends. This may not be problematic if good and bal-
anced evidence is added. But, detecting such a bias could allow for 
early intervention on the coup.

Once alerted to poor behaviours, moderators can intervene upon or re-
move users who are not conforming to community guidelines for online 
behaviours. There is still much work to be done to ensure moderators 
have appropriate checks on their own power to influence data produc-
tion, manipulation and use. Being transparent about how data is gener-
ated and used to make decisions is critical in building and maintaining 
community trust. To date, the BetterBeliefs platform has been used in 
organisational contexts where corporate, university or government eth-
ics and decision-making is bound by explicit codes of conduct, human 
resource policy and legislative obligations.

7 Discussion

Virtuous online digital communities seem like a great improvement 
over apathetic ones, so what could go wrong? In this section, I out-
line some of the issues that are faced by online content providers and 
the obligations they have to maintain a just and fair society as well 
as a knowledge- producing and truth-disseminating one. Key concerns 

Figure 16.9  Sample of downloadable output from the BetterBeliefs platform (authors’ names 
withheld).
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include the tendency of platforms to exploit user attention and data to 
progress financial gain (particularly from advertising) to the detriment 
of user well-being; (Zuboff 2019), the opaque use of surveillance and 
censorship (Lee and Scott-Baumann 2020), lack of responsibility taken 
for damaging content posted to and disseminated on platforms in ad-
dition to a lack of regulatory oversight. We go through some of these 
issues in turn.

7.1 Responsibility

Digital platforms have responsibility for both their function and their 
content. This means that they must have governance structures to eval-
uate and act on content shared on them if that content is misleading or 
false as well as causing harm or potentially causing harm. Facebook’s 
Oversight Board is beginning to rule and have impacts on how Facebook 
manages content, such as the move to remove vaccine misinformation 
off the platform (Isaac 2021). From responsibility also comes advocacy. 
Social platforms ought to take a stance on issues (such as public health) 
and justify behaviours based on this stance. We argue that supporting 
verifiable content and rejecting demonstrable falsehoods is a critical ob-
ligation of social platforms. However, content removal decisions ought 
to be scrutinised and held to a high standard, lest unwarranted censor-
ship occurs.

7.2 Free speech

Online platforms ought to encourage the free expression of ideas. Mark 
Zuckerberg has defended the value of free speech to justify not taking down 
posts with problematic content with the exception of posts that could lead 
to immediate direct physical harm to people on or off the platform. Free 
speech remains a controversial right as it is frequently misinterpreted as a 
freedom to say whatever an individual or group wishes to express. On the 
one hand, freedom is the founding value of the United States where many 
of the biggest social platforms arose, on the other hand, free speech is mis-
understood as including falsehoods and asserting harmful propositions. 
The Oversight Board has called for Facebook to create more concrete 
policies that guide their content moderation decisions.

The Board…found Facebook’s misinformation and imminent harm 
rule… to be inappropriately vague and inconsistent with interna-
tional human rights standards. A patchwork of policies found on 
different parts of Facebook’s website make it difficult for users to 
understand what content is prohibited.

(Facebook Oversight Board 2021)
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Social platforms must abide by the legal obligations in the Sovereign 
nation within which they are based and abide by International legal 
frameworks that seek to minimise harms to others. Freedom of expres-
sion ought to be endorsed in so far as it maintains authenticity, safety, 
privacy, dignity and the ability of others to also express themselves.

7.3 Privacy

Online platforms ought to provide privacy to individuals and their con-
tent to the degree that users express a preference (Bernal 2014). Such 
a view would defend a platform for allowing encryption to hide user 
content as well as allowing users to publicly promote their material. It 
would also obligate platforms not to conduct unnecessary surveillance 
or censorship upon users. Platforms must commit to the security of data 
and information and to resolving data breaches quickly on behalf of 
users. There are ethical concerns with encryption, such as the wide dis-
semination with child pornography on communication apps that use 
encryption. Material that might not be acceptable to the standards of 
society is likely to be shared via encrypted means. However, encryption 
also forms a necessary method and means by which citizens can mobilise 
against an unjust government or fight for their rights as citizens (Daly 
et al. 2019). Social platforms must remain vigilant with regards to best 
practice in privacy and security management and vow to continuously 
update their policies and action to meet the expectations of society and 
to progress a just and fair society.

7.4 Data rights and data activism

Social platforms ought to be GDPR compliant (or compliant with emerg-
ing local governance structures that promote user data rights) (European 
Parliament and Council 2016). Data subjects ought to be able to request 
their data and to delete their data. Data activists ought to be able to ac-
cess and make sense of social platform data creating new ways of know-
ing the world, creating data countercultures (Milan and Van der Velden 
2016). In general, citizens ought to be more empowered to access and 
use data to progress their ends, particularly the most marginalised and 
disenfranchised (Daly et al. 2019).

Social platforms can learn from the emerging consensus in ethical AI 
with regards to how to consider the potential impacts of their technology 
on the society they serve—see Appendix 2. Comparison of AI Ethics 
Principles.

To date, the BetterBeliefs platform has been used by organisations 
for closed groups for specific events including workshops (e.g. Devitt 
et al. 2021), hackathons, design jams and stakeholder engagement for 
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strategic policy setting.5 In closed settings, moderators and platform de-
signers have worked side-by-side to manage the ethics of platform use 
and disclosure to users. In the future, the platform team will need to 
carefully weigh up the excitement of expansion with the ethical risks 
such an expansion might reveal.

8 Conclusion

Researchers have developed a technology that could be the first step in 
creating epistemic groups that use social platforms that are inclusive, re-
sponsive to evidence, limit punitive actions and allow productive discord 
and respectful disagreement. BetterBeliefs improves evidence-based, col-
lective ideation—a virtuous digital platform. Our design puts the hypoth-
esis ahead of the document as the unit of information and evidence in the 
service of or arguing against hypotheses in accordance with the norms of 
Bayesian epistemology. The platform is designed to help reduce cognitive 
biases that emerge when groups produce too few hypotheses, hypotheses 
are too similar or conservative, collective knowledge is ignored, lost or 
under-utilised, evidence is not comprehensive or is drawn from conform-
ing groups or contexts. Our platform encourages individuals to generate 
numerous and diverse hypotheses, prompts for different kinds of evidence 
to support or refute hypotheses, invites users to evaluate the quality of 
evidence, and scientifically calculates two kinds of metrics for the quality 
of hypotheses based on how people engage: a ‘degree of belief’ metric 
that measures how much confidence the group has in a hypothesis; and a 
‘weight of evidence’ metric that measures how much evidence the group 
has considered for or against a hypothesis. The platform can be inclusive, 
intuitive and rewarding to use. However, while there is potential in using 
new types of social platforms, platform designs and providers must abide 
by emerging best practices in social platform governance and responsible 
innovation, ensuring responsibility, support of free speech, privacy by 
design, data rights and the opportunity for data activism.

Notes
 1 See H.G. Wells pre-internet, pre-Wikipedia vision of an updating encyclope-

dia in every library and institution in ‘World Brain’ (1938).
 2 Discussions we won’t go into include those around internalism vs. ex-

ternalism that seek to ground human beliefs against ‘brain in a vat’ style 
arguments.

 3 http://betterbeliefs.com.au
 4 During the initial design phase, the team considered inviting users to rate ev-

idence on each dimension, but quickly felt that this would prove too taxing, 
generating an unwieldy user experience.

 5 See case studies https://betterbeliefs.com.au/
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Anchoring bias occurs when the estimation of a numerical value is based 
on an initial value (anchor), which is then insufficiently adjusted to pro-
vide the final answer.

Found in estimation tasks, pricing decisions and negotiations.
Ways to debias: avoiding anchors, providing multiple and counter an-

chors, and using experts with different anchors. Prompt employees to 
identify features of the target variable different than the anchor, or to 
consider reasons in conflict with the anchor.

Availability bias (or ‘ease-of-recall’) occurs when ease of recall domi-
nates the assignment of probability to an event.

Found in frequency estimates, frequency of lethal events and rare 
events that are anchored on recent examples.

Ways to debias include conducting probability training, providing 
counterexamples and providing statistics.

Confirmation bias occurs when there is a desire to confirm one’s belief 
by selectively acquiring and using evidence.

Found in many settings such as information gathering, selection tasks, 
evidence updating and evaluation of one’s own judgement. It has been 
shown in real-world contexts such as medical diagnostics, judicial rea-
soning and scientific thinking.

Ways to debias confirmation bias include using multiple experts with 
different points of view about hypotheses, challenging probability as-
sessments with counterfactuals and probing evidence for alternative 
hypotheses.

Myopic problem representation occurs when an incomplete mental 
model creates an oversimplified problem representation.

Found when participants focus on a small number of alternatives, a 
small number of objectives or a single future state of the world.

Ways to debias trying to encourage decision makers to think about 
more objectives, new alternatives and other possible states of the future.

Omission of important variables occurs when an important variable 
is overlooked.

Appendix 1

Biases Reduced Using the 
BetterBeliefs Platform
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Found in the definition of objectives, identification of decision alterna-
tives and hypothesis generation. Ways to debias prompt for alternatives 
and objectives, ask for extreme or unusual scenarios or use group elici-
tation techniques.

Overconfidence bias occurs when the decision makers provide esti-
mates for a given parameter that are above the actual performance (over-
estimation) or when the range of variation they provide is too narrow 
(over precision).

Found frequently in quantitative estimates, such as in defence, legal, 
financial and engineering decisions. Also present in judgements about 
the completeness of a hypothesis set.



Appendix 2 

Comparison of AI Ethics 
Principles

Australian Government’s AI Ethics 
Principles (Department of Industry 
Innovation and Science 2019)

Principled Artificial 
Intelligence: A Map 
of Ethical and Rights-
Based Approaches 

The Global 
Landscape of AI 
Ethics Guidelines 
(Jobin et al. 2019)

Human, social and environmental 
wellbeing: Throughout their lifecycle, AI 
systems should benefit individuals, society 
and the environment
Human-centred values: Throughout their 
lifecycle, AI systems should respect human 
rights, diversity, and the autonomy of 
individuals

Promotion of human 
values
Professional 
responsibility

Responsibility

Transparency and explainability: There 
should be transparency and responsible 
disclosure to ensure people know when 
they are being significantly impacted by an 
AI system, and can find out when an AI 
system is engaging with them

Human Control of 
Technology
Transparency

Transparency

Reliability and safety: Throughout their 
lifecycle, AI systems should reliably 
operate in accordance with their intended  
purpose

Fairness and 
non-discrimination
Safety and Security

Justice and fairness
Non-maleficence

Fairness: Throughout their lifecycle, AI 
systems should be inclusive and accessible, 
and should not involve or result in unfair 
discrimination against individuals, 
communities or groups
Privacy protection and security: 
Throughout their lifecycle, AI systems 
should respect and uphold privacy rights 
and data protection, and ensure the 
security of data

Privacy Privacy

Contestability: When an AI system 
significantly impacts a person, community, 
group or environment, there should be a 
timely process to allow people to challenge 
the use or output of the AI system

Accountability: Those responsible for the 
different phases of the AI system lifecycle 
should be identifiable and accountable for 
the outcomes of the AI systems, and human 
oversight of AI systems should be enabled

Accountability
Explainability



BetterBeliefs and Cognitive Hooligans

The work that Kate Devitt and her colleagues report in their chapter is 
absolutely fascinating. Anyone in their right mind who has spent time 
on Twitter or other social media platforms will share a heartfelt wish for 
these platforms to do better at promoting truth-seeking, rather than mis-
information cascades or polarising interaction. This is exactly the vista of 
a better world that BetterBeliefs promises. Since Bayesianism forms Better-
Beliefs’ beating heart, I wouldn’t expect problems to arise there. I want to 
think about how people might use a platform like this or, more specifically, 
which people are most likely to use it and how that might pose problems.

It’s one of the most consistent and widely confirmed findings in polit-
ical science over the past half-century that most people are largely igno-
rant about politics (Somin 2016; Achen and Bartels 2017). But this sad 
state of affairs doesn’t prevent some people from being highly informed 
about politics. For the most part, they are people who find politics in-
teresting and entertaining. They seek out lots of political information 
to stay abreast of current political affairs, they enjoy discussing politics 
with their friends, and they derive satisfaction from making sense of 
what happens in politics.

So far, so good. Unfortunately, it turns out that people aren’t very good 
at processing political information in a reliable—that is, unbiased, fair-
minded, and objective—manner. On the contrary, people tend to be trib-
alistic cognisers; they process information in highly biased ways. Social 
identity and partisan alliance come first, truth second. This has been shown 
over and over again in psychology and political science. The picture emerg-
ing from this literature is that people’s engagement with politics is more 
like that of sports fans or religious devotees than that of scientists or inves-
tigators. The political philosopher Jason Brennan’s take on the evidence is 
that many ‘political fans’ resemble hooligans—and he is hardly unique (cf. 
Mutz 2006; Caplan 2011; Somin 2016; Achen and Bartels 2017):

They have strong and largely fixed worldviews. They can present ar-
guments for their beliefs, but they cannot explain alternative points 
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of view in a way that people with other views would find satisfac-
tory. Hooligans consume political information, although in a biased 
way. They tend to seek out information that confirms their preex-
isting political opinions, but ignore, evade, and reject out of hand 
evidence that contradicts or disconfirms their preexisting opinions.

(Brennan 2017, 5)

Contrary to what one might expect—or at least hope—these tendencies 
are most pronounced among the most knowledgeable: ‘the most knowl-
edgeable voters tend to be more biased in their evaluation of new evi-
dence than those with less prior political information’ (Somin 2016, 80; 
cf. Taber and Lodge 2006) and ‘those most knowledgeable about and 
interested in politics are not the people most exposed to oppositional 
political viewpoints. The dominance of like-minded over oppositional 
voices increases as political knowledge increases’ (Mutz 2006, 32).

Thinking about politics isn’t all that different from thinking about 
other things that interest us and that might matter to our social identity. 
There is plenty of evidence that myside bias and tribalistic information 
processing are rampant in many areas of our cognition (Haidt 2012; 
Mercier and Sperber 2017; Sloman and Fernbach 2017; Stanovich 2021).

If this is right, it spells trouble for BetterBeliefs. First, the kinds of 
things it does and how it does them will make it (more) attractive to 
certain kinds of people, to wit people who enjoy analysing problems, 
gathering, sharing, and weighing evidence pro and con, and discussing 
these things with others. In other words, people who tend to be well- 
informed (about the things they take an interest in) and enjoy analytic- 
reflective thinking. This can affect the hypotheses and evidence that end 
up being considered on BetterBeliefs. In politics, it turns out that being 
more informed has systematic effects on one’s preferences and beliefs 
(Althaus 2003; Bovens and Wille 2017). In so far as this generalises to 
other domains, there is a real risk that BetterBeliefs users have system-
atically different interests, beliefs and preferences than non-users, which 
will skew its outputs.

Second, high-information reflective users might not just start out with 
one-sided and biased beliefs, but—as we saw above—are also prone to 
process new information in biased ways, playing up evidence in favour 
of their prior beliefs and downplaying evidence speaking against it. We 
should expect this to characterise their usage of BetterBeliefs, too: en-
tering hypotheses and evidence that fit prior beliefs and interpreting and 
weighing evidence in light of these prior beliefs. Since the platform de-
pends on its users’ input of hypotheses, evidence, and assessments of 
their quality and credibility, it might end up reinforcing biased modes 
of cognition.

This suggests that whether BetterBeliefs can ultimately do an epistem-
ically better job than extant social media platforms will depend crucially 
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on at least two things. First, on whether it can attract a sufficiently di-
verse user base—including, importantly, users who may not be naturally 
given to the sort of evidence-based, reflective cognition BetterBeliefs 
seeks to support. And second, on whether its anti-biasing measures 
will prove sufficiently powerful to offset the cognitive hooliganism that 
high-information individuals tend to engage in.
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In their fascinating and inspiring contribution to this volume, Kate 
Devitt and her colleagues Tamara Pearce, Alok Chowdhury and Ker-
rie Mengersen describe a Bayesian social platform—BetterBeliefs—for 
inclusive and evidence-based decision-making. The implementation 
features a Twitter-like interface, although there are several key points 
where it differs from Twitter in its functionality. The platform is perhaps 
not so much an academic achievement as it is an attempt to bring social 
epistemology to the world of organisations and enterprises, a most laud-
able goal as I see it.

A tool suitable for an enterprise needs to be useful in a way that con-
nects with the goals of the enterprise. BetterBeliefs implements this prac-
tical requirement by focusing on what Devitt et al. call ‘hypotheses’. The 
term hypothesis here denotes something like a policy proposal rather 
than a factual claim. To take one of the authors’ own examples, ‘Nursing 
home elderly patient nutrition documentations needs to be automated’ 
would count as a hypothesis. A user may add such a hypothesis in a box 
in the interface, together with some background information about why 
it is important. The next step is to add evidence vis-à-vis the hypothesis. 
This is accomplished, first, by adding a URL to an online document in 
which evidence is to be found and, second, by providing an argument in 
a textbox as to how the evidence connects to the hypothesis. The user 
is then asked, if I understand it correctly, to rank the strength of the 
evidence (on a scale from ‘feeling’ to ‘peer-reviewed article: government 
report’) and to indicate whether the evidence is supporting or refuting. 
Other users can provide evidence for or against a given hypothesis as 
well as upvote or downvote it, illustrating the ‘inclusive’ aspects of the 
platform. An organisational tool stands a greater chance of success if it 
is easy and fun to work with. BetterBeliefs represents the current credi-
bility status of hypotheses using the amusing analogy with a horse race, 
each horse representing a hypothesis. The colour of a horse depends 
on the votes and evidence provided for or against the hypothesis that it 
represents.

From a research perspective, the way in which the votes and the evidence 
are used is perhaps the most interesting feature of the platform. There is 

16c   Commentary from 
Erik J. Olsson



518 S. Kate Devitt et al.

an in-built function taking the total number of upvotes and downvotes 
as input to compute the likelihood that a hypothesis is true (using a Ber-
noulli-Beta distribution to represent the current uncertainty in the degree 
of belief). The more votes are in, the greater the confidence in the degree 
of belief resulting from the votes. Users’ indications of the strength of 
evidence provide input to a Bayesian machinery that computes the total 
strength of evidence for the hypothesis. There are some philosophical is-
sues here regarding how and in what sense a policy proposal can be true 
or false and, on that basis, assigned a ‘likelihood’, but there are other 
things that I would rather discuss in this brief commentary, so I move on.

At this point, it would of course have been interesting to see the under-
lying equations for computing the overall strength of the evidence. How-
ever, we are told that ‘[t]he statistical methods that underpin the platform 
are currently not available to the public’. The openness that we take for 
granted in academic research no longer holds in the business world where 
innovations are carefully guarded trade secrets. The effect is that it is not 
possible to evaluate the reasonableness of the statistical methods used 
from a social-epistemological perspective. All we know is that the meth-
ods are broadly Bayesian, a statement that is compatible with a whole 
range of approaches, some more plausible or rational than others.

Yet, I think it would be a failure of judgement to hold the secrecy issue 
against the authors. Rather, they are playing a different game than we 
are used to for which a different set of rules apply. A further difference to 
academic work, besides secrecy, is that for business purposes a platform 
does not have to be perfect in every detail, so long as it is better than 
what is already out there. My knowledge of the business world is too 
limited for me to be in a position to assess whether BetterBeliefs beats its 
competitors, if there are any. What I can say is that I think Devitt and 
her colleagues have done a remarkable job in addressing the difficult 
challenges and design choices that inevitably arise when translating aca-
demic research into a workable product.

I am slightly less convinced by the way in which Devitt et al. choose to 
frame their case for BetterBeliefs from a social perspective. First, some 
of their more general remarks about the failure of social media to pre-
vent misinformation seem rather far-reaching but more importantly not 
always clearly connected to their own platform and its actual function-
ality. As Devitt et al. describe BetterBeliefs, any hypothesis can be intro-
duced and voted on, and any evidence for or against it can subsequently 
be added. Furthermore, any person can, in principle, contribute by in-
troducing new hypotheses, or react to hypotheses already introduced. 
Moreover, the purpose of the platform is to provide ‘better beliefs’ in 
the sense of beliefs that are better adjusted to the actual evidence and 
therefore more ‘truthful’, to use the authors’ own term. To my mind, 
however, all this stands in contrast to the authors’ statement in the in-
troduction that ‘[i]f truth matters, then social media platforms must be 
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neither contributor nor content neutral’. It seems to me that BetterBeliefs 
is precisely a contributor and content-neutral platform for people and 
organisations for whom truth matters. It is correct, though, that the 
authors, at the end of their paper, discuss various strategies for moder-
ation at the contributor level, for example removing users who are not 
conforming to ‘community guidelines for online behaviors’, but it is un-
clear whether the information that is extractable about user behaviour 
in BetterBeliefs can credibly inform such action.

Second, while much of what the authors write on more general issues 
such as free speech, responsibility, diversity and so on may sound good 
and laudable at first sight, the devil is surely in the details. For exam-
ple, the authors note that freedom of speech is a founding value of the 
Unites States where many of the biggest social platforms arose, and yet, 
they claim, ‘free speech is misunderstood as including falsehoods and 
asserting harmful propositions’. However, free speech does in fact not 
prohibit asserting falsehood or harmful propositions per se. A general 
prohibition against asserting falsehood or harmful propositions would 
have a chilling effect on free speech in violation of, for example, Article 
10 of the European Convention of Human Rights. Only in particular 
cases, which in the legal frameworks of modern liberal democracies 
need to be described in sufficiently precise terms, is false or harmful 
speech prohibited, for example in the interest of protecting a citizen’s 
reputation, in which case a precise law to this effect needs to be in place.

Third, while I realise that a reference to Donald Trump and the storm-
ing of the Congress are obligatory ingredients in any account of the ills 
of fake news etcetera, I would have welcomed examples of irresponsible 
online behaviour coming from different areas of the political spectrum. 
There is no shortage of examples from leftwing groups regarding, for 
example genetically modified organisms (GMOs). There are two rea-
sons why I bring up this point. First, as Jonathan Haidt and other have 
pointed out, Western higher education, especially in the Humanities and 
Social Sciences, has a strong leftwing bias in relation to the political 
orientation of the general population. Philosophy in general and social 
epistemology, in particular, are no exceptions. As academics working in 
these fields, we need to be careful not to reproduce and perpetuate this 
bias in our own work (I say this to myself as well, of course). Second, and 
this may be even more relevant from the authors’ particular perspective, 
I doubt that it is even in their business interest to present BetterBelief 
in a way that may give the impression that it is a leftwing product (to 
dramatise the point), thereby excluding a significant portion of its po-
tential market. For as I think we can all agree, there are reasonable and 
sincere people across the political spectrum. They might not share the 
same worldview, and their value systems may differ in striking ways, by 
nature or nurture, and yet they may very well be united in a common 
quest for better beliefs.



de Ridder is concerned that BetterBeliefs will attract biased and over-
confident experts and users, becoming an echo-chamber, reinforcing bi-
ases and providing even more evidence for pre-existing beliefs. Similarly, 
Olsson worries that BetterBeliefs is ‘a contributor and content-neutral 
platform for people and organizations for whom truth matters’, without 
sufficient mechanisms for managing free speech, curation and moder-
ation. These are real concerns—particularly for a public release of the 
platform. Notwithstanding this, the team has worked with quite a few 
datasets and users, and we suggest that there are a number of ways in 
which these potential biases are ameliorated in our platform. First, any 
use of BetterBeliefs by a group should be scrutinised for who is invited 
to participate and how they are both nurtured and regulated in the use 
of the platform. Just as AI systems are only as valuable as the datasets 
on which they are trained, the outputs of BetterBeliefs are only as good 
as the input. Second, unlike many similar platforms, the echo cham-
ber effect can be moderated by mechanisms such as allowing each user 
one vote per hypothesis at a time t, restricting the display of cumulative 
scores for degree of belief and weight of evidence, and creating com-
posites of similar hypotheses. Third, the requirement for evidence, and 
weighting of this evidence by independent and group means, provides a 
further barrier to bias. The team is also currently developing machine 
learning methods that can automatically identify and reduce biases. 
These include item-response models to adjust for differences in user re-
sponses and the difficulty of assessing pieces of evidence, and anomaly 
detection statistics identify extreme or unusual individual patterns of 
responses. These approaches, and the platform itself, remain an active 
work in progress and our team is open to feedback and suggestions 
about how to improve these approaches.

To date, every use of BetterBeliefs has been curated and users hand-
picked. The first users were software engineers of a global travel com-
pany. When they encountered the requirement to add evidence for their 
suppositions, it was such an unusual professional request that some of 
them added a meme such as ‘show me the evidence!’ Even analytic em-
ployees are not used to being asked to justify their beliefs. On the flip 
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side, users have almost universally found the social-media-like func-
tionality very intuitive, which is one less hurdle. Users of BetterBeliefs 
are selected to represent diverse types of individuals with wide-ranging 
views and analytic preferences. Limits in the inputs and methods for 
each deployment have been noted and reported for analysis and subse-
quent engagement. Rather than the platform being used on a scrolling, 
never-ending basis (like Twitter or Facebook); the team sees the platform 
being used more for professional events (e.g. workshops), for specific 
time durations (e.g. to problem-solve a specific challenge), for a partic-
ular group purpose (e.g. evaluating research ideas). In comparison to 
existing social epistemic tools, we believe that the Better Beliefs plat-
form offers new functionalities, for example, from a political perspective 
BetterBeliefs provides more nuance and justification than public surveys 
and online petitions—where bias to agree with one’s peers may overrule 
critical thinking.

Olsson raises the Academic challenge of BetterBeliefs withhold-
ing mathematical details of our Degree of Belief (DoB) and Weight of 
Evidence (WoE) algorithms (while noting the commercial imperative 
to do so). We do not wish to dwell on the issue, but we do wish to 
acknowledge it. Each member of the BetterBeliefs founding team is a 
researcher—from Distinguished Professor Kerrie Mengersen, Dr Kate 
Devitt, Dr Alok Chowdhury and PhD Candidate Tamara Pearce. The 
underpinning methods are commercial in confidence for the time being. 
The algorithms are the emergent product of a transdisciplinary reckon-
ing of normative social epistemology (philosophy), user-centred design 
(design), organisational decision making (business innovation) and the 
mathematical realisation of these norms (statistics and computer sci-
ence). We note that business norms contrast with the virtue of openness 
and review that authors in this volume (including ourselves) generally 
endorse. The vice of secrecy must work hard to produce societal goods. 
That is to say, if algorithmic secrecy is required to maintain and sustain 
the platform that produces high-value social goods, is it justified? Or 
is individual or group ownership and profit of a platform such as ours 
unethical? Should a platform, if it brings genuine gain, be owned and 
operated by social collectives or governments rather than businesses? 
While our team operates the platform, we believe in the adaptive and 
risk-managed regulation of emerging technologies (Mandel 2009; Roca 
et al. 2017), including our own.

Finally, Olsson states that ‘the platform is perhaps not so much an 
academic achievement as it is an attempt to bring social epistemology 
to the world of organizations and enterprises, a most laudable goal as I 
see it’. We appreciate Olsson’s endorsement, but we would like to push 
back a little on what is considered ‘Academic’, as it is directly relevant to 
the main theme of the book—namely collective intellectual endeavour. 
Our team is transdisciplinary and impact-minded; drawing on a wide 



522 S. Kate Devitt et al.

range of Academic literature in business, mathematics, design, philoso-
phy, decision science and cognitive science in order to create something 
genuinely new and intellectually justified. It is truly Academic. However, 
there is no doubt we have faced an uphill battle in Academia! Non- 
traditional outputs, such as decision support tools are not valued like 
journal articles or books in Academic performance metrics.

Transdisciplinarity re-imagines research disciplines and the possibili-
ties for combining them rejecting disciplinary ‘silos’ (Broto et al. 2009; 
Lawrence & Després 2004), seeking to solve real-world, complex prob-
lems, assembling new approaches from scratch, using materials from 
existing scholarly disciplines for new purposes as well as reducing the 
gap between the researched and the researcher. However, the potential 
of transdisciplinary research takes additional time and resources to con-
duct the work, risk of miscommunication, differing priorities and lag-
ging KPIs within research institutions to foster cross-silo research. Truly 
transdisciplinary research is frequently penalised in Academic literature, 
accused of not pushing foundational matters in one discipline or an-
other by reviewers. There is a growing research methodology literature 
relevant to social epistemology that examines transdisciplinary meth-
ods, both their advantages for Universities in producing real-world solu-
tions to highly complex global concerns and wicked problems (Bernstein 
2015); and their pitfalls in dragging down the Academic careers of the 
individuals who embark on them. It is perhaps unsurprising that three 
of the four co-founders of BetterBeliefs have progressed careers in paid 
positions in research-friendly organisations outside of Academia (while 
maintaining close ties with research institutions). We believe that the 
future of social epistemology needs to continually engage experts, end 
users and diverse stakeholders both within and outside of the Academy.
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1 Introduction

When pursuing my PhD in economics at the University of Groningen, I 
was lucky to be handed the opportunity to field survey questions to a rep-
resentative panel of Dutch households. The responses would be linked to 
a wealth of data about living conditions, employment and financial data, 
as well as health and psychological data. I worked on financial literacy 
and financial advice at the time. I was also fascinated by the idea of epis-
temic virtue. In particular, I wanted to find out whether epistemic vir-
tues really were as important for the ability of people to gain knowledge 
and understanding as some applied epistemologists claimed—and others 
contested. Combining these two areas yielded an obvious research ques-
tion: Are epistemically virtuous people more financially literate?

Surveys for measuring financial literacy were established and readily 
available. By contrast, I had no idea how to measure epistemic virtue. I 
was naïve enough to assume that I could solve this problem in an after-
noon. Surely there would be a validated psychological survey instrument 
that measured epistemic virtue! My high expectations, though, were 
crushed. I still hoped I could quickly cobble together questions from 
existing instruments when I picked up a book about scale development 
(DeVellis 2016). In the introduction, Robert DeVellis warns social sci-
ence researchers—like me—against simply using items that “look right” 
and relying on “existing instruments of questionable suitability.” As an 
alternative, he proposes that researchers should validate their own scale 
using psychometrical methods.

This afternoon marked the beginning of what became a sustained 
attempt to measure epistemic virtue (and vice) to answer questions in 
applied epistemology. After many false starts and failed attempts, and 
with Boudewijn de Bruin and Mark Alfano as collaborators, I eventu-
ally ended up validating a scale to measure epistemic vice (Meyer et al. 
2021b). In the meantime, the field developed considerably, leaving re-
searchers today with several options to measure epistemic virtue. This 
creates the challenge of selecting an appropriate instrument for the task. 
It also raises the question of what questions in applied epistemology can 
be solved using survey-based methods.

17 Measuring Social 
Epistemic Virtues
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This chapter provides a “field guide” to measuring epistemic virtue us-
ing survey instruments, emphasizing social epistemic virtues. In an age 
of social media full of misinformation, social epistemic virtues are par-
ticularly important. In the Netflix documentary The Social Dilemma on 
the role of social media platforms in democracy, the former Google De-
sign Ethicist Tristan Harris captures the challenge social media platforms 
pose very pointedly: “If we cannot agree on what is true, we are toast” 
(Orlowski 2020). Alongside an impressive cast of activists, academics, 
and wizards from the tech industry, Harris worries that their ads-based 
business model has nudged social media platforms to build their products 
to grab as much of our attention as possible. While we might use social 
media to learn about the world and form our views, the business incentive 
for social media platforms is to keep us hooked, not to educate us about 
what’s true. Unchecked by social epistemic virtue, we will connect to peo-
ple who believe what we believe and build an echo chamber around us. As 
a result, we lap up content that confirms what we already believe.

Measuring social epistemic virtues poses some of the same and some 
special challenges as measuring epistemic virtue in general. In discussing 
these challenges and how to approach them, I proceed as follows. In 
the first section, I discuss whether and how social epistemic virtues can 
be measured in the first place. The answer to this question is not obvi-
ous, hinging on your conception of social epistemic virtue. I also discuss 
how you can approach measuring social epistemic virtues. Along the 
way, I consider a number of challenges for measurement: the role-rel-
ativity of social epistemic virtue; the challenge of “stealthy” virtues; 
and challenges in defining and individuating social epistemic virtues. 
I argue that all of these challenges can be overcome with thoughtful 
measurement strategies. In the second section, I discuss to what extent 
survey measures of social epistemic virtue can help answer questions in 
applied epistemology. I argue that empirical studies play an important 
role in informing foundational questions about social epistemic virtue. 
However, good measurement instruments for social epistemic virtue are 
a critical missing ingredient for designing studies that directly test key 
assumptions in important debates in virtue epistemology. In particular, 
I discuss to what extent studies can help to address the “situationist 
challenge” that social epistemic virtues do not explain knowledge acqui-
sition. I argue that, in addition to sound measurement, we also need so-
phisticated study designs to identify causal relationships between social 
epistemic virtue and the quality of your epistemic network, rather than 
mere correlations.

2 Is the construct of social epistemic virtues measurable?

Any attempt at measurement should start from a clear definition of the 
construct to be measured. I will here consider social epistemic virtues 
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as the subset of epistemic virtues aimed at monitoring, adjusting and 
ameliorating one’s epistemic environment, both for one’s own sake and 
for the sake of others.

Consider social epistemic virtues concerned with monitoring your 
epistemic environment. If three of your friends endorse the same view, 
is it because they have researched the topic independently or is it be-
cause they amplify the same piece of misinformation a common friend of 
theirs has shared? Reflecting on such issues is critical to avoid believing 
fake news and spreading rumor. If you are virtuous in monitoring your 
social epistemic environment, you will double check the trustworthiness 
of a piece of content before you share it, particularly if it confirms what 
you already believe.

Consider social epistemic virtues concerned with adjusting your 
epistemic environment. These virtues concern your ability to put infor-
mation about your epistemic environment to good use when forming 
beliefs. For instance, talking to more of your British friends about how 
they will vote in the Brexit referendum might lead you astray if most of 
them are from university towns. Social epistemic virtue manifests itself 
in weighing signals according to the partiality of your epistemic net-
work and forming your beliefs accordingly. You can also display virtue 
in adjusting your epistemic environment by resisting to rely primarily 
on a news stream algorithmically curated by your friends. Max Haw-
kins, a former Google engineer, built an app to randomly select public 
Facebook events nearby (Spiegel & Rodriguez 2017). To break out of his 
bubble, he would attend the event that the app randomly selected. Most 
of the events Max would not have chosen to attend, from acro yoga to a 
community center pancake breakfast.

Finally, consider the ability to improve your epistemic environ-
ment. For instance, you can display this virtue by making a conscious 
effort to understand the other side of an issue by connecting with 
people and news sources you disagree with. A virtuous person would 
take steps to ameliorate their social network by including trustworthy 
sources on issues they care about. For instance, in the current global 
pandemic, a virtuous person might start following epidemiologists 
on Twitter. You can also help others in your network see the other 
side of an issue, for instance by suggesting articles exposing them to 
different views.

3 What kind of entities are social epistemic virtues?

With an intuitive understanding of social epistemic virtue under our belt, 
let’s turn to the questions of whether and how it might be measured. To 
measure social epistemic virtue, we need to know where to look. What 
kind of thing is an epistemic virtue anyway, and where does it reside? 
Virtue epistemologists disagree in numerous philosophically interesting 
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ways about these questions. Which position you take has profound im-
plications for whether epistemic virtue can be measured, and if so, how.

For a start, there are two “camps” that locate epistemic virtue very 
differently. Reliabilists maintain that epistemic virtues are faculties such 
as perception, induction, and memory (Sosa 2000). By contrast, respon-
sibilists maintain that epistemic virtues are motivational dispositions to 
act in characteristic ways (Baehr 2011; Montmarquet 1993; Roberts & 
Wood, 2007; Zagzebski 1996). Different concepts of that which is to be 
measured require different approaches to measurement. Whereas relia-
bilists will investigate the quality of your eyesight or memory, responsi-
bilists will attend to your character traits.

Another fundamental fault line is between realist vs. antirealist con-
ceptions of epistemic virtue. Realists maintain that epistemic virtues are 
properties of individuals, not unlike height. For the realist, epistemic 
virtues are dispositions to act grounded in a person’s character. On this 
view, epistemic virtue can be measured by observing individuals. Be-
cause epistemic virtue only shows indirectly through the beliefs people 
hold and their actions, it is trickier to measure than visible properties 
like height. Yet introspection and observation of relevant actions are 
reasonable starting points for observing epistemic virtue on the realist’s 
view.

By contrast, anti-realists believe that epistemic virtues are attributions 
with self-fulfilling properties (Alfano 2013). For instance, by calling 
someone open-minded, you might influence them to act in an open-
minded manner. Hence on the antirealist view, epistemic virtues reside 
in shifting social attributions, rather than in properties of individuals. 
On this account, measurement of epistemic virtue would be most di-
rectly approached by evaluating attributions of epistemic virtue, rather 
than a person’s character.

The survey instruments I consider here resonate best with a realist 
responsibilist account. Proponents of this view locate epistemic virtue 
in dispositions pertaining to a person’s character. These dispositions 
produce actions characteristic of the epistemic virtue in question, for 
example, sustained questioning in the case of inquisitiveness. However, 
antirealists might also embrace measurement using self-report surveys. 
Self-report surveys are well-suited to capture the readiness of people to 
attribute epistemic virtue to themselves. From an anti-realist perspec-
tive, such self-attributions of epistemic virtue can drive behavior.

You may wonder how epistemic virtues practically propel action. 
There is a sophisticated debate about whether epistemic virtues require 
good motives or not—with Zagzebski (1996), Tanesini (2018) and Bat-
taly (2015, 2017) in favor, and Cassam (2016, 2019) against. Beyond 
discussion of the role of motivation, philosophers rarely say much about 
the psychological mechanisms that underlie epistemic virtue. An excep-
tion is Nancy Snow, Jennifer Cole Wright and Michael Warren (Snow 
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et al. 2020; see also: Jayawickreme & Fleeson 2017). They propose to 
think about virtues in general, moral or epistemic, in terms of the psy-
chological theory of whole traits.

This framework is called whole trait theory because it unites a de-
scriptive and an explanatory account of traits. Descriptively, whole trait 
theory identifies the degree to which you possess a trait by the frequency 
with which you display trait-appropriate responses. For instance, some-
one who is inquisitive should consistently and habitually fire questions at 
people who know something she does not. Note that this gives us a great 
hook for devising measurement approaches. How does whole trait the-
ory explain the ability of virtues to trigger behavior? The theory breaks 
down the capacities someone needs to possess to act in trait-appropriate 
ways.

First, they need the capacity to perceive trait-relevant stimuli as rele-
vant to the trait. For instance, an inquisitive person would note the men-
tion of a theory they have not yet encountered as a prompt for asking 
questions.

Second, people need intermediate systems composed of belief and 
knowledge structures, motivational states such as desires, attitudes and 
cognitive schemas, as well as motivational states. For instance, some-
one who is inquisitive would experience a desire to ask questions when 
encountering a new theory, and they would be able to devise a battery 
of questions to test the theory and integrate it with what they already 
know.

This way of thinking about epistemic virtues is well suited to making 
them measurable because it pairs a psychologically plausible explanation 
of how epistemic virtues are psychologically “realized” with a descrip-
tive account that makes measurement straightforward. Measures should 
seek to estimate in what proportion of virtue-relevant situations people 
behave virtuously.

4 Social epistemic virtues vs. epistemic outcomes

Why not just measure epistemic outcomes? For instance, we could assess 
the quality of someone’s epistemic environment by analyzing how homo-
geneous or otherwise their social network is. Similarly, we might survey 
them to assess whether they are prone to conspiracist beliefs or buy into 
Covid-19 misinformation. It is important to realize that in many use 
cases, this is not a good way to measure social epistemic virtue, be-
cause it conflates the epistemic outcomes we want to explain with the 
causes of these epistemic outcomes. Everyone agrees that people differ 
in knowledge and understanding. What is usually at issue is whether it 
is social epistemic virtue that explains these differences, in contrast to 
circumstance. Inferring epistemic virtue from epistemic outcomes begs 
the question of what really caused these outcomes: features about me, 
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or rather features about the situation I am in. My epistemic environment 
might be more heterogeneous because of my epistemic virtue, or simply 
because I live in a more heterogeneous area. Therefore, studies of social 
epistemic virtue typically need two components: First, a measure of vir-
tuous behavior and attitude to capture the extent to which respondents 
display social epistemic virtue. Second, a measure of epistemic outcomes 
to assess whether social epistemic virtue is associated with better epis-
temic outcomes.

5  The challenge of role-relativity of social 
epistemic virtues

Whole trait theory has it that the measure of social epistemic virtue 
should estimate in what proportion of virtue-relevant situations people 
behave virtuously. This raises the question of how to identify virtuous 
responses. If we take our lead from the whole trait theory, a natural 
way to proceed would be to craft a test. The test would present respon-
dents with a description of a situation, including virtue-relevant stimuli. 
Respondents could be asked how they would respond in these circum-
stances. Their response would be scored according to how close it comes 
to the virtuous action.

You won’t be surprised to hear that nobody has attempted this way of 
measuring virtue, for two reasons: one more practical, the other more 
philosophical. The practical reason is that it is a bit of an embarrassment 
for any researcher to decide what epistemically virtuous action is. After 
all, virtue is an excellence, and it is supposed to be rare. Who am I, you 
might ask, to claim this excellence? The philosophical reason is that on 
the Aristotelian conception of virtue, it is a mean between extremes. For 
instance, inquisitiveness may be considered a mean between indifference 
and obsessive nosiness. Aristotle, for one, thought that the right mean 
must be determined relative to one’s role in society. My choice of exam-
ple already betrays my trade. Inquisitiveness is particularly relevant for 
researchers, whereas for, say, a TV host, epistemic justice may be a more 
salient virtue. Aristotle’s point goes even further. He claims that the 
virtuous response for a researcher and a politician when encountering 
a new theory may well be different. Consider recent speculation that 
Covid-19 is a bioweapon manufactured in China. A virtuous researcher 
may manifest inquisitiveness by engaging with the theory, searching for 
confirming and disconfirming evidence. By contrast, a politician has to 
take into account the impact of raising the possibility publicly. Inquisi-
tiveness might manifest for the politician in following up on the findings 
of researchers on the matter, rather than in engaging with the theory 
themselves. If you accept Aristoteles’s version of the doctrine of the 
mean, there will not even be a single right response to a given situation, 
regardless of the role respondents have in society.
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Survey instruments measuring epistemic virtue typically address these 
two problems by providing items that are quite abstract. For instance, 
the following is an item used by one scale measuring epistemic virtue to 
gauge the extent to which respondents are “engaged,” defined as being 
motivated to investigate things they do not yet understand (Alfano et al. 
2017): “I enjoy reading about the ideas of different cultures.” In gen-
eral, it seems appropriate to score people agreeing with this statement as 
motivated to investigate things they do not yet understand. Picking up 
books about foreign cultures is one of the things people might well do 
if they are so motivated. At the same time, anthropologists would likely 
hold themselves to a higher standard to agree to this statement than 
mathematicians would. That is a good thing, too, because it reflects the 
insight that the virtuous mean differs according to the role you have in 
society. Moreover, this approach sidesteps the problem of laying down 
what the virtuous response is by sticking to generalities.

6 The challenge of stealthy virtues

Note, though, that these advantages come at a price. We are no lon-
ger judiciously counting the proportion of trait-appropriate responses to 
trait-relevant stimuli, as whole trait theory would have us. Rather, we 
leave respondents discretion in making judgments about the extent to 
which they display a virtue. This is particularly problematic with regard 
to such epistemic virtues that are “stealthy.”

A trait is stealthy if possessing the trait stands in the way of know-
ing that you have the trait (Cassam 2015). Cassam suggests the vices of 
closed-mindedness and prejudice as candidates for stealthy traits. Con-
sider the vice of closed-mindedness. If someone is closed-minded in gen-
eral, their mind may be closed to the idea that they are closed-minded. It 
may well take a certain degree of open-mindedness to diagnose oneself 
as closed-minded. Certain virtues might be stealthy, too. One feature 
of the truly humble may be that they do not think about themselves as 
humble (Driver 1989). The boastful, on the other hand, are unlikely to 
fully appreciate their lack of intellectual humility (Alfano & Robinson 
2014). In effect, the pretentious as well as the self-depreciatory may well 
lack the self-knowledge necessary to answer questions on intellectual 
humility correctly.

The potential stealthiness of social epistemic virtues has two impli-
cations for their measurement. First, to the extent that social epistemic 
virtues are stealthy, it is difficult to detect them using self-assessment 
measures. Yet the detection of stealthy virtues is merely difficult, rather 
than impossible, even in the case of fully stealthy virtues. The reason is 
that measures relying on self-assessment typically do not require respon-
dents to attribute virtues or vices to themselves. Rather, researchers will 
ask about characteristic behaviors and attitudes of people possessing a 
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virtue. Someone who is closed-minded but would not describe them-
selves as such might still agree that they show behavior that is charac-
teristic of the closed-minded, such as preferring a stable world view to 
constantly scrutinizing core beliefs. One test for whether a particular 
vice is stealthy is to compare respondent’s self-assessment with an as-
sessment of them by others. Alfano et al. conducted a study compar-
ing self-ratings with ratings by informants on an intellectual humility 
scale and found positive correlations (Alfano et al. 2017, 12ff.). This 
result suggests that their humility scale picks up on traits that are not 
completely stealthy. Another test is to analyze correlations between self- 
assessments of epistemic virtue and epistemic outcomes. Bracketing the 
possibility of an underlying common cause for self-ratings and epistemic 
outcomes, such positive correlations would suggest that the epistemic 
virtues under consideration are not entirely stealthy.

A second implication for measurement is that it is difficult to infer 
the relative importance of epistemic virtues from self-assessment in-
struments. This is because epistemic virtues may be stealthy to differ-
ent degrees. Suppose self-assessment measures of social epistemic virtue 
consistently find that, of two virtues, measures of one are more strongly 
associated with epistemic outcomes than measures of the other. If we 
take the possibility of stealthy virtues seriously, we cannot infer that 
one virtue is more strongly associated with epistemic outcomes than the 
other, because an alternative explanation is that the one virtue is less 
stealthy than the other.

7 The challenge to define social epistemic virtues

The ways philosophers often taxonomize social epistemic virtues do 
not fit easily with the requirements of scale construction. Consider 
the following list of epistemic virtues that Linda Zagzebski references 
(Zagzebski 1996): sensitivity to detail; open-mindedness in collecting 
and appraising evidence; fairness in evaluating the arguments of oth-
ers; intellectual humility; intellectual perseverance; diligence, care and 
thoroughness; adaptability of intellect; being able to recognize reliable 
authority; insight into persons, problems, theories; the social virtues of 
being communicative; including intellectual candor and knowing your 
audience.

Zagzebski makes clear that she does not intend to give a comprehen-
sive catalog of epistemic virtues. Nor are the epistemic virtues consid-
ered here clearly delineated from one another. For instance, sensitivity 
to detail and insight into persons, problems and theories clearly overlap, 
as do adaptability of intellect and open-mindedness. Moreover, some 
of these epistemic virtues appear to be moral virtues, too. For instance, 
fairness in evaluating the arguments of others can be seen as an instance 
of the moral virtue of fairness.
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Yet psychological scale development requires definitions that are mu-
tually exclusive. To see why, we need to understand the relationship be-
tween social epistemic virtues and the survey items that seek to measure 
them. Just like many other psychological constructs, social epistemic 
virtues cannot be directly observed. Rather, they are what psycholo-
gists call a latent trait. Latent traits are unobservable characteristics that 
cause observable behavior. For instance, the personality trait of extrover-
sion cannot be observed directly. However, someone who is extroverted 
would particularly enjoy spending time in groups, whereas an introvert 
would enjoy spending time in crowds less. Survey items attempt to elicit 
endorsement from respondents showing these behaviors. For instance, 
extroverts should be more likely to endorse a statement like “I enjoy 
myself a lot at a lively party.”

For this methodology to work, everything hinges on items reflecting 
the latent traits they are meant to measure. Finding good candidate items 
is therefore the foundation of scale development. Researchers also need 
a rigorous and transparent process to show that items reflect the con-
structs they seek to measure. This is usually achieved by inviting a group 
of subject-matter items to rate items according to how well they reflect 
the respective constructs. To make these decisions, subject-matter ex-
perts need sharp definitions to judge items against.

The reflective relationship between items and constructs also explains 
why definitions should be mutually exclusive. Suppose you want to use 
a scale to determine which social epistemic virtues explain the ability 
to detect fake news. To investigate this question, you need a scale that 
allows you to distinguish between distinct social epistemic virtues. If a 
given item reflects several social epistemic virtues, it will be impossible 
for you to distinguish which virtues respondents endorsing the item dis-
play. Consider the survey item “I like to complete my tax return well 
before the deadline.” This is a bad item for a personality survey, be-
cause endorsement of the item may reflect both conscientiousness and 
neuroticism.

8 The challenge to individuate social epistemic virtues

How do we determine whether two epistemic virtues are different in 
the first place? The philosophical literature makes several proposals. 
Zagzebski argues that epistemic virtues should be individuated by their 
proximate motivations (1996). Baehr has proposed to individuate epis-
temic virtues by the challenges to inquiry they are designed to overcome 
(2011). Scale construction approaches the individuation of traits from 
yet another perspective. The criterion for individuating traits is psycho-
logical. It may be possible to draw a conceptual distinction between two 
candidate virtues. If, however, these two candidate virtues always occur 
together in people, they would not be psychologically distinct.
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There is no guarantee that virtues that are conceptually distinct are 
also psychologically distinct. In fact, the doctrine of the unity of the vir-
tues provides some reason to doubt that they are. The unity of the virtues 
is the doctrine that the virtues are interdependent, such that a person 
cannot have any of the virtues without having all others (Wolf 2007). 
The doctrine goes back to Aristotle (Aristotle 2009, 1145a1–1145a2). 
According to the doctrine, we might be able to construct conceptually 
distinct intellectual virtues. But it would be either psychologically or 
conceptually impossible to display some of these virtues without display-
ing the others. In other words, the intellectual virtues may be conceptu-
ally distinct but would not be psychologically distinct.

If epistemic virtues would really form such a strong unity, this would 
lead to an inability of standard techniques of scale development such 
as factor analysis to distinguish epistemic virtues at all. Factor analysis 
(and its close cousin structural equation modeling) are statistical tech-
niques used to establish the dimensionality of a construct and to select 
items (DeBode et al. 2013; DeVellis 2016). Factor analysis is a statistical 
method that extracts common factors explaining covariation between 
items. Factor analysis looks for regularities in linear combinations of 
scale items. For each set of items that are commonly scored similarly by 
participants, it extracts a factor. Ideally, factor analysis yields a factor 
for each of the social epistemic virtues your scale is attempting to mea-
sure. Each item can then be described by how strongly it varies with each 
of the extracted factors. Items that tap into the same social epistemic 
virtues should strongly load on the same factor and not display large 
loadings on other factors.

Consider measures of personality. The “Big-Five” inventory of per-
sonality traits was arrived at by testing many respondents on thousands 
of items spanning the whole domain of personality descriptions. Factor 
analysis reveals that there are underlying patterns behind these many 
items, at least among contemporary Westerners (Henrich et al. 2010), 
such that people score similarly on certain clusters of items. These clus-
ters received the famous labels agreeableness, extroversion, open-mind-
edness, emotional stability and conscientiousness.

Note that according to this methodology, what counts as a distinct 
personality trait is determined by analyzing which traits people exhibit 
independently from each other. If, contrary to fact, every agreeable per-
son was also conscientious and vice versa, factor analysis would sub-
sume agreeableness and conscientiousness under the same category. But 
this is precisely what the doctrine of the unity of the virtues maintains 
with regard to virtues: possession of the virtues co-varies regardless of 
conceptual distinctions between them. If correct, factor analysis would 
not be able to pick up these differences (Peterson 2017). Hence if the 
doctrine of the unity of the virtues were correct, it would not be possible 
to distinguish epistemic virtues using this methodology.
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Moreover, since according to the doctrine the possession of virtues 
covaries, items pertaining to one virtue would show large cross-load-
ings on other virtues. Large cross-loadings count against the inclusion 
of these items in the final scale according to standard methodology, be-
cause they are perceived to indicate that the item does not measure just 
one but several constructs. But according to the doctrine of the unity of 
the virtues, it would appear that we should expect to find cross-loadings 
even with items that tap into one specific virtue. Hence this methodol-
ogy might lead us to abandon items that capture an epistemic virtue well 
because the item also loads on other factors.

9 How to measure social epistemic virtues

The list of challenges discussed above may look daunting. But all of these 
challenges can be overcome by constructing instruments carefully, while 
staying aware of their limitations in interpreting survey data. The role 
relativity of social epistemic virtue can be addressed in two ways. First, 
by crafting survey items that are general enough for people to respond 
against the backdrop of their role, while being specific enough to yield in-
formation about the trait in question. A general strategy for crafting such 
items is to stay as close to the definition of the item as possible. Second, by 
developing role-specific measures: tailoring measures to roles makes them 
less widely applicable, but it allows researchers to ask targeted questions 
that may yield more accurate measurements in the relevant populations.

The importance of stealthiness is best established in practice. As we 
will see below, epistemic virtues do not appear to be so stealthy that they 
cannot be measured using self-report measures at all. The likely effect 
of some stealthiness is that self-report surveys will underestimate the 
impact of social epistemic virtues on epistemic outcomes. Moreover, the 
possibility that different virtues are stealthy to different degrees raises 
a flag for the interpretation of survey results. We should not infer the 
relative importance of social epistemic virtues from the amount of vari-
ance they respectively explain in epistemic outcomes. The doctrine of 
the unity of the virtues is not a showstopper, either. If epistemic virtues 
really are unified as the doctrine suggests, this would merely imply that 
we cannot differentiate epistemic virtues. That still leaves open the pos-
sibility of measuring the impact of epistemic virtues as a whole. But we 
should not merely accept the doctrine. It is plausible that while social 
epistemic virtues covary with each other and other epistemic virtues, 
there is also some degree of independence. To what extent virtues can 
be differentiated empirically is best determined in the process of crafting 
measurement instruments. This work needs to start from clear and mu-
tually exclusive conceptual distinctions between social epistemic virtues.

What do you practically do if you want to measure social epistemic 
virtue? One option is to find a psychological scale that measures a 
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construct that is “close enough” to the precise construct you want to 
measure for the purposes of your study. For instance, it might be that 
measures of open-mindedness capture important aspects of the social 
virtues associated with monitoring one’s epistemic network.

To my knowledge, there is no measure dedicated specifically to mea-
suring social epistemic virtue. If you want to measure social epistemic 
virtue using a survey directly, this currently only leaves the option of 
validating your own instrument.

I recommend a three-pronged strategy to develop your own survey: 
work through a book on scale development, such as DeVellis (2016); 
study validation papers for scales in a similar area to inform your own 
design such as Alfano et al. (2017) and Krumrei-Mancuso and Rouse 
(2016); and find a psychometrician to advise you along the way.

Perhaps the most consequential part of scale development comes right 
at the beginning, when establishing the definitions of the constructs that 
you wish to measure. It is at this point that you decide what you consider 
the domain of social epistemic vice to be, for instance. Kidd has argued 
that what we considered epistemically virtuous and vicious has changed 
dramatically over time (2018). Curiosity, for instance, has evolved from 
a trait considered an epistemic vice in the Middle Ages to an epistemic 
virtue from the age of enlightenment on.

Once you have settled on clear definitions of the constructs you want 
to measure, validating the scale involves a series of validation steps.

I will illustrate the steps using the example of the epistemic vice scale 
that I validated with Boudewijn de Bruin and Mark Alfano.

Drafting. We initially drafted more than 300 items, none of which 
made it into the final version of the scale in its original form. We devel-
oped items based on the definitions of our constructs, as well as exam-
ples from the literature on epistemic virtue. We also reviewed existing 
related scales to take inspiration for our items.

Expert Validation. We invited experts working on intellectual vir-
tue and vice to rate items according to how well they reflect our defi-
nitions of epistemic vices, which led to a fundamental revision of the 
item pool.

Discrimination analysis. We asked a convenience sample of 20 people 
to rate items depending on how well they reflect each of the intellectual 
virtues. This step helped us in identifying items that tap into exactly one 
of the virtues that we seek to measure and led to a further revision of 
the item pool.

Exploratory factor analysis. We recruited participants (on Amazon 
Mechanical Turk) to respond to all items in the revised item pool. We 
then conducted an exploratory factor analysis on the items. The analysis 
revealed that a subset of the items has a clean factor structure. We opti-
mized scale length and ended up with a scale consisting of two subscales 
and ten items.
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Confirmatory factor analysis. Using responses from a further study 
administering the items identified during the explanatory factor analy-
sis, we conducted a confirmatory factor analysis to respond to the items 
identified during the exploratory factor analysis. We found that the fac-
tor structure remained stable in the confirmatory analysis.

Convergence and Divergence analysis. While gathering data for the 
confirmatory data analysis, we also asked participants to fill in a number 
of related scales and demographic information to establish whether the 
construct the scale taps into is distinct from other psychological mea-
sures, such as dogmatism or personality. We found that the scale indeed 
taps into a distinct construct.

Construct validity. We also conducted a study to test whether the 
scale was related to outcome measures such as the Covid-19 misinfor-
mation items and the fake news items. I will describe this study more 
fully below.

There are other desirable steps in validating a survey instrument, such 
as testing the stability of responses over time (test-retest validity) and 
testing whether self-reports coincide with reports from third parties. Yet 
following these steps goes a long way to ensure that your survey instru-
ment is of high quality. While it is a significant undertaking, the benefits 
are substantial. Once you have a validated instrument at your disposal, 
you have the central ingredient for designing studies that can help in-
form the most contentious issues in virtue epistemology.

10  Can measurement help to solve questions in 
applied epistemology?

Assuming that you got hold of a measure of social epistemic virtue, what 
to do with it? In this section, I first discuss the role of empirical studies 
for settling debates in applied epistemology. I illustrate the importance 
of instruments to measure epistemic virtue by discussing their role in 
informing the situationist debate. It will turn out that while good mea-
surement is necessary, it is not sufficient for making progress on the 
situationist debate. We also need sophisticated research designs to har-
ness the power of good measurement. Then I apply the learnings to how 
measures of social epistemic virtue can be used to inform debates in 
virtue epistemology.

There is broad agreement between virtue epistemologists that em-
pirical studies are needed to resolve important philosophical issues 
in the field (Alfano 2013, 118; Cassam 2016, 170; Zagzebski 1996, 
309). Accordingly, researchers in the field routinely appeal to empiri-
cal work, primarily from psychology. Yet even the most relevant stud-
ies were often not designed to address the philosophical questions at 
stake. That contributes to disagreement over how to interpret the re-
sults of these studies for the purposes of philosophical issues. Reliable 



536 Marco Meyer

instruments to measure social epistemic virtue are the first step to 
design studies that explicitly address key philosophical questions in 
virtue epistemology.

11  The role of empirical studies in evaluating the 
situationist challenge

Let’s consider whether better measurement might help in making prog-
ress on the situationist challenge. Situationists about epistemic virtues 
challenge that epistemic virtues explain differences in knowledge ac-
quisition. This is a fundamental challenge to virtue epistemology, be-
cause many virtue epistemologists agree with the following two claims. 
First, that knowledge is true belief, acquired through epistemic virtues. 
Second, most people know a lot of things. But these two thoughts are 
incompatible with the situationist’s contention that most people’s epis-
temic traits are not virtuous.

To make the claim that most people do not possess epistemic virtue, 
situationists typically appeal to research showing that people’s epistemic 
actions are highly sensitive to situational influences. For instance, watch-
ing a funny video or eating a piece of chocolate has a surprisingly large 
influence on how creative people are (Isen et al. 1987).

The situationist challenge can be expanded to social epistemic virtues, 
for instance by showing that for most people, a small change in their 
epistemic network has a large effect on their beliefs. For instance, an 
experiment by Facebook showed that people receiving a call to vote on 
election day identifying concrete people from the recipient’s friend net-
work who had already voted were 2% more likely to affirm that they had 
voted than people who received the same message without their friend’s 
pictures attached to it (Bond et al. 2012).

These studies attempt to infer the lack of explanatory power of epis-
temic virtue from the observed impact of a circumstantial factor on 
knowledge acquisition. This indirect strategy opens up several ways for 
proponents of epistemic virtue. One is to marginalize the importance of 
the virtue under consideration for knowledge acquisition. Another is to 
acknowledge the impact of situational factors on changes of epistemic 
conduct yet insist on the explanatory power of epistemic virtues for 
conduct that is sufficient for knowledge acquisition. Perhaps chocolate 
makes people even more creative, but this does not provide evidence for 
a lack of creativity absent a chocolate boost.

Absent a measure of epistemic virtue, there is no alternative to this 
indirect strategy. That can lead to an unsatisfying standoff between situ-
ationists and proponents of epistemic virtue. The proponent of epistemic 
virtue does not need to deny that situational factors have an influence 
on knowledge acquisition. All they need to maintain is that virtue is an 
important factor for explaining knowledge acquisition. Studies using the 
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indirect approach do not directly challenge this latter claim. However, 
mounting evidence about the importance of circumstance can nibble 
away at the credibility of epistemic virtue. At the same time, the indirect 
strategy holds out no hope for evidence in favor of the explanatory power 
of epistemic virtue. At best, such studies find no impact of a situational 
factor on knowledge acquisition, which does not amount to positive ev-
idence in favor of epistemic virtue. As a result, proponents of virtue 
epistemology find themselves in a reactive position, forced to explain 
away ever new demonstrations of the effects of seemingly epistemically 
irrelevant situational factors. It is worth noting that this dialectic is not 
the result of the merits of either position. Rather, it is an artifact of an 
empirical strategy that does not use a direct measure of epistemic virtue.

12  How measures of epistemic virtue can help to inform 
the situationist debate

Given an instrument to measure social epistemic virtue, we can test the 
claim that differences in epistemic virtue explain differences in knowl-
edge acquisition directly. Such studies can provide new evidence relevant 
to assessing the situationist challenge. If such studies show an explana-
tory relationship between social epistemic virtue and knowledge acqui-
sition, this provides a positive reason to posit such virtues. If, however, 
studies fail to show an explanatory link, this provides reason to doubt 
the explanatory role of social epistemic virtues.

In its basic form, such studies need a metric for the relevant epistemic 
virtues, a metric for a measure of knowledge acquisition, and metrics for 
confounding factors. Let me illustrate this approach with a recent obser-
vational study of the relationship between epistemic vice in general and 
the readiness of people to endorse Covid-19 misinformation (Meyer et 
al. 2021a). I will consider implications of the design of studies that focus 
on social epistemic duties thereafter.

We administered a survey to 998 respondents from the United States. 
The survey had three parts. The first part is an instrument measuring 
epistemic vice that we had validated independently. The instrument 
consists of ten items that are answered on an agree-disagree scale. The 
responses of each participant are averaged across the ten questions, 
yielding an epistemic vice score.

The second part contains outcome measures measuring knowledge 
acquisition. The Covid-19 misinformation measure tests whether partic-
ipants believe claims about Covid-19 that the WHO has identified as de-
monstrably false. A second measure tests whether participants find fake 
news articles about Covid-19 credible. The responses are aggregated into 
a Covid-19 misinformation score and a fake-news score, respectively.

The third and final part of the survey contains measures of poten-
tially confounding factors, including political affiliation, religiosity, 



538 Marco Meyer

demographic variables and a battery of other psychological measures, 
including measures of personality and dogmatism.

We found strong evidence to the effect that epistemic vice is associated 
with susceptibility to Covid-19 misinformation and fake news. In fact, 
the correlation between epistemic vice score and these outcome metrics 
turns out to be stronger than with political identity, educational attain-
ment, personality, dogmatism—and any other competing explanation 
that we tested. What is more, epistemic vice explains a sizable chunk of 
additional variance in misinformation and fake news scores when con-
trolling for all confounding factors in a regression model.

This type of evidence provides relevant data to the situationist debate. 
It establishes a positive link between self-reports of epistemic virtue and 
measures of knowledge acquisition in a domain of knowledge of the 
most acute general interest. Because of the large size of the effect we find, 
one might take these findings to provide evidence for the explanatory 
power of epistemic virtues.

13  We also need sophisticated study designs to settle 
debates in virtue epistemology

Yet this type of study does not provide a knockdown argument against 
situationism. There are at least two ways for situationists to resist the 
conclusion that epistemic virtue explains knowledge acquisition. First, 
proponents of situationism can question the direction of causation. 
Ours is an observational study and can as such only establish a cor-
relation between the measure of epistemic virtue and the measure of 
knowledge acquisition. For all the study shows, the causal link could run 
from knowledge acquisition to self-reports of epistemic virtue/vice. This 
would be the case if people wrongly attribute epistemic virtue to them-
selves on the ground that they experience themselves as having a lot of 
knowledge. Thus the situationist may try to explain away the relevance 
of the evidence by appealing to the fundamental attribution error, i.e., 
the tendency to attribute behavior to character traits rather than situa-
tional factors (Harman 1999).

The challenge to establish the direction of causation cannot be fully 
addressed given the study design we used. But note that it is a perfectly 
general challenge to observational studies. There are numerous empiri-
cal research methods that help to determine the direction of causation, 
including randomized experiments, longitudinal studies, and regression 
designs using instrumental variables. All of these methods require strong 
instruments for measuring epistemic virtue. But these measures need to 
be embedded in sophisticated research designs.

Another way for situationists to resist the conclusion that epistemic vir-
tues explain knowledge acquisition is to appeal to confounding factors. 
Confounding factors would be features that influence both responses on 
the epistemic virtue measure and responses to the respective outcome 
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measure. For instance, educational attainment might lead respondents 
to have more favorable views of themselves concerning their epistemic 
virtue and vice, as well as improve knowledge—without epistemic virtue 
and knowledge acquisition being causally related.

To address this possibility, studies should include measures of con-
founding factors and use a regression design to determine to what extent 
epistemic virtue explains variance in knowledge acquisition “over and 
above” potential confounding factors. Careful development of the mea-
surement instrument pays off at this stage because it guides researchers 
towards an instrument that measures the construct of interest and that 
construct alone. By contrast, merely jotting down some items will likely 
result in an instrument that taps into some aspects of epistemic virtue/
vice, but also plenty of related constructs besides. The price to pay for a 
construct that is not carefully validated is the risk of a high correlation 
not between the epistemic virtue and the constructs you treat as controls, 
but between your measure of epistemic virtue and control variables. As a 
result, epistemic virtue might appear to explain less additional variance in 
individual differences in knowledge acquisition than it otherwise would.

Hence good metrics combined with sophisticated research designs can 
help make progress in the situationist debate, which is probably the most 
fundamental controversy in virtue epistemology. However, the benefits 
of good metrics are not limited to the situationist debate. Other debates 
requiring research designs with good measurement instruments include 
whether (social) epistemic virtues are character traits or mere attribu-
tions; whether we have self-knowledge about (social) epistemic virtues 
and vices; how (social) epistemic virtues are acquired; whether different 
upbringings, teaching and training foster different (social) epistemic vir-
tues; and which (social epistemic) virtues are most beneficial in partic-
ular contexts.

14 Implications for studying social epistemic virtues

One take-away from the previous discussion for the study of social epis-
temic virtues is that research designs that can inform debates in virtue 
epistemology typically measure three things: a measure of social epis-
temic virtue, an outcome measure and measures of control variables. I 
have emphasized the importance of using validated metrics to measure 
social epistemic virtue. A general measurement instrument for social 
epistemic virtue is still outstanding. Researchers need to either validate 
their own or make do with surrogates close enough to the construct they 
seek to measure for their research question.

However, researchers are in a good place when it comes to identifying 
outcome measures for studying social epistemic virtue. Online platforms 
like Twitter and Facebook provide an excellent window into our epis-
temic networks. While epistemic networks are difficult to chart offline, 
online platforms provide a wealth of detailed information.
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Sullivan et al. have developed the groundwork for metrics to quantify 
the epistemic position of people in a network (Sullivan et al. 2020a, 
2020b). They develop a formal definition of a person’s epistemic position 
based upon three factors: the number of different viewpoints among a 
person’s sources; the number of informants; and the degree to which 
informants are independent from one another. Based on this formal-
ization, they propose a metric that aggregates these three factors into 
a single score. They also demonstrate that their metric can usefully be 
applied to data from Twitter.

This metric is an excellent candidate for outcome measures when 
studying social epistemic virtue. It is plausible that people who are 
good at monitoring, adjusting, and ameliorating their epistemic net-
work would find themselves in a better epistemic position measured 
this way than people who lack at least one dimension of social epis-
temic virtue, other things being equal. Since the quality of one’s epis-
temic network can be analyzed separately for different issues, the 
measure is also useful in studying to what extent social epistemic vir-
tues are global or local, i.e., whether they apply to a narrow or a broad 
domain of issues.

One limitation of the metric is that it only captures the part of the 
epistemic network that is present on the given social media platform. As 
a result, studies will tend to underestimate the number of sources people 
have access to.

15 Conclusion

Social epistemic studies are still a new area of investigation in philoso-
phy. That is reflected in the lack of dedicated measurement instruments. 
Early studies of online epistemic networks suggest that there are large in-
dividual differences in the quality of epistemic networks, concerning the 
number of sources, the independence of sources, as well as the diversity 
of opinions represented. Developing and validating proper measurement 
instruments is the first step for investigating whether and to what extent 
social epistemic virtues drive those differences. In addition to good mea-
suring instruments, we also need sophisticated study designs to establish 
a causal—rather than merely correlation—relationship between social 
epistemic virtue and the quality of epistemic networks.
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Marco Meyer’s chapter provides a “field guide” for using empirical 
methods to measure and study social epistemic virtues for philosophical 
purposes. After briefly introducing the concept of social epistemic vir-
tues, Meyer describes how methods used in psychology to measure and 
study character traits can be fruitfully applied to social epistemic vir-
tues, and he then goes on to explain how studies can be designed to use 
measures of social epistemic virtues to help answer questions of interest 
to philosophers.

I will offer two brief critical comments on Meyer’s chapter. The first 
comment concerns the concept of social epistemic virtues. Meyer defines 
these as “a subset of epistemic virtues aimed at monitoring, adjusting, 
and ameliorating one’s epistemic environment, both for one’s own sake 
and for the sake of others.” Here “epistemic environment” is best un-
derstood as a social epistemic environment constituted by a network 
of fellow inquirers in which one is a participant. Meyer’s interest is in 
traits that involve attending to epistemically significant features of such 
environments, adjusting one’s position in such environments when doing 
so will be epistemically beneficial, and endeavoring to enhance the epis-
temic features of these environments.

This way of conceptualizing social epistemic virtues gives us a place to 
start for purposes of developing measures of these and studying them em-
pirically. Yet, at the same time, it leaves quite a bit of conceptual work to 
be done. In particular, it leaves unanswered the following questions: Are 
there specific epistemic virtues that are social epistemic virtues, while 
other epistemic virtues are not social epistemic virtues? Are all so-called 
“traditional” (Daukas 2019) epistemic virtues social epistemic virtues to 
some extent—perhaps when possessed “in their fulness” (Baehr 2011)? 
For instance, are open-mindedness or intellectual thoroughness or at-
tentiveness social epistemic virtues? Put a bit differently, the question is 
whether the concerns for one’s social epistemic environment that are de-
finitive of social epistemic virtues are concerns distinctive of some subset 
of epistemic virtues, or whether all or many traditional epistemic vir-
tues, when possessed in their fulness, might imply concerns of this sort.
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A related question concerns whether we should think of this account of 
what social epistemic virtues are as having any special claim to correctly 
capturing what social epistemic virtues are—or whether there might be 
other kinds of epistemic virtues that are also reasonably thought of as 
social epistemic virtues, but that do not satisfy this account. I took it 
that Meyer’s proposal was largely stipulative, rather than aiming to offer 
an analysis of some sort of pre-theoretical concept of social epistemic 
virtues. Still, it may be worth noting that there are other candidates for 
epistemic virtues that are markedly social in some way, but perhaps not 
in the specific way Meyer has in mind. For instance, some of my own 
recent work has focused on “virtues of intellectual dependability” that 
distinctively involve a motivation to promote others’ epistemic goods 
(Byerly 2021). These certainly seem to be markedly social in a way, but 
they aren’t necessarily social in the way Meyer focuses on. Or, at any 
rate, if they are social in that way too, they are so only “in their fulness.” 
Are they still “social epistemic virtues”?

My second comment is concerned with some of Meyer’s remarks 
about how to develop measures of epistemic virtues. Meyer highlights 
very helpfully what we might think of as a kind of problem-facing phi-
losophers who wish to study the traits that interest them using empirical 
methods. The problem arises because philosophers are often interested in 
rather subtle differences between traits. This leads to the proliferation of 
accounts of distinct virtues. A recently edited volume contains chapters 
on twelve different epistemic virtues, for instance (Battaly 2019). Yet, as 
these philosophers will quickly acknowledge, the traits overlap with one 
another in all kinds of ways. When it comes to empirical measurement, 
this creates a problem, because the higher correlated these traits are with 
one another, the less unique explanatory work they will be able to do. 
In fact, if they are highly-enough correlated with one another, then the 
standard methods such as factor analysis that Meyer recommends will 
suggest that the traits are not empirically distinct—that we should treat 
conceptually distinct virtues as in fact reflecting the same latent psycho-
logical construct.

I think this flags a serious concern for virtue epistemologists. Yet, at 
the same time, I think Meyer’s remarks overstate the challenge and es-
pecially what should be done to address it. In explaining the challenge, 
for instance, Meyer writes that “If a given item reflects several social 
epistemic virtues, it will be impossible for you to distinguish which vir-
tues respondents endorsing the item display.” And, in recommending a 
solution, Meyer writes that “psychological scale development requires 
definitions [of traits] that are mutually exclusive.” I think both remarks 
are too extreme.

First, it is possible for distinct scales to share one or more items in 
common, or to share items that are extremely similar, and yet for the 
scales themselves to measure empirically distinguishable constructs. I’ve 
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been dealing with just this kind of issue in some of my own research. In 
psychology, there are multiple, distinct constructs that all overlap in that 
they reflect a person’s tendency to prioritize others’ interests over their 
own interests, yet they differ from one another when it comes to why the 
person prioritizes others’ interests (e.g., Helgeson & Fritz 1998; Wright 
et al. 2018). The similarity between these traits can be reflected by in-
cluding some similar or even identical items in the scales. But the dif-
ferent motivations leading to these similarities will be reflected in other 
items, yielding scales that remain empirically distinguishable, despite 
having some overlap.

Second, the solution to the challenge does not require providing defi-
nitions of traits that are “mutually exclusive.” To provide definitions 
of traits T1 and T2 that are mutually exclusive is to provide definitions 
such that a person cannot possess both T1 and T2. But this is unneces-
sary for scale development, and any personality psychologist would tell 
you so. Something weaker, instead, is true. It is fine to use a concept of 
an epistemic virtue that overlaps with concepts of other epistemic vir-
tues for purposes of scale development. But, it is important to include 
in one’s initial item writing a healthy dose of items that also reflect the 
distinctive features of the trait. We might think of this as “playing up” 
or emphasizing the distinctive features of the traits we’re studying, while 
also acknowledging their similarities with other traits. There’s always a 
risk that in using this procedure we develop measures of conceptually 
distinct virtues that are empirically indistinguishable. But, if we’re going 
to be faithful to the philosophical conception of the traits we’re study-
ing, it’s a risk we may be justified in taking.
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Measuring Social Epistemic Virtues

In his contribution to this volume, Meyer provides a very helpful step-
by-step guide on how to develop psychometric scales, and more specif-
ically on how to produce these measuring instruments with respect to 
social epistemic virtues and vices. In this response, I focus on Meyer’s 
definition of a social epistemic virtue, and on some of the obstacles 
with measuring these virtues so conceived. None of my worries con-
stitute insurmountable problems for Meyer’s approach but ultimately 
encourage a modification of the metaphysics of virtue he endorses in 
his chapter.

Meyer defines “social epistemic virtues as the subset of epistemic vir-
tues aimed at monitoring, adjusting [to], and ameliorating one’s epis-
temic environment, both for one’s own sake and for the sake of others” 
(p. 3). There are several aspects of this definition that in my view require 
clarification. First, the notion of epistemic environment is on one plausi-
ble interpretation too capacious to play the role intended by Meyer since 
it would include the whole of the information available to the agent. 
Since Meyer’s examples concern exclusively the reception of testimony, 
one might restrict epistemic environment to include only the judicious 
seeking and assessing of the testimony of agents offered in speech or 
print. So understood social epistemic virtues might be too narrowly cir-
cumscribed since the definition would seem to exclude other virtues of 
epistemic dependence. These could include the epistemic virtue of a good 
teacher that might aim to improve the epistemic character of the stu-
dents, but also the virtues of a good testifier who is able to formulate her 
testimony in a vocabulary that is suitable to her audience. It would seem 
a stretch to think of these virtues as aimed at improving the epistemic 
environment.

Second, and relatedly, the idea that the monitoring, adjustment or ame-
lioration is done for someone’s sake needs some explication. I presume 
here that what Meyer’s means is that the aim of these virtuous activi-
ties is the epistemic well-being or flourishing of agents. Such well-being 
should include knowledge acquisition, deeper understanding, and the 
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reduction of error. But, if my suggestion that the virtues of helping oth-
ers to become better epistemic agents should be included among the so-
cial epistemic virtues is correct, the improvement of epistemic character 
is an additional end of virtuous activity.

Third, and finally, Meyer does not say whether aiming at the right 
goals and for the right reasons is sufficient to be virtuous or whether 
reliable success in ordinary circumstances is also required to be virtu-
ous. Meyer rightly points out that measuring virtue is not the same as 
measuring epistemic outcomes (p. 6), since even reliable success could 
be due primarily to environmental factors or traits that are not virtu-
ously motivated. In what follows I presume that virtue must reliably 
produce success; this presumption seems to fit best with Meyer’s de-
scription of the kind of survey items used to measure virtuous behavior 
in self-reports.

These observations indicate that Meyer might have defined social epis-
temic virtues too narrowly. I suspect that the addition of virtues aimed 
at the improvement of epistemic character, and of the virtues of being 
receptive to the epistemic needs of other agents to the number of the 
social epistemic virtues might generate problems for Meyer’s proposal 
to measure virtue using exclusively self-reports. The approach consists 
in presenting subjects with several statements describing preferences, 
opinions and behaviors to elicit whether in their view said statements 
accurately capture what they like, believe or do. Whilst this approach 
might be suitable to assess an agent’s motivations and some aspects of 
their behavior, if we want to measure virtues that require a perceptive 
response to others’ epistemic needs, it seems at least plausible that any 
good method of measurement must include third parties’ reports. The 
need for such an addition is not an insurmountable obstacle, but it raises 
interesting questions about how to treat extensive inconsistencies be-
tween reports were these to occur.

Be that as it may, further problems arise if one adopts, as Meyer ap-
pears to do, the metaphysics of virtues as dispositions that is endorsed 
by Snow et al. (2019) when they propose to measure virtue by measuring 
the frequency with which an individual behaves virtuously in virtue- 
relevant situations (Meyer, 5–6). So understood virtues are dispositions 
that have eliciting conditions. When these obtain, the behavior char-
acteristic of the virtue would be triggered. Virtue would thus be a psy-
chological feature that is ontologically like solubility or fragility. These 
are characteristics of objects that have the propensity to dissolve or to 
shatter in specific sets of circumstances.

This dispositional “if virtue-eliciting situation then virtuous behav-
ior” model is not suitable for several virtues. The point was originally 
made by Rees and Webber (2014) and bears repeating. There are virtues 
like integrity that should be manifest in all circumstances, rather than 
being elicited only by some triggering situations. There are also virtues 
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like generosity that partly consist in seeking, and creating, the situations 
relevant to their manifestations. These virtues have intellectual compo-
nents and might be thought of as relevant to relations of interpersonal 
epistemic dependence.

In addition, the “if-then” dispositional account of virtue presupposes 
that virtues must have so-called high-fidelity. If, as Alfano (2013) has 
suggested, other virtues do not require that they are manifested in most 
cases of exposure to virtue-eliciting situation, then the if-then model 
of virtues as dispositions is ill-suited as a characterization of virtues of 
this low-fidelity kind. It is worth noting that several epistemic virtues 
have low fidelity. For instance, we are inclined to think of a person as 
open-minded if she is prepared, and able, to engage with varied opinions 
alternative to her own on at least some occasions. Hence, for instance, 
we do not think that the person who has some blind spots on a few cir-
cumscribed issues is closed-minded. The corresponding epistemic vice of 
closed-mindedness is instead, as one would expect, high fidelity (Cassam 
2019, 45).

If applicable to several epistemic virtues, this consideration raises 
questions about the suitability of the “if-then” model of virtue to virtue 
epistemology. I have argued elsewhere that issues such as these support 
the development of a different account of virtue in terms of attitudes, 
rather than dispositions to respond to virtue eliciting situations (Tane-
sini 2021, ch. 3). That said, I believe that this objection can in practice 
be accommodated in the approach to measurement proposed by Meyer 
since as a matter of fact, it consists in the development of instruments to 
measure participants’ attitudes.

Consider, for example, the survey item “I enjoy reading about the ideas 
of different cultures” used by Alfano et al. (2017) in their instrument to 
measure intellectual virtue. This item is ill-suited to capture responses 
to triggering stimuli. Instead, it seems to measure attitudes to reading 
about novel ideas, which are manifested among other things in behavior 
that includes seeking to create opportunities to engage in the behavior 
that is characteristic of open-mindedness. If this is right, the problem I 
singled out here lies with a mismatch between philosophical theory and 
measurement methods requiring a change of theory rather than a change 
in approach to measurement.
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I am grateful for Alessandra Tanesini pushing me to think more clearly 
about the metaphysics of virtue underlying my approach, and to Ryan 
Byerly for challenging me on the methodological claims I made about 
scale development.

Before I turn to these points, I want to respond to useful challenges 
mounted by each of them to my definition of social epistemic virtues. 
I grant right away that my definition of social epistemic virtues needs 
amending. I defined social epistemic virtues in line with the introduc-
tory chapter to this volume as the subset of epistemic virtues aimed at 
monitoring, adjusting, and ameliorating one’s epistemic environment, 
both for one’s own sake and for the sake of others. Viewed together, 
the comments by Tanesini and Byerly suggest that the definition may be 
both too broad and too narrow. Moreover, the notion of other-regarding 
social epistemic virtues needs more explication.

These points are all well-taken. I made no attempt at providing an 
original definition of social epistemic virtues. Instead, I took my lead 
from the editors’ introduction to the volume. I do think that the notion 
of social epistemic virtues that they layout gets at aspects of epistemic 
virtues that are both important and sometimes overlooked. Yet I also 
agree with Byerly’s point that we should not reify social epistemic vir-
tues as distinct from other epistemic virtues. What Byerly suggests is 
plausible to me: the epistemic virtues that are often discussed in the 
literature, such as open-mindedness or humility, when possessed in full, 
may well include many of the social epistemic dimensions that this vol-
ume focuses on.

Tanesini contends that the lack of clarity on the nature of other- 
regarding social epistemic virtues may lead to a challenge for my proposed 
measurement approach. My approach is mainly focused on self-reports. 
However, it seems unlikely that people are good judges of how they af-
fect others’ epistemic environment. For instance, are people good judges 
of whether they articulate their knowledge in ways suitable to their au-
dience? I agree that this may well not be so. However, I think that it is 
worth testing this question empirically. I was highly doubtful that self- 
reports of intellectual humility would yield adequate self-descriptions. 

17d  Marco Meyer’s Response 
to Commentaries
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But the research that establishes construct validity of humility scales con-
vinced me that self-report measures on humility make sense.

Nonetheless, I agree with Tanesini that reports by others may pro-
vide important additional data when judging other-regarding social 
epistemic virtues. The one thing I would caution against is to equate 
other- regarding social epistemic virtue with success metrics. For in-
stance, we should not measure my ability to articulate my knowledge in 
an audience- specific way by handing out tests to my students assessing 
how much they understood from a lecture I gave. That would be to 
equate a measure of epistemic outcomes with a measure for epistemic 
virtue. Measures of epistemic virtues and of epistemic outcomes need to 
be kept distinct if we want to investigate to what extent epistemic virtues 
drive epistemic outcomes.

Tanesini also urges me to rethink my endorsement of the dispositional 
account of epistemic virtue that I borrow from Snow. Tanesini’s point is 
that some virtues are not tied to specific virtue-eliciting conditions. To 
display integrity, for instance, involves consistently behaving according 
to ethical standards. Being generous partly involves bringing about the 
very conditions that trigger generous behavior. Tanesini suggests instead 
to conceptualize epistemic virtues and vices as attitudes. She also notes 
that the measurement methodology that is typically used when measur-
ing epistemic virtues seems to be consistent with an attitudinal account.

My view is that measures should make as few metaphysical commit-
ments as possible. That way they will be of interest to researchers with 
a range of views about the nature of epistemic virtue. Finding common 
ground with the attitudinal approach is therefore very welcome. Rather 
than endorsing one specific metaphysical conception, we should describe 
all the different metaphysical views that a suggested measurement ap-
proach is compatible with.

Byerly makes helpful points about the extent to which the subtle con-
ceptual distinctions that philosophers are adept at drawing between 
different epistemic virtues can be measured empirically. I gave a rather 
pessimistic take. The reason is that the standard methodology in scale 
development presupposes that subscales within the same survey instru-
ment do not overlap conceptually. This is compatible with the point that 
Byerly rightly makes, namely that it is common for scales measuring 
different constructs to nonetheless share several items. I, therefore, agree 
with Byerly that psychometric methodology does not preclude that we 
develop overlapping scales, each focused on subtly different epistemic 
virtues and vices.

One problem with overlapping scales persists. If there is conceptual 
overlap between two scales, it is very difficult to distinguish empiri-
cally whether each scale measures a subtly different epistemic virtue, 
or whether both scales measure the same virtue, with different levels 
of success. This difficulty in establishing distinctness of two epistemic 
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virtues empirically is worrying if you think that positing the existence 
of an epistemic virtue is warranted only if there is empirical evidence for 
its existence. By contrast, if one takes the view that being able to draw 
a conceptual distinction is a sufficient ground to posit the existence of 
an epistemic virtue, dealing with conceptual overlap is less concerning.

I take the former view. Conceptual distinctions can be misguided or 
plainly empirically irrelevant. Good measures of epistemic virtues and 
vices should help us understand which of them matter. Consider per-
sonality. There are endless ways of conceptually carving up personality 
traits. But empirical research has helped us establish a framework of 
five or six traits that are consistently associated with outcomes. Carving 
out a trait that captures, say, some aspects of agreeableness and some 
of open-mindedness is doubtless conceptually possible. No doubt could 
one develop a scale that measures this trait. But I suspect that it would 
contribute little to understanding personality.
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1 Introduction

Consider some matter in which you’d like to know the truth, one way 
or the other. It could be just about anything. Now, among your friends, 
colleagues, acquaintances and social media contacts there are many who 
are open-minded. They learn from relevant evidence, whether from ob-
servations and experiments or the testimony of others, and discussing 
the matter with them is likely to be rewarding. Many people are not 
open-minded people, though. They are information resistant in that 
they do not appropriately update their beliefs in light of relevant evi-
dence. Engaging with them exposes you to the risk of becoming misin-
formed because their beliefs not only are fixed but, for all you can tell 
before the discussion begins, also false. What to do?

You might consider limiting discussion to the open-minded people in 
your network. Anyone unwilling to look, listen and learn then won’t 
get a word in. In general, though, it won’t be easy to find out who they 
are. For reasons that emerge in the next section, just about everybody is 
information resistant in some matter or another. If there’s to be anyone 
left to talk to, you’ll have to identify those who are open-minded with 
respect to the particular matter that’s at stake, and it’s not as if peo-
ple wear such facts about themselves on their sleeves. Another option is 
simply to include everybody in the discussion – even if that risks taking 
people seriously who do not really deliberate at all: they just say over 
and again what they think, whether it happens to be true or whether it 
is false, without learning from anything or anyone. Our main question 
here is this: how much might unknowingly including these incorrigible 
sources of misinformation hinder your own open-minded search for the 
truth?

We approach our question by studying multi-agent computer simula-
tions of Bayesian learning in social networks. The agents in our networks 
can receive non-social inputs, perhaps from their own observations and 
the results of experiments, and social inputs in the form of testimony 
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from other agents. Some of them are open-minded. They learn from 
both kinds of inputs and consequently, their beliefs change over time. 
Others agents in our networks are information resistant. Intuitively, they 
never learn from anything or anyone, and so their beliefs are completely 
fixed. We focus here on, in particular, ranters. These are information- 
resistant agents that repeatedly broadcast messages conveying their fixed 
beliefs on the relevant topic. There are among them true ranters, whose 
fixed beliefs are true: they surely are harmless, but there are also false 
ranters whose beliefs are false, and these spread misinformation.

Our findings are somewhat surprising. It turns out that, under seem-
ingly realistic conditions, the presence of false ranters does not much 
reduce the chance that open-minded agents in the networks will develop 
high credence in the truth. Sometimes, when deliberation is compara-
tively short, their presence even increases this chance. Even more sur-
prisingly, perhaps, it’s not necessary or even helpful for there to be a 
balance, with inputs from true ranters as it were making up for misinfor-
mation from false ranters in the network, by somehow cancelling them 
out. Open-minded agents do about as well even when all the ranters 
in their network are false. How is this possible? Scepticism about the 
reliability of testimony emerges as one important factor. The agents in 
our networks are able not only to keep track of their sources but also 
to maintain appropriate levels of trust and distrust in them. Where too 
much trust is placed in sources initially, before they have demonstrated 
their reliability, we find that false ranters can quickly lead open-minded 
enquirers off the track of the truth. This might happen in a real social 
setting, perhaps, where everybody initially gets the benefit of the doubt, 
as a matter of respect.

There is much current concern about the consequences of online 
misinformation from birthers, flat earthers, anti-vaxxers, gaslighters, 
bullshitters, purveyors of “alternative facts” and false counsellors of all 
stripes. One way to contain the steady stream of misinformation is cen-
sorship, for instance by shutting down the social media accounts of those 
responsible. This is not without its own risks, though. Censorship can 
have unintended consequences, such as increasing social and political 
polarization, when those who identify with the censored views entrench 
themselves more firmly in their own camps. Censorship furthermore vio-
lates social and political norms of inclusiveness and free speech, and can 
be counterproductive when its targets cry foul and resulting publicity 
only increases their notoriety, thus amplifying false voices and spreading 
their misinformation even further than it would otherwise have reached.

Our results bear on the problems of online misinformation. They 
suggest that, as far anyway as protecting open-minded enquiry is con-
cerned, censorship might often be unnecessary. Online interactions 
lend themselves well to keeping track of sources of information and a 
careful reckoning of their reliability or otherwise – better, anyway, than 
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do personal interactions among family and friends. In a range of cases, 
our results suggest, this monitoring of reputations is, provided there are 
some sufficiently reliable sources feeding truth into the network, enough 
to keep the open-minded on the track of the truth. Notice though that 
our results do not show that online misinformation poses any less a 
threat to well-informed democratic decisions than many people fear. 
That depends on the proportions. Where too many people prefer the 
same false option, a few open-minded citizens will not stand a chance 
no matter how enlightened each one has become. The misinformed will 
prevail when it comes to a vote.

Our topic is related to the matter of knowledge resistance, or irra-
tional failure to accept available knowledge, that has recently been the 
topic of academic study. We understand this to be the special case of 
information resistance in which the information to which a proper re-
sponse is lacking is, indeed, knowledge – or, anyway, something close to 
knowledge, such as justified belief. Our investigation suggests that social 
deliberation with knowledge-resistant people need not limit the capacity 
of other, open-minded people to learn.

In Section 2, we discuss certain mechanisms that can give rise to 
information resistance, we explain our Bayesian understanding of this 
topic and briefly mention some related work whose conclusions point 
in much the same direction as ours. Section 3 explains the basics of 
Laputa, the multi-agent modelling framework that we use to study 
Bayesian learning in social networks. In Section 4, we discuss the case 
of a simple social network with just one ranter and one open-minded 
agent. It illustrates our basic point, and introduces relevant concepts 
and mechanisms. In Section 5, we argue that the usual way of measur-
ing epistemic value is not suitable for our present study, and reconsider 
the simple network of Section 4 using a measure that is more suitable. 
Section 6 takes up a slightly more complex case. We discuss additional 
simulation results and related work in Section 7 and present our conclu-
sions in Section 8.

2 Preliminaries

Sociologists have identified underlying grounds for information resis-
tance. Mikael Klintman (2019) distinguishes between “Dionysian” ten-
dencies in belief formation, driven by passion and group- centredness, 
and on the other hand “Apollonian” tendencies or rational and fact- 
oriented. According to Klintman, knowledge resistance is explained by 
Dionysian tendencies of group loyalty that encourage us not to deviate 
from our local culture and its dominant ideology. This phenomenon re-
sponds to an evolutionary advantage, namely the fact that a better ad-
aptation to local cultural norms increases the chances of survival and 
reproduction.1 Hence, one social ground for information resistance is 
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that it strengthens bonds within groups and thus enhances collabora-
tion. The more the beliefs of a group deviate from the beliefs of others, 
the greater the advantage.

Be this as it may, even an Apollonian agent may be information resis-
tant on some issues. One ground for this is belief entrenchment (Quine 
1976; Gärdenfors 1988). One might for instance be more responsive to 
evidence relating to everyday beliefs about changeable matters, such as 
what there is in the fridge, than to evidence bearing on more basic and 
deeply entrenched matters such as whether living beings evolved by nat-
ural selection, or whether the speed of light is the same in all reference 
frames. Someone might furthermore be information resistant just be-
cause they lack relevant training or other cognitive resources needed to 
recognize relevant evidence as such and respond appropriately to it. An 
additional ground for information resistance is that our beliefs are so to 
speak pinned in place by other propositional attitudes. Someone might 
believe something is the case, or in any case act as if, and fail to respond 
appropriately to evidence to the contrary, because of a strong hope that it 
is the case. Finally, to introduce a technical term, let us say that an agent 
is completely decided with respect to some given proposition if this 
agent’s credence in it is extreme, either 1 or 0. By Bayesian principles of 
credence updating, an agent that is completely decided about some prop-
osition won’t ever change her credence in it, and is information resistant.

Now we can put our question in more-precise terms. Suppose an open-
minded agent wishes to know the truth in some given matter, expressed 
by some proposition, p. Let it be you, the reader. There are perhaps other 
open-minded people in your social network who share this wish. There 
might also be some though who are information-resistant with respect 
to p. They do not respond appropriately to evidence bearing on the truth 
of p from observations, experiments and social interactions with others; 
and initially, anyway, before you begin deliberating together with them, 
you cannot tell who in your network is open-minded and who is not. 
From behind this veil of ignorance, you have these two options (among 
others): You can enter into discussion with everyone in the network, 
treating them all the same way. Or else you can put your fingers in your 
ears, figuratively speaking, and only trust your own observations, ex-
periments or other non-social sources of information. Which is the best 
option?

We approach our topic from a Bayesian perspective, using the method 
of multi-agent modelling. We use in particular the social simulation 
framework Laputa (Olsson 2011) to model both resistance to informa-
tion from the non-social world and resistance to social information from 
peers. The information-resistant agents we’re interested in here are what 
we call ranters. These are agents who are resistant both to non-social 
and to social evidence concerning p, whose credence in p is sufficiently 
high or low so that they are willing to assert either that p or that not p, 
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as the case may be, and who repeatedly do express their fixed belief con-
cerning this matter within the network. Intuitively, a ranter is someone 
who tries to convince others of his view while not being himself able or 
willing to adjust to new evidence of any kind. The next section has fur-
ther details on the Laputa framework and the use we make of it.

3  The Laputa framework for Bayesian social 
epistemology

Laputa enables us to study networks of agents, intuitively enquirers.2 
An agent’s belief state is represented by a probability distribution corre-
sponding to their degree of belief in some proposition in question, again 
call it p. This proposition is assumed to be true. Degrees of belief (or 
credence) are updated by conditionalization on the evidence. This evi-
dence either comes from a non-social source (perhaps observations or 
experiments), or else it comes in the form of a message from another 
agent in the network. These messages sent and received are of two kinds: 
p or not-p. Thus, Laputa models network activity in response to a bi-
nary issue. At any step in a deliberation, agents can communicate with 
other agents in the network, or they can receive information from their 
non-social source. Distributions determining the chance of communica-
tion, of receiving outside information and so on, at any given point in the 
deliberation, are parameters in the model.

Suppose a source, S, sends the message p. One important point is that 
the evidence a receiver gains from this message is not just p itself. It is that 
S reported that p. Similarly, mutatis mutandis, when a source sends the 
message not-p. This is important because it opens up the possibility of 
not taking testimony at face value. The Laputa framework incorporates a 
Bayesian mechanism for representing the degree to which an agent trusts 
her own enquiry (that is, her nonsocial or “outside” source) as well as the 
extent to which she trusts the different agents in the network. Trust here 
means perceived reliability and is represented as a “trust function” over 
all possible reliability profiles – from being systematically truth- telling to 
being systematically false-telling – representing how likely those profiles 
are taken to be at a given stage in the deliberation. For some purposes, 
trust can be represented by a single number: the expected value of the 
trust function. An enquirer’s new trust function after receiving infor-
mation is obtained via conditionalization on the evidence. In the simple 
case in which the enquirer has a normally distributed trust function with 
an expected value of 0.5 and assigns p a degree of belief exceeding 0.5, 
the enquirer will, upon receiving repeated confirming messages from one 
source, update her trust function so that it approaches a function having 
expected value 1, representing full trust in the source. Interestingly, rep-
resenting trust by a function rather than a single number allows for com-
plex interactions between different parameters. Two agents who assign 
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the same degree of belief to p, who have trust functions with the same 
expected value, and who receive exactly the same information (say, from 
enquiry) may, nevertheless, depending on their initial trust functions, 
end up with very different degrees of belief and trust functions.

A computer implementation automatically computes changes in cre-
dence and trust. This greatly facilitates investigation into the model and 
its consequences (see Olsson, 2011, for an overview). Consider the “La-
puta table” (Table 18.1) for updating belief and trust (see Olsson, 2013, 
for derivations).

Table 18.1 summarizes how updating in Laputa works. Consider, for 
example, the upper left-most cell. This deals with the case in which an 
agent receives from a trusted source a message that is expected, in the 
sense that the content of this message, say p, is already assigned by the 
receiving agent a higher credence than 0.5. That the source is trusted 
means that the receiving agent assigns a trust function to the source such 
that the expected value of that function is higher than 0.5. What should 
happen in this case? The plus sign here means that the receiving agent 
will strengthen her current belief. In our example, it means that she will 
believe even more strongly that p is the case. The up-arrow means that 
the receiving agent will trust the source even more. Similarly, the minus 
sign in Table 18.1 means that the receiving agent weakens her current 
belief, and the down-arrow means that she trusts the source less than 
she did before. For example, agents downgrade their trust in a trusted 
source when presented with an unexpected message from that source. 
It is important to understand that the rules described in Table 18.1 are 
derived rules in the sense that they follow from the underlying Bayesian 
machinery. They are not separate stipulations.3

Following Goldman (1999), epistemic value in Laputa is equated with 
veritistic value. The main idea is that an agent ideally has full belief in 
the truth. Thus a credence of 1 in the truth yields maximum veritistic 
value. More generally, the closer you are to assigning credence 1 in the 
truth, the better. Thus, we can define the veritistic value of assigning 
credence X in the truth, simply, as X. We will prefer the term “epistemic 
value”, abbreviated E-value. In the case of a group of agents, the epis-
temic value is the average epistemic value of the members of the group. 
In Laputa, we are interested in the effect of deliberation on the epistemic 

Table 18.1  Derived updating rules for belief (credence) and trust

Message expected Neither nor Message 
unexpected

Source trusted +(↑) ↑() −(↓)
Neither nor 0(↑) 0() 0(↓)
Source distrusted −(↑) ↓() +(↓)
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value of the group, that is in the difference between the initial E-value 
and the final E-value. This is abbreviated Δ E-value.

4 Learning from one ranter

Consider first a simple network with only two agents (Figure 18.1). It 
illustrates the Laputa framework and the mechanism underlying results 
to come.

One of the agents is a false ranter. Technically, this agent is completely 
decided and wrong. He assigns an extreme credence of 0 to the prop-
osition p (the truth). He does not perform any enquiry – the “enquiry 
chance” is set to 0. But even if he did, since he is a Bayesian agent with 
an extreme credence, it wouldn’t make any difference. The other agent is 
completely undecided about p, having credence 0.5. Moreover, this agent 
is open-minded. She listens to her outside source, which represents in our 
model personal observations and experiments. We assume that the prob-
ability that she does so at any given step in the enquiry is 0.6 and that the 
reliability of this source is 0.7: it gives the right answer about 7 times out 
of 10. Initially, she has some modest degree of trust in her outside source. 
She’s entitled to it perhaps because the quality of the source is something 
that’s under her control: she’s the one who makes the observations or set 
up the experiments. We model this by drawing the open-minded agent’s 
initial trust in the outside source from a uniform distribution centred at 
0.6. That is, in any given deliberation, her trust in this source starts off 
at about 0.6, sometimes slightly lower or higher.

Figure 18.1  An open-minded, undecided and somewhat competent agent pre-
pared to listen to a ranter who, unbeknownst to her, is on the 
wrong side of the debate.
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The ranter is information resistant and doesn’t listen to the open-
minded agent: there is no communication link leading towards him. But 
even if he did listen, since he is a Bayesian agent with an extreme cre-
dence, it wouldn’t make any difference. The open-minded agent, on the 
other hand, being open-minded, does listen to the ranter who, at any 
given time, we assume, sends a message with a probability of 0.6. Ini-
tially, the open-minded agent has no idea whatsoever how much to trust 
these messages. We represent this by having her draw her initial degree 
of trust in him from a uniform distribution centred at 0.5. This means 
that her initial trust in him will be around 0.5, perhaps slightly lower or 
slightly higher. Notice the difference in her initial trust in her two kinds 
of sources. She starts off with some degree of trust in her own observa-
tions and experiments, but she is completely uncommitted when it comes 
both to her trust in the other agent and her belief in the proposition p 
that is the subject of the enquiry.

The course of a typical run of this network is pictured in Figure 18.2. 
The open-minded agent becomes increasingly sure that the other agent 
is systematically unreliable, and starts treating what he says as evidence 
to the contrary.

Figure 18.2 shows how the open-minded agent’s credence in p quickly 
converges to full belief in p in spite of the fact that the ranter is always 
telling her that not-p. Her trust in the ranter slowly but surely erodes, 
starting with 0.5 and ending up below 0.4 after 20 simulation steps. 
Meanwhile, her trust in her own enquiry increases somewhat but not 
markedly, approaching the actual reliability of her inquiry (0.7). In the 
process, the E-value improves quite significantly.

Using Laputa’s batch simulation feature, we can study the epistemic 
performance of this small network over a large number of simulations. 
In this case, we let Laputa run the network 10,000 times, each time for 
30 steps. The average epistemic value over all these runs was 0.1972 
(±0.003 with 95% confidence). This means that the average improve-
ment of epistemic value for the agents in the network was 0.1972. Of 
course, all this improvement comes from the open-minded agent because 
the ranter, being unresponsive to evidence, does not change his credence 
in p. (Some people never learn.)

One might suppose that this effect is solely due to the open-minded 
monitoring and updating of trust. However, even if we turn off social- 
trust updating, there is still an improvement in the average epistemic 
value for the network (although it is on the average somewhat lower 
for 30-step simulations). The improvement is 0.1881 (±0.002 with 95% 
confidence).4 Increasing the number of steps to 50 yields an improve-
ment of 0.2237. What drives the effect is that the trust in the somewhat 
reliable outside source is greater than the trust in the ranter.

Of course, in terms of average epistemic value over all agents in the net-
work, we get higher epistemic performance if we leave the open-minded 
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agent to her own devices. Thus, if we remove the ranter from the net-
work, her average gain over 10,000 simulations, each 30 steps long, is 
0.3781, compared to 0.1972 with all the false ranting. From this per-
spective, the ranter is an unwelcome distraction, whether trust is up-
dated or not. The next section proposes a more nuanced way of looking 
at epistemic value in situations like the present one. It gives a very differ-
ent perspective on this case.

Trust updating often makes the network stabilize sooner because it 
enables the open-minded agent to identify the closed-minded agent as a 
false ranter and eventually even learn something from him, i.e. use this 
insight in updating her own credence in p. However, it is a double-edged 
sword. Consider turning off enquiry trust in the case of the single open-
minded enquirer. The average epistemic value gain is then 0.3900, which 
is even better than the 0.3781 we got when enquiry trust was updated 
(again 10,000 simulations, each lasting 30 steps). While updating trust 
is sometimes good because it speeds up a process that is already on the 
right track, it is sometimes bad because it can get you off on the wrong 
track. Although the outside source in our simulations is 70% reliable, 
this also means that it delivers the wrong result in 30% of the cases. 
Thus, it can happen that the first, say, ten results are all “bad”: the out-
side source reports not-p when in fact p is true (cf. Vallinder and Olsson 
2013a). If trust is dynamically updated depending on the proposition re-
ported, this may suggest that enquiry is in fact systematically unreliable. 

Figure 18.2 Result of a typical run of the two-person network in Figure 18.1.
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When the “good” results start coming in, which they will, in the end, 
they will be viewed as evidence to the contrary, meaning that the agent 
has painted herself into an epistemic corner or, using another metaphor, 
entered a spiral of distrust.

5 Epistemic value – a more general perspective

Laputa’s built-in approach to measuring epistemic value at the network 
level is to average epistemic value over all the agents in a network. This 
follows the account of veritistic value in Goldman (1999). We propose 
now to measure epistemic value by averaging over some group of the 
agents that, for whatever reason, are of special interest. The built-in 
measure, of course, is just the limiting case in which the relevant group 
includes all the agents.

One use for the general measure is in assessing your own epistemic 
prospects from behind a veil of ignorance. Suppose you’re deciding 
whether to enter into deliberation about some proposition within a so-
cial network. There is much that you know about your own situation: 
your own credence in this proposition, perhaps; and that you yourself 
are open-minded, being willing to learn from observations, experiments 
and the testimony of others. But there are other relevant things you don’t 
know, such as what the other agents’ credences are, whether they are 
open-minded, the reliability of their sources, who’s in their networks, 
and so on. The epistemic benefit you expect from engaging can be as-
sessed by averaging just over the group of those agents whose epistemic 
situations agree with what you know about your own situation, but 
which differ from one to the next in precisely those aspects of your own 
situation about which you are unsure. These are the agents whose epis-
temic situation might, as far as you know, be your own.

Focusing on the learning of some subgroup of agents is useful in our 
study. One group that is of particular interest is the group of all open-
minded agents. Averaging just over them, we have what we call Epis-
temic Value for the Open-Minded, or EVO. It is easily computed from 
the epistemic value as calculated by Laputa’s built-in metric: we multiply 
by the total number of agents in the network, to undo the averaging 
over them all, and then divide the result by the number of open-minded 
agents.

EVO gives a better picture of learning in our networks because it re-
stricts attention to only the agents who are learning. To see how this 
makes a difference, we return now to the simple network of Section 4. 
The increase in epistemic value, as measured using the built-in metric, 
was 0.1972 (10,000 simulations, 30 steps). Computing the EVO gain 
instead gives us 2 × 0.1972 = 0.3944. This is interesting because the 
open-minded agent’s gain on her own, without the ranter, is a full two 
percentage points lower, just 0.3781. We see from this perspective that 



Learning from Ranters 563

the open-minded enquirer actually benefitted from having the ranter in 
her network! She did even better than she would have done on her own 
and turning off the dynamics of enquiry trust, in which case the epis-
temic gain, as we saw, would be 0.3900.

6 The case of two ranters

Next, we investigate what happens with an open-minded agent listening 
not to one but two ranters – one firmly believing p (this is a true ranter) 
and the other one firmly believing not-p (a false ranter) (Figure 18.3). Oth-
erwise, this scenario is the same as in the previous one-ranter scenario.

The course of a typical simulation trial is shown in Figure 18.4.
Again, after an initial misfortune whereby (as the detailed logs show) 

the open-minded agent received a false result from enquiry, her credence 
in p converges to 1, that is full belief in the truth. Meanwhile, her trust 
in the false ranter decreases steadily whereas her trust in the true ranter 
increases. Since the open-minded agent’s credence approaches full belief 
in the truth, there is a distinct epistemic improvement.

The results of our batch simulations (averages over 10,000 trials) are 
summarized in Figure 18.5, where the x-axis is the number of steps in 
the simulations. There is, as before, a small error in the third decimal 
when computing the difference in E-value (95% confidence level). The 
difference in EVO results from multiplying the difference in E-value by 
3 (= the number of enquirers in the network). In the same diagram, we 
plot also simulation results with the two ranters removed.

Note that in the situation where the undecided agent is left to her 
own devices, Δ E-value and Δ EVO coincide. We see that, as expected, 
the development of Δ E-value is not very impressive in the two-ranter 
scenario (bottom curve in Figure 18.5) in comparison with that of the 
single- agent network (middle curve in Figure 18.5). However, things 
look very different using the EVO metric. Then the two-ranter situation 

Figure 18.3 Listening to ranters on opposite sides of the issue.
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Figure 18.4  Results of a typical trial in the case with two ranters on opposite 
sides.

Figure 18.5  Simulation results for the network with two ranters on opposite 
sides and with the ranters removed (see Figure 18.6).
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even outperforms the single-agent scenario in simulations with a mod-
erate number of steps (5–30). For shorter or longer simulations, the two 
scenarios give rise to the same Δ EVO.

Surprisingly, our conclusions remain essentially the same even if both 
ranters are on the wrong side of the issue, as the following example il-
lustrates (Figure 18.6):

Figure 18.7 shows the results of batch simulations for the network 
in Figure 18.6 (average over 10,000 trials). There we have also plotted 
the same results for the case where the open-minded agent has disabled 
social trust updating.

First, the top curve in Figure 18.7, depicting the Δ EVO as a function 
of the number of simulation steps for the two false ranters case, is prac-
tically identical to that for the case of two ranters on opposite sides (top 
curve in Figure 18.5), with updating of social trust enabled. Disabling 
social trust gives rise to less pronounced improvement in epistemic value, 
for a moderate number of simulation steps, if epistemic value is mea-
sured by EVO (second curve from the top). The same is true if epistemic 
value is measured by E-value (second vs. first curve from the bottom in 
Figure 18.7).

7 Discussion

So far, we have been looking at networks of only two or three peo-
ple. This was sufficient to establish our main point: that there are 
situations in which ranting does not affect the epistemic value of de-
liberation or even is epistemically beneficial, from the perspective of 

Figure 18.6 Listening to two false ranters.
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initially undecided agents. One might wonder what happens in larger 
networks. To find out, we looked at a network representing a board 
in an organization. We limited ourselves to relatively long simulations 
(30 steps).

The simulated board has ten members. Since in a board everyone talks 
and listens to everyone else the network is fully connected, with arrows 
from each agent to every other agent (Figure 18.8). We modelled several 
cases, from all agents being open-minded and initially undecided, to all 
but two being ranters, with an equal proportion of ranters on either side 
of the issue. Figure 18.8 depicts a case of four ranters.

The results for Δ E-value and Δ EVO are summarized in Table 18.2 
(30 steps, average over 10,000 simulation trials).

What we expected, based on earlier results, was that the E-value would 
decrease with the number of ranters, but that the epistemic value for the 
initially undecided agents, captured by EVO, would remain essentially 
the same. As shown in Table 18.2, this is indeed what we observed. The 
benefit of deliberation in terms of E-value decreases, as it must, when 
additional non-learning ranters pull the overall average down, but the 
benefit of deliberation in terms of EVO remains about the same, with 
just some small variation within the margin of error. So, once more, in-
cluding ranters does not diminish the epistemic value of deliberation for 
open-minded agents in longer simulations.

Figure 18.7  Simulation results for the network with two false ranters (see 
 Figure 18.6).
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While we are not aware of any study of knowledge resistance per se 
there are related studies suggesting (a) that restricting social informa-
tion, or equivalently, being resistant to such information can sometimes 
be epistemically beneficial and (b) that it can be similarly beneficial to be 
somewhat resistant to belief-contravening information.

.tif>>

Figure 18.8 A board with four ranters, two on each side of the issue.

Table 18.2  Epistemic value for the board with different proportions of ranters 
(30 steps, average over 10,000 simulation trials)

Δ E-value Δ EVO

All open-minded 0.1691 0.1691
8 open-minded, 2 ranters 0.1309 0.1636
6 open-minded, 4 ranters 0.0950 0.1583
4 open-minded, 6 ranters 0.0640 0.16
2 open-minded, 8 ranters 0.0312 0.156
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Zollman (2007) studied the effect of reducing the density of a social 
network, i.e. the number of communicative links between the agents 
on the epistemic performance of the network, using a Bayesian model 
suggested by economists Bala and Goyal (1998). The agents in the net-
work were thought of as scientists, each conducting an experiment and 
transmitting the result to their network peers. The surprising result was 
that in “some contexts, a community of scientists is, as a whole, more 
reliable when its members are less aware of their colleagues’ experimen-
tal results” due to a sparser network structure (p. 574). However, denser 
networks exhibited quicker convergence on a stable group opinion. A 
similar “less is more” effect was found in Hahn et al. (2018) using the 
present Laputa Bayesian setting.5 They studied a wide range of network 
structures and provided a detailed statistical analysis concerning the ex-
act contribution of various network metrics to collective competence. 
Specifically, they found that 96% of the variation in collective compe-
tence across networks could be attributed to differences in amount of 
connectivity (density) and clustering, which were both found to be neg-
atively correlated with collective competence. A study of bandwagon or 
“group think” effects indicated that both connectivity and clustering 
increase the probability that the network, wholly or partly, locks into a 
false group opinion.

These studies suggest that listening and talking less to your friends or 
colleagues can sometimes be epistemically beneficial for the collective. 
The limiting case would be a group of agents who never listen or talk 
to anyone, and therefore qualify as socially information resistant. Based 
on these studies one would expect that at least sometimes such a group 
would be better off than networked groups. However, though related, 
this is not the matter that we have addressed here. We have investigated 
the effects on social deliberation of agents who don’t respond to any 
kind of inputs, whether from friends and colleagues or from observa-
tions or experiments, but who even so broadcast their fixed opinions to 
everyone listening.

Another related study is Vallinder and Olsson (2013a), which addresses 
the epistemic value of overconfidence also using Laputa. Many psycho-
logical studies have found that people think they are more reliable than 
they actually are (e.g. Harvey, 1997; Johnson and Fowler 2011). Using 
computer simulation in a Bayesian setting, Vallinder and Olsson showed 
that agents are indeed sometimes epistemically better off collectively 
overestimating the reliability of their own enquiry (network-external 
source). They also found that people rarely are better off overestimating 
the reliability of others. On the basis of these findings, they suggested 
that overconfidence in enquiry may be valuable because it makes agents 
less vulnerable to strings of “bad” results, in a context in which trust is 
updated dynamically. Dynamically updated trust in enquiry may other-
wise, as we saw, lead more easily to a vicious spiral whereby the agents 
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increasingly distrust the input they get from the external world, taking it 
rather as “evidence to the contrary”. Overconfidence clearly is related to 
information resistance: an agent who is overconfident vis-à-vis enquiry 
is more resistant to unexpected information coming from enquiry; such 
information will have less impact on the agent’s credences. While Val-
linder and Olsson’s study investigated a distinct, if related, phenomenon, 
it does suggest that the epistemic consequences of information resistance 
might not all be bad.

8 Conclusion

The question we have addressed is how, if at all, the presence of 
information- resistant agents influences the epistemic value of group de-
liberation. We approached this question from a Bayesian perspective, 
explicating information resistance as failure to appropriately update cre-
dence in light of incoming information. In particular, we focused on 
“ranters”: information-resistant agents that obstinately communicate 
their fixed opinion in their networked group. In evaluating the epistemic 
effect of including ranters in a network of open-minded agents, we found 
it instructive to measure not the (average) epistemic value for the net-
work as a whole, but rather the (average) epistemic value for just the 
open-minded agents.

Our study suggests that including ranters has little or no negative effect 
on the epistemic value of social deliberation. Including them can even be 
epistemically beneficial if the open-minded agents in the network con-
tinuously update their trust or distrust in other agents. This dynamics of 
trust has in the networks we studied the effect that open-minded enquir-
ers come to treat false ranters – quite mistakenly, but still fortuitously – 
as if they were genuine though, so to speak, “upside-down” sources of 
information. Their messages are treated as evidence to the contrary, 
though in fact like stopped clocks they’re not tracking the truth at all.6

What makes possible this happy inversion of consistently false testi-
mony seems to be that the open-minded agents have somewhat reliable 
non-social or “external” sources of information, in which they have fur-
thermore at least some initial trust. Consulting these external sources 
more often than not injects truth into the enquiry, nudging credences 
in the right direction. False ranters might initially disturb this open-
minded progress towards the truth; but, provided trust in them is not 
initially too high, before long the external sources reveal their persistent 
misinformation for what it is. Their false ranting eventually catches up 
on them. They develop reputations for speaking falsely, and their poor 
reputations make their ranting harmless.

Excluding information-resistant people from debates requires recog-
nizing them as such, which realistically must consume resources. Cen-
sorship, de-platforming and other ways of excluding them furthermore 
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violate social and democratic values of inclusiveness and free speech. 
Our study suggests that, in some contexts anyway, the epistemic ben-
efits of excluding false ranters are not worth these costs. Where it is 
feasible to keep tabs on developing reputations for speaking the truth, 
and for speaking falsely, and to count or discount people’s contributions 
accordingly, it might be better simply to let everyone have their say. This 
close monitoring of sources and reputations might often be feasible for 
instance in the case of online exchanges of information. Our results are 
preliminary. Establishing them more firmly will require further model-
ling, empirical calibration, and simulation work.

Notes
 1 Another, complementary, explanation centres on the influence on our beliefs 

of “negativity bias”, an evolutionary tendency to pay more attention to nega-
tive information to increase our chances of survival, on our beliefs. Negativ-
ity bias makes us pay more attention to the risks of certain behaviours, and 
resist knowledge about their associated benefits. Cf. Costa-Font (2020).

 2 The Laputa model has been applied to a number of other problems in episte-
mology, such as norms of assertion (Olsson and Vallinder 2013a), the argu-
ment from disagreement (Vallinder and Olsson 2013b), the problem of jury 
size in law (Angere et al. 2015) and peer disagreement (Olsson 2018).

 3 Collins et al. (2018) examined, theoretically and empirically, the implica-
tions of using, in the spirit of Laputa, message content as a cue to source 
reliability. They presented a set of experiments examining the relationship 
between source information and message content in people’s responses to 
simple communications. The results showed that people spontaneously re-
vise their beliefs in the reliability of the source on the basis of the expected-
ness of a source’s claim and, conversely, adjust message impact by perceived 
reliability, much as updating works in Laputa. Specifically, people were 
happy downgrading their trust in a source when presented with an unex-
pected message from that source.

 4 The accuracy of all simulations results to come is of the same magnitude, 
that is, the results allow for a small error in the third decimal.

 5 For a related study, see Angere and Olsson (2017).
 6 This epistemic boost based on the dynamics of trust and distrust, however, 

exists only for deliberations of moderate length (we observed it in simu-
lations of 5–30 steps). For shorter and longer deliberations, the epistemic 
effect is the same whether or not the undecided agents update their trust in 
the ranters in light of their communications.
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Antisocial Modelling

Morreau and Olsson employ a simulation to investigate epistemic effects 
of false assertions. Ranters are defined as “information-resistant agents 
that repeatedly broadcast messages conveying their fixed beliefs on the 
relevant topic”, where “information-resistant” means they never update 
beliefs in light of new evidence. There are two kinds: False ranters only 
ever convey false claims; true ranters only ever convey true claims. “Open-
minded” agents, by contrast, update credences in light of evidence.

Morreau and Olsson conclude

Our study suggests that including ranters has little or no negative 
effect on the epistemic value of social deliberation. Including them 
can even be epistemically beneficial if the open-minded agents in the 
network continuously update their trust or distrust in other agents.

Even if 80% of agents in the deliberation are false ranters, they claim, 
“the benefit of deliberation in terms of [their measure of epistemic value] 
remains about the same … So, […] including ranters does not diminish 
the epistemic value of deliberation for open-minded agents”. Call this 
the “surprising result”.

This result relies on open-minded agents’ ability to track who speaks 
reliably and to “trust update”, that is, to adjust the degree to which 
others’ assertions affect their credences. Openminded agents must even 
begin to treat false ranters’ assertions that p as evidence that not p. The 
surprising result also relies on their novel interpretation of epistemic 
value. By “epistemic value” Morreau and Olsson mean “epistemic value 
for the open-minded” (EVO). EVO measures the average degree of di-
vergence between credence and truth-value, when restricted to open-
minded agents. It excludes ranters’ credences.

In what follows, I first sketch a concern about the realism of the sim-
ulation. I then enumerate some candidates for epistemic value not re-
flected in EVO and, in some cases, not reflected in the simulation more 
generally.

18b   Commentary from 
Georgi Gardiner
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In the simulation, traits are binary, uniform, and unchanging. Every-
one either Bayesian updates flawlessly on all evidence or they never alter 
any beliefs at all. The latter – ranters – have either comprehensively true 
or comprehensively false beliefs. All non-social evidence sources emit 
uniform chance of accuracy, namely 70%. Reality is more complex: A 
person speaks truly sometimes, and not others, and are more reliable on 
some topics. People might aptly modulate expressions of confidence, but 
lapse into overconfidence when discussing politics, or become too dif-
fident around the highly educated. Real-life testimony usually consists 
of multiple interrelated claims and so can be partially accurate. Non- 
social sources are also heterogeneous. Some kinds are more reliable than 
others. And both inquirers and their sources change – we can become 
better at interpreting and assessing evidence. This bears on whether the 
simulation reflects real-life. It is harder to discern, retain, and employ 
track records when they are complex, evolving, and nuanced, and when 
we lack dependable or predictable external sources to calibrate against. 
This variability makes trust updating – an essential component for their 
result – more onerous and prone to error.

Secondly, the epistemic value provided by false ranters requires that 
open-minded agents treat the false ranters’ assertion that p as evidence 
that not p. This mechanism underwrites the “surprising result”. But I 
doubt people do this. It seems contrary to interpersonal interaction and 
inimical to the institution of testimony. Even considering people I deem 
most epistemically irresponsible, such as children or anti-vaccine astrol-
ogists, I still don’t do it. If they assert some arbitrary claim, I consider 
it evidence or, at worst, perhaps neutral. I do not consider it evidence 
against p.

There are special cases where assertions can be a reason to believe 
the opposite. But they are marginal, require significant background ev-
idence and context, and are about limited domains of assertion. If your 
acquaintance has contrasting political views, for example, their asser-
tion about the best political candidate can be counterevidence. Tribal, 
polarized political landscapes can also lead to people taking assertions 
as counterevidence or, at least, purporting to. Examples include asser-
tions like “Mask-wearing is a safe, effective way to block COVID trans-
mission”. Perhaps we also treat some kinds of aesthetic judgement as 
counterevidence. We might learn that a person’s musical taste differs so 
radically from ours, for example, that their liking a musician is evidence 
that we will not, even if we know nothing else about the musician, such 
as the genre. But such examples are constrained to limited domains, and 
do not apply to all assertions.1

These two concerns about realism intertwine. We do not treat asser-
tions as counterevidence because real people are not close to uniformly 
unreliable, like false ranters in the simulation. Perhaps if false ranters 
lived among us, we would do this. But given realistic heterogeneous 
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track records, I doubt we realistically can “treat what he says as evi-
dence to the contrary” for all or arbitrary-selected assertions of another 
person. Simulations never aim to perfectly mirror reality, of course, but 
Morreau and Olsson’s idealizations threaten their conclusion and its ap-
plicability to society.

I now turn to costs that Morreau and Olsson do not countenance. I 
present a miscellany of candidate values and disvalues. Some are mea-
surable in their existing simulations or can be incorporated into new 
simulations. Others not. Some values accord with veritistic approaches; 
others do not. And, finally, theorists disagree about which candidates 
are indeed valuable, and whether that value is epistemic. I lack space to 
investigate these categorizations and questions; I simply enumerate some 
candidate values.

Morreau and Olsson’s measure of epistemic value, EVO, concerns the 
average accuracy of open-minded agents in the network after a set num-
ber of interactions. EVO disregards ranters’ credences. Morreau and 
Olsson celebrate that EVO remains high even when 80% of group mem-
bers are false ranters: “[False ranters] develop reputations for speaking 
falsely, [which makes] their ranting harmless” because they are not be-
lieved. And, since their assertions that p are treated as evidence that not 
p, “including them can even be epistemically beneficial”.

Morreau and Olsson’s justification for excluding ranters from their 
measure of epistemic value is twofold. Firstly, ranters don’t learn, so 
– they claim – their errors are irrelevant to a study of social learning. 
Morreau and Olsson comment “some people never learn”. But, taken 
literally, this is false: All people learn. Indeed, since the simulation’s 
ranters never adjust “beliefs” in light of evidence, and every “belief” is 
false, I am doubtful the nodes warrant the labels “agent” and “belief”, 
as opposed to mere information sources. If impervious non-learning 
justifies excluding them from the measure of epistemic value, it may 
correspondingly cast doubt on the simulation’s claim to model epis-
temic interactions amongst different kinds of agents: Ranters aren’t 
agents.

On the other hand, if ranters are agents, excluding them risks qualify-
ing as creative accountancy: Poorly performing agents are omitted from 
the record. Discounting them might be elitist, condemning them as de-
plorables. An epistemic community is better if it improves the epistemic 
character and conduct of its members, and society should discourage 
evidence resistance. In real life, the presence of other delinquents rein-
forces and sustains epistemic delinquency. A lower incidence of ranting 
might help rehabilitate ranters. Even setting aside developmental, dia-
chronic considerations, and focusing only on graded alethic accuracy 
after a number of simulation steps, distribution of accuracy can matter. 
Non-polarized groups are plausibly better. EVO, as a measure of epis-
temic value, overlooks these potential disvalues.
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Secondly, Morreau and Olsson claim that excluding ranters from the 
measure of epistemic value better addresses their research question, 
namely, “how much might unknowingly including […] incorrigible 
sources of misinformation hinder your own open-minded search for the 
truth?” By excluding ranters, EVO better approximates expected epis-
temic value for “the agents whose epistemic situation might, as far as 
you know, be your own”.

In response, firstly, open-minded people suffer when surrounded by 
incorrigible ranters. This chapter sketches some costs they encounter. 
So from the perspective of open-minded agents, EVO overlooks relevant 
values. And, secondly, epistemology should also consider an impartial 
perspective. It should ask not only whether the community is propitious 
“for me”, but also how the epistemic community is faring overall. If 
80% of members have 100% false beliefs, the answer is badly.

An epistemic community is better if most beliefs and assertions 
are true. In the simulations, many assertions are false, disbelieved, or 
treated as counterevidence. A prevalence of true assertions has instru-
mental epistemic value. Discerning and recalling who is unreliable de-
mands cognitive resources, which has opportunity costs. Trust updating 
requires dynamic accountancy. One must track whose previous asser-
tions conflicted with one’s antecedent beliefs and weight their future 
testimony accordingly. The effort is better invested elsewhere. And trust 
updating is fallible. Learning is easier if we can generally believe people.

Indeed, absent background knowledge about the bifurcated epistemic 
community – that is, ranters and others – encountering false ranters in 
the simulation should decrease trust in testimony simpliciter. Testimony 
appears – and is – unreliable.

A prevalence of true assertions may also exhibit non-instrumental 
epistemic value. There is plausibly cognitive value in attention being 
directed towards the right things. Perhaps proper attentional patterns 
are constitutive of flourishing, for example.2 This is why Aristotle pos-
its that God’s sole activity is self-contemplation. Untangling a morass 
of false assertion, by contrast, is a lousy activity to absorb attention. 
Well-functioning trust relationships may also have non-instrumental 
value. Systems are better when they function properly, rather than devi-
antly. Treating assertions that p as evidence against p is dysfunctional.

Some disvalues are emergent. Dyads of distrust are bad; a prevalence 
is corrosive. Social institutions would dissolve; many would never have 
arisen. This likely includes the institution of testimony itself. Discussion 
allows people to develop skills, cultivate virtues, expand human under-
standing, perceive gaps in human knowledge, and develop appropriate 
humility. Learning together is more than adjusting confidence in isolated 
propositions. We help one another understand and interpret the world. 
Together we forge new conceptions and formulate better questions. We 
can be role models and inspire each other epistemically. By learning 
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together, communities bond. These values are threatened by widespread 
ranting, evidence-resistance, and a prevalence of distrust.

Morreau and Olsson conclude,

Excluding information resistant people from debates requires rec-
ognizing them as such, which realistically must consume resources. 
Censorship, de-platforming and other ways of excluding them fur-
thermore violate social and democratic values of inclusiveness and 
free speech. Our study suggests that, in some contexts anyway, the 
epistemic benefits of excluding false ranters are not worth these 
costs. […] It might be better simply to let everyone have their say.

But tracking false ranters, ignoring assertions, and treating testimony as 
counterevidence also have significant epistemic, social, moral, and op-
portunity costs. To apply simulations and formal measures of epistemic 
value to real life, these costs cannot be ignored.3
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Michael Morreau and Erik J. Olsson’s “Learning from Ranters” makes 
a substantive social prescription based on computer modeling. Their 
argument proceeds through a demonstration, via a model, that sources 
of misinformation don’t actually affect open-minded epistemic agents. 
They conclude that censorship of online sources of misinformation 
is often unwarranted. But we must be quite sure that the presump-
tions of the model fit the facts of the world, if we are to accept that 
prescription.

Morreau and Olsson’s analysis focuses on “ranters” – epistemic agents 
who are closed-minded and don’t update their beliefs, but spout infor-
mation into the world. Morreau and Olsson model two types of ranter – 
true ranters, who spout truth, and false ranters, who spout falsehoods. 
False ranters are, I take it, the model’s stand-in for real-world sources 
of misinformation. Morreau and Olsson then model the effect of false 
ranters on open-minded epistemic agents, in communicative networks. 
They conclude that false ranters don’t actually make things worse for 
open-minded epistemic agents. In fact, according to their model, the 
presence of false ranters can actually make open-minded agents epistem-
ically better-off.

How could this be? In their models, the open-minded agents have 
other network connections to other informational sources. And, in 
their models, the majority of the sources in the network give true in-
formation. So open-minded agents can eventually figure out that the 
false ranters are false ranters. And because the false ranters are reliably 
false, open-minded agents can then use false ranters as something like 
 lighthouses – they help you steer, by showing you what to avoid. If you 
can figure out that somebody is reliably wrong, then you can use them 
as a good guide to the truth. You just have to believe the opposite of 
whatever they say.

There seem to be three key presumptions in the model: first, that the 
relevant agents are open-minded. Second, the information and testimo-
nial sources they have access to are true, in majority. Third, the false 
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ranters are reliably false. But, I worry these presumptions are inaccu-
rate of the very situations of the world with which we should be most 
concerned.

In the model, open-minded agents continue to be open-minded when 
they hear the false ranter and continue to be in contact with the bet-
ter, truth-conducive sources. That’s how they figure out that the false 
ranter is false. From what I can tell, in the model, false ranters don’t 
seem to be able to change the basic trust settings of the open-minded 
agent. But if we’re talking about much of the really worrisome misin-
formation right now – Fox News, Breitbart, climate change  denialists – 
that’s not the right modeling presumption. What’s actually going on, 
according to significant empirical research, is that the key sources of 
misinformation actually transform the trust settings of their audience, 
steering them away from all other sources of information. Kathleen 
Hall Jamieson and Frank Capella (2008) said that Rush Limbaugh 
and Fox News had set up an echo chamber, in which Rush Limbaugh 
had brought the member to systematically distrust all outsiders. And 
let’s be clear – I mean “echo chamber” the original sense of the term: 
a social structure where members have been brought to systematically 
distrust all outside sources (Nguyen 2020). This dynamic has been 
confirmed by more recent research. According to Benkler et al.’s (2018) 
analysis of the 2016 American election, the right-wing media ecosys-
tem created a propaganda feedback loop, in which audience members 
came to distrust mainstream news sources and only trust the constant 
confirmations they received from their preferred, right-wing media 
sources.

In other words, the really dangerous sources of misinformation in 
the real-world misinformation seem to have the capacity to transform 
open-minded people into closed-minded people and bring their au-
dience members to distrust all those other, truth-conducive sources. 
Morreau and Olsson’s model treats the audience as largely static – as 
essentially open-minded and in-contact with other good sources – in 
a way that diverges from how much actual misinformation seems to 
work.

Add to this one more feature. False ranters are easy to identify, and 
easy to usefully leverage, if they are reliably false. The model seems to 
rely on this fact. But this isn’t how things work with actual real-world 
misinformation sources. Such sources provide a mixture of true claims 
and false claims. And, in many cases, strategically clever misinformation 
specialists will work to ensure that their true claims are relatively easy to 
verify, and their false claims relatively hard to.

To sum up: the model presumes that false ranters are constantly 
false, and that they don’t alter the basic topology of trust, and the basic 
open-mindedness, of their audience. But both presumptions seem false 
of much real-world misinformation.
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Our chapter in this volume reports preliminary findings from a study of 
the epistemic consequences of misinformation in social networks. We 
use the methodology of computer simulation, constructing computer 
models of Bayesian learning in networks that include untrustworthy 
sources. Our main result is that, under certain conditions, open-minded 
enquirers learn just as well in the presence of false ranters: information- 
resistant agents that repeatedly broadcast falsity within networks.

In real public fora, there are costs in excluding trolls, liars and bull-
shitters. Censorship and deplatforming take time and money, and they 
violate social and democratic norms of inclusiveness and free speech. We 
conjecture that, however urgent it might seem to shut down sources of 
misinformation, in many instances the epistemic benefits do not justify 
the costs.

Georgi Gardiner and C. Thi Nguyen in their discussions of our chap-
ter call into question above all the realism of our model of social delib-
eration. We focus in this reply on what we take to be some of their main 
comments and criticisms.

Sometimes, we found, our simulated enquirers even benefit from the 
presence of false ranters, progressing more quickly toward full belief in 
the truth than they otherwise would. This learning involved testimony 
inversion. Enquirers came to recognize false ranters as such, and to treat 
their testimony as evidence to the contrary. Gardiner in her commen-
tary recognizes that there are “cases where assertions can be a reason 
to believe the opposite” but claims that these are “marginal, require 
significant background evidence and context, and are about limited do-
mains of assertion”. The implication is that testimony inversion can’t be 
important in the real world, outside of our simulations.

Concerning the reality of testimony inversion, we note in the chap-
ter the experiments reported by Collins, Hahn, von Gerber and  
Olsson (2018). They found that “[p]articipants used source reliability 
when assessing claim strength, and can consider sources to be anti-reli-
able or negatively correlated with the truth” (p. 9). Empirical evidence 
that testimony inversion is not only real but also very basic in human 
thinking comes from an earlier study by Lee and Cameron (2000) on 
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young children’s ability to extract information from deceptive testimony. 
They observe (p. 16) that while “3-year-olds rejected the lie-teller’s state-
ment as reflecting his true state of knowledge and the true state of affairs”, 
“[m]ost 4- and 5-year-olds had an even more advanced understanding”:

They, with little or no prompting, correctly inferred the lie-teller’s 
true knowledge state and the true state of affairs from the content of 
the lie-teller’s lie. In other words, they understood that a lie, which 
is untruthful overall, may contain useful information about the 
lie-teller’s belief as well as the true state of affairs.

Hence, rather than merely dismissing deceptive testimony as useless, 
even very young children can extract information from lies, including in-
formation about the true state of affairs. Evidently, testimony inversion 
is not a marginal phenomenon but is deeply rooted in human cognition.

Gardiner seems to think that the updating of trust in our model must 
place a heavy cognitive burden on open-minded enquirers:

Trust updating requires dynamic accountancy. One must track 
whose previous assertions conflicted with one’s antecedent beliefs 
and weigh their future testimony accordingly. This effort is better 
invested elsewhere.

In fact, all our open-minded enquirers do is keep a log of how much 
they trust any given source at the time, updating as needed whenever 
a new message arrives from this source. The details are in our chapter. 
The cognitive burden presumably is quite manageable when the group of 
sources to be kept tabs on is small, say candidates in a political election. 
In online settings, where this group might be large, reputation-tracking 
software could in the future take on much of the work.

One of Nguygen’s objections seems to rest on a misunderstanding. 
Referring to American politics, he argues that “the really dangerous 
sources of misinformation in the real-world misinformation seem to 
have the capacity to transform open-minded people into closed-minded 
people, and bring their audience members to distrust all those other, 
truth-conducive sources”. Our model, by contrast, supposedly “treats 
the audience as largely static – as essentially open-minded and in-contact 
with other good sources – in a way that diverges from how much actual 
misinformation seems to work”.

Our model does not in fact presume that false ranters “don’t alter the 
basic topology of trust”. In the course of a deliberation, which includes 
receiving information from false ranters, our open-minded agents al-
most always develop full belief. From then on, according to the laws of 
Bayesianism, they never change their minds. Just as Nguyen would like, 
then, in our model “sources of misinformation … have the capacity to 
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transform open-minded people into closed-minded people”. Indeed, of 
course, sources of true information also have this capacity! Misinfor-
mation that closes minds to reliable sources is not a focus of our present 
study, but it is a promising topic for further research using our model.

Another objection suggests a useful extension of our model. Real-life 
sources of misinformation, Nguyen argues, are harder to identify than 
our reliably false ranters. They “provide a mixture of true claims and 
false claims” and “strategically clever misinformation specialists will 
work to ensure that their true claims are relatively easy to verify, and 
their false claims relatively hard to”. It is reasonable to expect, as Nguyen 
does, that keeping track of sources of misinformation will be harder 
when these sources strategically cover their tracks. He is furthermore 
right to think that studying this kind of deception is not possible in our 
current model, in which there is just a single claim under consideration. 
That would require an extension in which agents deliberate about sev-
eral claims, some true and some false.

Several of Gardiner’s and Nguyen’s objections concern idealizations. 
We note in closing that scientific models need not be completely true to 
reality for them to generate accurate predictions. Idealizing away real but 
irrelevant features of target systems can furthermore improve explana-
tions, by isolating factors that by themselves are sufficient to reproduce 
the phenomena of interest. Gardiner and Nguyen are right that some 
assumptions of our model are unrealistic. But whether these departures 
from reality undermine our results or strengthen them remains to be 
seen. Finding out requires empirical calibration of the model and testing 
its predictions in experiments with real social networks. We signal the 
need for such empirical work at the end of our chapter.
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1 Introductory Remarks

Educational theory is an obvious area of interest for social epistemology, 
not least because education clearly has some epistemic goals at its heart, 
and yet it is also naturally understood as an essentially social enterprise, 
one that all of us partake of in some form. Our interest in this chapter 
is in a specific conception of the epistemic goals of education, such that 
education is ultimately concerned, from an epistemic point of view at 
least, with the cultivation of intellectual character, and thus with the 
development of those intellectual character traits known as the intellec-
tual virtues. In particular, how does thinking of the epistemic goals of 
education in this way inform our conception of education as an essen-
tially social practice? As we will see, a key issue in this regard is the role 
that intellectual exemplars play within a virtue-theoretic account of the 
epistemology of education, and specifically the extent to which social 
interactions with these exemplars form part of this educational method.

2  Intellectual Character and the Epistemic Goals 
of Education

Education clearly serves many purposes, some of them social, some of 
them political, some of them practical, and so on. But a core aim of 
educational practice has to be epistemic. Indeed, it would be hard to 
understand how a set of practices could even count as educational unless 
they were geared towards epistemic goals. Of course, one could decree 
that henceforth one’s educational system should be engaged in teaching 
nothing but falsehoods and propaganda. That would not be to adopt a 
revisionary style of education, however, but rather to give up on educa-
tion altogether and pursue something different, in this case, indoctrina-
tion (even if one does so under the, now misleading, description of being 
‘education’).

In any case, in what follows we will take it as given that a core aim of 
education is specifically epistemic.1 That raises the further question of 
how these epistemic goals of education should be understood, which in 
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turn will have implications for how these educational practices should 
be conducted. Is the epistemic goal of education simply to get students 
to acquire true beliefs around a range of relevant subject matters (e.g., 
ones of societal utility)? If so, then learning answers by rote might make 
perfect sense as a pedagogical strategy, even if it results in individuals 
who may often fail to know what they (truly) believe (e.g., because they 
are never offered supporting reasons for their beliefs), much less under-
stand it. Alternatively, perhaps the epistemic aim of education should 
be something more demanding, like knowledge (or at least justified true 
belief anyway) or understanding? Could such more elevated epistemic 
standings be acquired purely by rote learning? Possibly, though clearly 
this is far less obvious.

One influential way of thinking about the epistemic goals of education 
in the contemporary literature is not primarily in terms of the acquisi-
tion of an epistemic good, like knowledge, but rather in terms of the 
cultivation of intellectual character. On this conception, particular epis-
temic goods enter the picture in a secondary fashion, as being that which 
the development of intellectual character leads to.

One can see the attraction of putting the development of intellectual 
character into the heart of the educational enterprise. One wants stu-
dents to be able to think for themselves, and that means an active en-
gagement with the learning process, rather than merely coming to know 
lots of facts because the student has learnt them on good authority. Re-
latedly, having a developed intellectual character is a transferable skill, 
in that it means that once one has it one is better placed to be able to 
learn things for oneself, across a wide variety of new domains. Students 
who have acquired these skills will be in a position to acquire a range of 
epistemic goods like knowledge. Indeed, they will be particularly well 
placed to acquire elevated epistemic standings like understanding, the 
acquisition of which is usually held to depend on the active intellec-
tual participation of the subject (i.e., as opposed to merely accepting the 
say-so of an authority).2

There are various ways that we can think about what the development 
of intellectual character in an educational context might mean. The 
standard way of conceiving of it in the literature is as the development 
of the intellectual virtues, where these are held to be the cognitive traits 
that collectively comprise intellectual character.3 The intellectual vir-
tues are here understood along broadly Aristotelian lines, and hence are 
construed as more than simply a subject’s reliable cognitive faculties and 
abilities.4 So this way of thinking about the educational development 
of intellectual character is not just a matter of giving students a certain 
kind of practical expertise, such as teaching them how to find things out, 
or teaching them certain practical skills, like critical thinking skills.5 
More specifically, where these practical skills are taught, they are done 
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so in the service of developing specific intellectual virtues, rather than as 
ends in themselves.

Examples of the intellectual virtues include being intellectually humble, 
being observant, being intellectually conscientiousness, and being intel-
lectually courageous. Consider being observant as an example. This is a 
more refined cognitive trait than simply having good perceptual skills. 
The latter may enable one to see clearly what is before one, and yet one 
might still fail to notice important features of the visual scene that only 
the observant person will detect. One can be born with good perceptual 
skills—such as one’s perceptual faculties—but the intellectual virtues 
are never innate. They must rather be cultivated, and indeed one needs 
to continue to cultivate them even once acquired, as otherwise they can 
be lost (so being intellectually virtuous is not like a skill such as riding a 
bike, where once learnt, it is rarely forgotten).

Another feature of the intellectual virtues that sets them apart from 
mere cognitive skills and faculties is that they involve a characteristic 
motivational state. This is, broadly understood, a desire for the truth, 
for getting things right. Cognitive skills need have no motivational state 
associated with them, and even if they do it needn’t be this kind of moti-
vational state. For example, one could reliably manifest a cognitive skill 
for purely strategic reasons, but this is not possible for an intellectual 
virtue. Someone who acts as if they are intellectually humble in order to 
earn the plaudits of their peers, for example, is not actually manifesting 
this intellectual virtue at all.6

Intellectual virtues, like the virtues more generally, lie between two 
opposing vices, one of excess and one of deficiency (this is the ‘golden 
mean’). The challenge of acquiring an intellectual virtue involves having 
the good judgement to steer between these two vices in order to manifest 
the virtue. Consider, for example, the intellectual virtue of being intel-
lectually courageous. The corresponding intellectual vice of deficiency 
would be intellectual cowardice, such as a failure to seek the truth be-
cause of the personal costs involved, like having to resist peer pressure. 
The corresponding intellectual vice of excess, in contrast, would be in 
manifesting the underlying cognitive traits to an immoderate degree. 
This would be a kind of intellectual rashness, where, for example, one 
takes undue intellectual risks, such as by ignoring opposing advice even 
when it is clearly relevant.

Navigating between the corresponding vices is particularly challeng-
ing given that it is usually accepted that there is no rubric that one can 
follow in order to manifest virtue, intellectual or otherwise. Instead, 
it is rather a matter of developing good judgement, which means, in 
turn, being sensitive to salient features of the situation and displaying 
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the appropriate motivational response to it, and that is acquired through 
observing, reflecting upon, and interacting with role models rather than 
studying a manual for virtuous behavior.7 In particular, although the 
standard account of virtue formation encompasses direct instruction 
into the vocabulary of the virtues as an initial stage, it then develops 
mainly through: (a) interaction with virtuous role models, and (b) the 
opportunity to identify and practice virtuous behavior in the specific 
settings that one finds oneself in.8

A final important aspect of the virtues, and thus the intellectual vir-
tues, that is worthy of note is axiological. The idea is that they are con-
stituent parts of a life of flourishing, and hence are intrinsically valuable. 
If that’s right, then that would supply a further rationale for thinking 
that the epistemic goal of education should be the development of intel-
lectual virtue, since this would be part of the wider goal of education 
to cultivate the virtues (i.e., both intellectual and non-intellectual), and 
thereby promote human flourishing.9

3  The Social Cultivation of Intellectual Virtue in 
Educational Settings

A feature of the intellectual virtues that is particularly relevant for our 
purposes is that their cultivation is essentially a social process, at least in 
terms of the acquisition of the intellectual virtue anyway (as opposed to 
its maintenance thereafter), which is the developmental stage that will be 
our focus here. This point is significant because while education is gen-
erally understood as an essentially social activity, it’s not obvious why 
on other conceptions of the epistemic goal of education this should be 
the case, at least from a purely epistemic point of view at any rate. If the 
epistemic goal of education is merely to train students to have a certain 
set of true beliefs and cognitive skills, for example, then while as it hap-
pens the most efficient way of doing this at present is via social training, 
there is no obvious reason why future generations should be so limited. 
Perhaps there will be technological innovations that enable students to 
acquire these true beliefs and cognitive skills in isolation from others, or 
even be able to cognitively ‘off-load’ them to technology altogether?10 Of 
course, there might be other aspects of education besides its epistemic as-
pect that require social input, and which ensure that education is still an 
essentially social activity. But given the centrality of the epistemic goals 
of education to the educational enterprise, it would be at least surprising 
that from an epistemic point of view at least there is nothing essentially 
social about education.

Indeed, it isn’t just that we tend to suppose that education is essen-
tially social (and thus that the epistemic goals of education ought to be 
satisfied in a social manner too), but that we have a certain conception 
in mind of what the social component should involve. In particular, one 
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natural worry with the idea that epistemic goods like true belief might 
be the epistemic goal of education is that even if there is an essentially 
social dimension to educational practices, they might nonetheless be 
manifested in an entirely unidirectional fashion, such that the student 
simply defers to the educator. Instead, we take it that our natural con-
ception of the social dimension of the educational enterprise involves 
active social engagement between both the educator and the student, 
such that the student simply cannot be a passive participant in this prac-
tice. As we will see, conceiving of the epistemic goals of education along 
virtue- theoretic lines speaks to both issues, in that the cultivation of the 
intellectual virtues is an essentially social process that requires an active 
contribution from the student.

As we’ve noted, the virtues are not innate, and so have to be acquired. 
Moreover, one cannot acquire them by oneself. One cannot acquire the 
virtues simply by reading a manual, for example. As previously indi-
cated, there is no way of operationalizing the virtues into a set of rules 
that could be set out in a guidebook, as the manifestation of a virtue in-
volves a highly refined sensitivity to the relevant features of the context, 
and this is not something that can be determined in advance of engaging 
within that context. What needs to be instilled into the subject are thus 
the right kinds of behavioral dispositions and the corresponding motiva-
tional states, and this is an essentially social process.

One’s character is in general acquired through the manner in which 
one is embedded in social conditions, whereby children absorb behav-
iors and values from those around them, and in particular in response 
to their interactions with important adult figures in their lives, such as 
family members and teachers. At least some of these social interactions 
will be self-consciously understood by the adults as being directed at im-
proving the child’s character, and thus to this extent educational (though 
obviously this might not be explicitly characterized as such, and cer-
tainly there need be no mention of the intellectual virtues specifically). 
Think, for example, of how one guides a child’s moral development, 
such as how a skillful teacher responds to conflict in the classroom to 
help those involved to see each other’s point of view, or how she might 
deal with questions of fair play that arise in the playground. The goal is 
to cultivate certain kinds of dispositions and motivations, and that’s to 
develop character in the broad sense that concerns us.11

Our interest is specifically in the social development of the intellec-
tual virtues, but one can see how this might arise within this kind of 
educational social setting (even if, as before, it is not self-consciously 
thought of this way by the agents involved). The idea we are exploring 
is normative rather than descriptive, however, in that not only is an in-
tellectual character developed in such a scenario, but that a particular 
kind of intellectual character, one that comprises the intellectual virtues, 
ought to be developed in social educational contexts. Good educational 
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practice is accordingly reconceived in virtue-theoretic terms. Why is it 
important to educators that students are able to think for themselves 
rather than simply accepting claims on authority? Why do educators 
strive to stimulate an intrinsic desire for learning in their students, rather 
than simply making the case for the prudential value of education? And 
why do educators place such an emphasis on certain kinds of intellectual 
role models in their teaching? The thought is that we can make sense of 
these practices in terms of an implicit recognition that what education is 
trying to achieve is the cultivation of students’ intellectual characters. So 
construed, education is a social practice that is, properly implemented, 
designed to cultivate the intellectual virtues.

One project of applied social epistemology that arises from this under-
standing of the epistemology of education is to consider ways in which 
explicitly characterizing educational activities in terms of the develop-
ment of intellectual virtues might make those social practices more ef-
fective at achieving epistemic ends. So, for example, there have recently 
been projects that bring the intellectual virtues into schools, into prison 
education initiatives, and into University curricula.12 Such projects pres-
ent theoretical challenges, such as questions concerning the measure-
ment of their efficacy, or whether the target should instead be the similar 
(though ultimately distinct) intellectual character traits associated with 
critical thinking.13 And of course, any appeal to intellectual virtues will 
encounter the general problems that face all virtue-theoretic proposals.14 
Rather than work through these theoretical challenges here—which 
would require a wholesale defence of the centrality of the intellectual 
virtues to education—we want to instead explore a particular theoreti-
cal way of conceiving of how intellectual virtues are cultivated in educa-
tional settings that brings out its specifically social dimension.

4 Intellectual Exemplars

There has been a lot of work conducted on the role of exemplars in 
the development of virtuous character, including in educational settings, 
with the focus specifically on the moral virtues. The guiding idea behind 
exemplarism (as it is known) is that virtuous character is most naturally 
developed by emulating those that we admire, rather than trying to sim-
ply do the right thing in the abstract. Emulating the exemplar helps one 
to gain a better understanding of what appropriate conduct demands, 
and our attachment to the exemplar helps to motivate us to act as they 
would act.15 Rather than studying a manual for virtue—which as we 
saw above is simply unavailable—one instead acquires the virtues (at 
least in part) by observing virtuous role models in action and learning to 
mirror their virtuous behavior and motivations.16

While exemplarism has been widely explored with regard to the moral 
virtues, there hasn’t been much discussion of how it would apply to the 
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intellectual virtues specifically, even though the same general principles 
should hold.17 The exemplars are meant to be a way of acquiring virtue 
in general, after all, rather than a particular kind of virtue. Accordingly, 
let’s pursue the idea with the intellectual virtues expressly in mind. As 
we will see, the role played by intellectual exemplars in a virtue-theoretic 
account of education brings out one core way in which that account un-
derstands education as an essentially social activity.

Exemplars need not be perfect role models; indeed, it has been argued 
that perfect role-models—moral ‘saints’ for example—don’t make good 
exemplars, precisely because they are so remote from ordinary folk, who 
are eminently fallible.18 Relatedly, intellectual exemplars needn’t be in-
tellectually virtuous in every respect; all that matters is that they exhibit 
certain kinds of intellectual virtues, which usually means at least one 
intellectual virtue to a high degree, and a cluster of related intellectual 
virtues to an above-average degree.19 So construed, students could be 
introduced to intellectual exemplars who are in some respects intellectu-
ally flawed, insofar as their intellectual character is admirable in relevant 
respects.

Somewhat surprisingly, an exemplar’s imperfection can be beneficial 
to the whole process of developing virtuous habits in several ways. First, 
it makes it easier for students to associate specific role models with the 
particular character traits that make them intellectually exemplary, 
thereby providing students with a quick and manageable way to refer 
to—and distinguish among—specific intellectual virtues. Second, it pro-
vides the teacher with the opportunity to make the students work on 
character shortcomings by allowing them to reflect on the negative ef-
fects of an exemplar’s intellectual flaws and their struggles to overcome 
those weaknesses. Finally, it counteracts the risk that the exceptionality 
of an exemplar’s intellectual behavior discourages the students instead 
of motivating them to emulate it.

Exemplars can be introduced into the educational context directly or 
indirectly, depending on whether the students engage with the exemplar 
through direct social interaction or only indirectly by learning about 
them. A key advantage of direct interaction with intellectual exemplars 
is that the students can see intellectual virtues exercised in a context with 
which they are already familiar. Thus, this form of interaction speeds up 
the students’ assessment of the benefits of virtuous behavior and offers 
them a concrete trajectory to replicate the exemplar’s behavior—two 
features that it is much harder to secure through indirect interaction 
with an intellectual exemplar.

Typical cases of intellectual exemplars with whom students have 
direct social interaction include other students and the teacher. The 
intellectual exemplarity of one’s peers in educational settings is the par-
adigmatic form of imperfect exemplarity. A student might display a 
good deal of intellectual courage by speaking up on behalf of the last 
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to speak to let everyone in the classroom know that they should value 
more his or her opinion. Such virtuous behavior is compatible with fur-
ther less-than-virtuous features of the student’s intellectual profile, but 
it nonetheless provides the other classmates with a luminous example 
of how exercising the virtues can have an impact on the social environ-
ment they live in.

One might suspect that in the early stages of the development of an 
intellectual character students will lack the ability to evaluate a case 
like this on their own: they might surely be impressed by their coura-
geous classmate, but the steps from admiring him or her to recognizing 
the virtuousness of such behavior and desiring to emulate it require the 
teacher’s support. Far from constituting an obstacle to the argument, 
this sheds light on the function the teacher performs in terms of guiding 
the intellectual development of the students. This task already requires 
that the teacher be somewhat sensitive to the students’ epistemic needs, 
intellectually empathic, and practically wise (among other things): thus, 
the more intellectually virtuous a teacher is the more likely it is that 
she can help students build an intellectual character by developing the 
appropriate emotional reactions and intellectual motivations towards in-
stances of exemplary behavior.

Further educational advantages arise from direct social interaction 
between the students and an exemplary teacher, that is, a teacher who 
exemplifies some virtue in her activity in the class (a possibility that is 
considerably more feasible if one rejects a ‘saintly’ conception of exem-
plars). As we have just seen, it is not a necessary requirement of exem-
plars that they perform a guiding role—one’s classmates can manifest 
virtue but surely cannot guide other fellows in developing an intellectual 
character. So, where an exemplar like a teacher is playing this guiding 
role, then this reinforces the educational function that the exemplar is 
playing. The student is not merely seeing how the exemplar behaves in 
relevant conditions—their (in all likelihood partial) manifestation of in-
tellectual virtues—but is also being explicitly guided by the exemplar 
in her own intellectual development. Moreover, the direct involvement 
with the exemplar increases the scope for emotional and intellectual 
‘contagion’ (as it is known), whereby the student, by closely identifying 
with and interacting with the exemplar, is able to transform their own 
intellectual responses and motivations and thereby come closer to devel-
oping intellectual virtue herself.20

Exemplars can also be introduced into the educational setting indi-
rectly. This is when students are asked to study and reflect on figures 
who have manifested intellectually virtuous character traits. For exam-
ple, students might be tasked to study an important historical figure who 
has an impressive intellectual pedigree, such as a pioneering scientist, or 
a reforming politician. Interestingly, these indirect exemplars needn’t be 
actual, as fictional figures can also play this role. By immersing oneself 
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in, say, a novel, and studying it closely, a student might gain a deep 
appreciation of one of the characters involved, and thereby gain insight 
into the nature of intellectual virtue.

One clear advantage of indirect use of exemplars through narratives 
is that the narrator has the possibility to provide a detailed description 
of the path that the exemplar has followed to become intellectually vir-
tuous. This might encompass a description of the struggles the exemplar 
had to go through, the obstacles she had to overcome, and the personal 
and social benefits of her exemplary behavior. Moreover, narratives are 
somewhat stable and therefore allow one to engage with indirect exem-
plarity over time, to see whether one still admires an exemplar’s intel-
lectual behavior and how close one got to the exemplar after attempting 
to emulate her intellectual deeds. Both these features are hard to find in 
direct exemplars, in that one typically encounters them during a specific 
period and might lack the resources or the opportunity to figure out how 
the exemplars got to be who they are.

Both direct and indirect use of exemplars is found in educational initia-
tives that are focused on the intellectual virtues. A contemporary project 
that has brought the intellectual virtues into the heart of the curriculum 
of two schools in the United States, for example, involves training educa-
tors in the nature of the intellectual virtues so that they can act as exem-
plars for their students (direct exemplars) and also highlights intellectual 
role models from history and literature (indirect exemplars).21 Similarly, 
a current educational initiative devoted to bringing the intellectual vir-
tues into a US University curriculum involves, inter alia, highlighting the 
intellectual virtues by focusing both on important historical figures and 
fictional characters who have manifested particular intellectual virtues 
(indirect exemplars) and showcasing profiles of local faculty who stu-
dents are able to directly interact with (direct exemplars).22

Since exemplars can be both indirect and direct, and only the latter 
requires actual social interaction between the student and the educator, 
then one might think that the social dimension to implementing a virtue- 
theoretic approach to education is optional. In particular, why can’t one 
develop one’s intellectual character entirely in isolation by simply en-
gaging with indirect exemplars, thereby doing without the need for any 
social interaction?

One issue here is that even when it comes to indirect exemplars there is 
a need for students to be guided by the skilled educator in terms of how 
to respond to the exemplar. Indeed, this is especially the case when it 
comes to indirect exemplars given the lack of social interaction between 
the student and the exemplar. Remember that our focus is on students 
who are in the process of developing an intellectual character. How else 
is such a student to learn anything from an indirect exemplar except by 
being guided in their engagement with the exemplar? There is thus still a 
need for social interaction as part of the educational methodology.
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The more important point, however, is that while indirect exemplars 
have a role to play in the acquisition of intellectual character on the 
virtue- theoretic proposal, they are no substitute for direct exemplars. As 
a number of commentators have noted, the effectiveness of exemplars in 
developing virtue (intellectual or otherwise), especially when it comes to 
the acquisition of virtue (i.e., as opposed to a later stage where the virtue 
is merely being cultivated), depends upon a range of factors. These fac-
tors are overwhelmingly present, however, or at least present to a higher 
degree, in direct as opposed to indirect exemplars.

We have already noted that it is generally accepted that exemplars 
should not be paragons of virtue because that makes them too distant 
from people who are meant to learn from them. The general principle 
in play here is that exemplars need to be people that the student can 
identify with, which means that while they must be clearly superior to 
the student along some relevant axes of evaluation, they cannot be so 
dissimilar that the student simply finds them (and their behavior, values, 
and so on) alien. For example, Michel Croce and Maria Silvia Vacca-
rezza (2017) defend the importance of close-by ordinary exemplars. In 
particular, they argue that moral heroes (who might well be morally 
flawed in various respects), as opposed to moral saints (who lack such 
moral flaws), can be more effective as exemplars because their very ac-
cessibility aids imitability.

In a similar fashion, Meira Levinson (2012, ch. 4) has emphasized the 
idea of ‘life-sized’, rather than ‘out-sized’, role models, where this means 
not just exemplars who are more like heroes than saints, but also exem-
plars who are also similar to the students in other respects—she lists 
“ethnicity or race, culture, religion, national origin, residence, or class” 
(160) as relevant considerations in this regard. Levinson argues that such 
life-sized role models who the students can relate to are better able to 
inspire the development of virtue than more conventional role models 
(where she has the civic virtues specifically in mind), especially since the 
latter are often not similar to the students in the relevant respects (as 
conventional role models are more likely to be male, white, and from a 
more privileged class background).23

This line of reasoning is not just intuitively plausible, but has also 
been supported by some recent empirical work. This suggests that when 
it comes to moral education exemplars who are relatable to the student 
group are much more effective at generating relevant changes in moral 
behavior than exemplars who are judged to be very different from that 
group, such as distant historical figures.24 Although this study is focused 
on moral exemplars, one would anticipate similar results in the case of 
intellectual exemplars.

Of course, one might counter that the foregoing merely indicates that 
the exemplars should be viewed as someone that the students can iden-
tify with, which doesn’t preclude the possibility that the exemplars are 
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nonetheless indirect. Perhaps, for example, one should simply replace the 
use of historical or fictional exemplars that students struggle to relate to 
with exemplars that are more accessible (and so more diverse in terms 
of ethnicity, class, gender, and so on)? Notice, however, that if the relat-
ability of the exemplars is so important in this regard, then one would 
naturally expect this to entail that direct exemplars will be in general 
more effective than indirect exemplars, for the simple reason that the so-
cial interaction between the exemplar and the students is likely to make 
that exemplar more relatable to the students.

This last point relates to a further important issue in this regard, which 
is the extent to which direct exemplars, precisely because of their prox-
imity to the students, and their regular social interaction with them, are 
much better placed to aid students in their development of intellectual 
virtue.25 Proximity and interaction are clearly going to be tremendously 
helpful when it comes to reinforcing the kind of habitual change that 
is crucial to virtue development. In particular, it will generate positive 
feedback loops of encouragement when the behavior and/or motivations 
are apt and discouragement when they are not, along with the possibility 
of the kind of emotional contagion noted above. The interactions with 
the student will, after all, be individualized to them, since they involve 
a direct engagement that is lacking when it comes to using indirect ex-
emplars. This allows for a kind of bespoke learning environment, with 
experiences and projects that are shared by both student and exemplar, 
thereby reinforcing the positive feedback loops of virtue development. 
Indeed, some commentators have gone so far as to emphasize the im-
portance of a kind of friendship between the student and the educator 
in this regard.26

A further consideration in this regard is that the role of direct exem-
plars is arguably more important when it comes to intellectual exem-
plars than moral exemplars. This is because the latter is a much more 
familiar category. Consider the virtue of being morally courageous, for 
example, as compared to the corresponding virtue of being intellectually 
courageous. Few would struggle to come up with examples of people 
who have instantiated the former, but many would surely find it much 
more difficult to list people who have instantiated the latter. This point 
isn’t restricted to this intellectual virtue either, as it seems that most in-
tellectual virtues are harder to recognize than their moral counterparts. 
It wouldn’t be difficult to give examples of people who have the virtue of 
humility, for example, but giving corresponding examples of people who 
have the virtue of intellectual humility would be much harder.

The crux of the matter is that our practices are already shot-through 
with moral talk and instances of morally praiseworthy behavior—and 
also instances of morally lacking behavior too, of course. This makes 
it easier for us to be able to use indirect exemplars to guide someone’s 
development of moral virtue, as there is a common background of moral 
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examples to attach one’s use of the exemplars to. Since the intellectual 
virtues are not already represented in our practices to the same extent, 
however, then that makes appealing to indirect exemplars much more 
difficult. In particular, it will be much easier to guide someone’s intellec-
tual development by employing direct exemplars; for example, by actu-
ally putting the student into contact with someone who is intellectually 
humble, and exploring what this means in practice.

5 Concluding Remarks

We’ve explored the idea of educational theory as applied social episte-
mology by considering the prominent proposal that the epistemic goal 
of education is the development and cultivation of intellectual character, 
and thus the intellectual virtues that constitute one’s intellectual charac-
ter. As we’ve seen, one way of bringing out the essentially social nature 
of education, so conceived, is by considering the importance of intel-
lectual exemplars to such an educational strategy. In particular, while 
we’ve noted that there can be ways of employing intellectual exemplars 
that needn’t involve social interaction, the most potent use of intellectual 
exemplars in this regard will be as embedded within social interactions 
with the student.

Notes
 1 For an overview of the contemporary literature on the epistemology of edu-

cation, see Robertson (2009) and Baehr (2016).
 2 For further discussion of understanding on this front, and in particular how 

understanding can be more demanding to acquire than the corresponding 
knowledge, see Kvanvig (2003), Grimm (2006). Pritchard (2009, 2014) 
and Pritchard, Millar and Haddock (2010, ch. 4), and Greco (2013). For a 
defence of the axiological importance of first-hand knowledge and under-
standing, see Pritchard (2016).

 3 See Hyslop-Margison (2003), Battaly (2006), MacAllister (2012), Sockett 
(2012), Pritchard (2013, 2015, 2018, 2020, forthcoming), Byerly (2019), and 
the essays collected in Baehr (2015). For some contemporary treatments of 
the intellectual virtues, see Zagzebski (1996), Roberts and Wood (2007), 
Pritchard, Millar and Haddock (2010), and Baehr (2011). For an overview 
of the contemporary literature on this topic, see Battaly (2014) and Turri, 
Alfano and Greco (2017).

 4 Note that there is a contemporary proposal that thinks of the intellectual 
virtues in ways that encompasses a subject’s reliable cognitive faculties and 
cognitive skills (and which thus departs from the Aristotelian model), but 
such virtue reliabilism, as it is sometimes known, is not the view that con-
cerns us here. For discussion of such a proposal, see Sosa (1991) and Greco 
(1999).

 5 There is a lively debate in the literature about whether an intellectual 
character- based education should be aiming at the development of the in-
tellectual virtues or merely at certain critical thinking capacities. See, for 
example, Siegel (1988, 1997, 2017, 2017), Hyslop-Margison (2003), Huber 
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and Kuncel (2016), Hitchcock (2018), Baehr (2019), Carter, Kotzee and Sie-
gel (2019), and Pritchard (forthcoming).

 6 The differences between the intellectual virtues and cognitive skills more 
generally have led some commentators to argue that the former are not plau-
sible candidates for extended cognition, in contrast to the latter. This has a 
bearing on the epistemology of education, given the important social scaf-
folding involved in educational practices, and also the increasingly promi-
nent dependence on technology in teaching. For discussion of these issues, 
see Pritchard (2015, 2018). See also endnote 10.

 7 Virtue theory as it is normally understood thus goes hand-in-hand with a 
kind of particularism about good conduct. (Note that particularism is usu-
ally cast in terms of good moral conduct specifically, but here we are using it 
as it applies to good conduct generally). For a classic discussion of this point, 
see McDowell (1979).

 8 For a discussion of the standard approach to virtue formation, see Porter 
(2016).

 9 For developments of this kind of line with regard to the role of the virtues in 
education, see Carr (2014) and Kristjánsson (2015).

 10 One issue that is relevant here is the extent to which technology that is em-
ployed in education—or even social features of the educational  context—
might become, over time, an extended cognitive process on the part of 
the student, in the sense famously articulated by Clark and Chalmers 
(1998). For further discussion of the implications of extended cognition 
for educational practice, see Pritchard (2015, 2018), Carter and Pritchard 
(2017), Heersmink and Knight (2018), Kotzee (2018), and English,  
Ravenscroft and Pritchard (2021). For further discussion of the more gen-
eral epistemological issues raised by cognitive augmentation, see Carter and  
Pritchard (2019).

 11 There is a wide-ranging literature on the relationship between education 
and the development of the moral virtues specifically, though this is at least 
partly orthogonal to our present concerns, which are specifically regarding 
the epistemic goals of education (and thus the intellectual virtues). See, for 
example, Carr (2014) and Kristjánsson (2015).

 12 Baehr’s (2015) work in developing school curricula based around the intel-
lectual virtues has been very influential in this respect. See Pritchard (2019, 
2021) for discussion of a prison education initiative focused on developing 
the intellectual virtues, and see Orona and Pritchard (2021) for discussion of 
a pilot project bringing the intellectual virtues into the heart of a university 
curriculum. See also the Self, Virtue and Public Life project, led by Nancy 
Snow at the University of Oklahoma, which is devoted to bringing the civic 
virtues into the university curriculum (https://selfvirtueandpubliclife.com).

 13 On the issue of the difficulty of measuring the effectiveness of educational in-
terventions involving the intellectual virtues, see Curren and Kotzee (2014), 
Kotzee (2015), and Carter, Kotzee and Siegel (2019). For discussion of the 
relative merits of educational strategies that focus on the intellectual virtues 
or critical thinking skills, see the literature listed in endnote 5. For some of 
the empirical literature regarding the effectiveness of critical thinking-based 
educational strategies, see Arum and Roska (2010), Seifert, Goodman, King 
and Baxter Magolda (2010), Liu, Mao, Frankel and Xu (2016), Liu, Liu, 
Roohr and McCaffrey (2016), and Roohr, Liu and Liu, (2016). For some of 
the empirical literature that is more relevant to intellectual virtue-based ed-
ucational strategies, see Litman and Spielberger (2003), Krumrei-Mancuso 
and Rouse (2016), Lins de Holanda Coelho, Hanel and Wolf (2018), and 
Orona and Pritchard (2021). 
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 14 To take one prominent example, there is the situationist critique of virtue 
theory found in, for example, Harman (1999, 2000) and Doris (2002). See 
also the application of this situationist critique to the intellectual virtues 
specifically found in Alfano (2012). For some responses to the latter, includ-
ing with the epistemology of education specifically in mind, see Pritchard 
(2015), Baehr (2017), and Carter and Pritchard (2017).

 15 For an influential recent discussion of exemplarism and its role in the devel-
opment of virtue, see Zagzebski (2017). See also Zagzebski (2010). For a 
recent discussion of moral exemplars in the Confucian (as opposed to Aris-
totelian) tradition, see Olberding (2012). For discussion of exemplarism spe-
cifically in the educational context, see Porter (2016), Croce and Vaccarezza 
(2017), Croce (2019, 2020b), and Korsgaard (2019). For a recent expression 
of skepticism about exemplarism as an educational strategy, albeit focused 
on particular virtues and concerned with students who have already devel-
oped a (viceful) cognitive character, see Tanesini (2016). See also Alfano and 
Sullivan (2019), which questions whether standard forms of exemplarism 
can be employed to combat testimonial injustice.

 16 Croce (2019, 2020a) unpacks the educational stages involved in exemplar-
ism into what he refers to as the exemplarist dynamic, where the three stages 
are natural admiration, conscientious reflection, and emulation.

 17 For an exception, see Croce (2020a, ch. 7). See also Alfano and Sullivan’s 
(2019) discussion of negative epistemic exemplars, which focuses on the po-
tential role of exemplars with regard to combating epistemic injustice, and 
Tanesini (2016), which examines how exemplars might be problematic with 
regard to some specific educational projects. In general, where the idea of 
epistemic exemplars does get discussed, it tends to be in passing, as part 
of a wider discussion of exemplars. See, for example, Baehr’s (2011, ch. 8) 
remarks on the narrative of the crystallographer, Medina’s (2013, ch. 5) 
discussion of epistemic heroes, van Dongen’s (2017) comments on Albert 
Einstein, and Zagzebski’s (2017, passim) discussion of the sage. 

 18 This point is usually made in the moral domain regarding moral saints—see, 
especially, Wolff (1982)—but the point is equally applicable in the intellec-
tual domain. For a recent defence of a liberal approach to exemplars that al-
lows a broad range of cognitive subjects to play this role, see Croce (2020b). 
See also Baehr (2015, ch. 13), who argues for a ‘realistic’ employment of 
exemplars in the classroom.

 19 This assumes, of course, that one is rejecting the unity of the virtues the-
sis, usually attributed to Aristotle, that in order to have one virtue one 
must have them all. For a helpful critical discussion of this thesis, see  
Wolff (2007).

 20 For more on the notion of emotional contagion and its role in virtue devel-
opment, see Kristjánsson (2015, 2018, 2020). For an important empirical 
study of emotion contagion, as a three-stage process involving mimicry, 
feedback, and contagion, see Hatfield, Cacioppo and Rapson (1993).

 21 This is the Educating for Intellectual Virtues project that was run by Jason 
Baehr (https://intellectualvirtues.org). This primarily led to bringing the in-
tellectual virtues into the curriculum of the recently-founded Intellectual 
Virtues Academy of Long Beach, a charter middle school in California, but 
has also influenced the Intellectual Virtues Academy high school, also in 
Long Beach. See Baehr (2015) for an overview of the intellectual basis for 
the project.

 22 This is the Anteater Virtues project led by one of the present authors at the 
University of California, Irvine. The project is described in detail in Orona 
and Pritchard (2021).
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 23 Making use of ‘life-sized’ role models in this way might respond to some 
of the worries about the educational employment of exemplars raised by 
Tanesini (2016), which in part concern the fact that students might not be 
inclined to appropriately respond to the exemplar. As we have noted, this 
might very much depend on how relatable the exemplars chosen are. Inter-
estingly, the intellectual exemplars chosen as part of the Anteater Virtues 
project at the University of California, Irvine were selected with diversity in 
mind (especially racial and gender diversity) for just this reason. The empir-
ical study of this initiative, described in Orona and Pritchard (2020), shows 
that the developmental improvement in the students who participated in this 
project was consistent across all the main student demographics, including 
female and URM (under-represented minorities).

 24 See Han, Kim, Jeong and Cohen (2017). See also the empirical work noted 
in endnote 23.

 25 This point is also emphasized by Levinson (2012, 160), who argues that 
exemplars work best when part of an “active, relationship-orientated, and 
experiential approach”.

 26 See, for example, Kristjánsson (2020).
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Intellectual Virtue, Imitation, and Education

Education, in formal and informal settings, is a significant feature of 
human communities. As Croce and Pritchard acknowledge educative 
practices and organizations serve many purposes: civic, moral, and 
epistemic. In their contribution to this volume, Croce and Pritchard fo-
cus on the epistemic goal of education which they identify as the culti-
vation of the intellectual character of the students via the acquisition of 
intellectual virtues. These virtues are constitutive of intellectual flour-
ishing and include intellectual humility, courage, open-mindedness, 
inquisitiveness, independence of thought, and the disposition of being 
observant. Croce and Pritchard also single out one educational strategy 
in the pursuit of this epistemic goal: direct and indirect exposure to real 
or fictional less-than-perfect intellectual exemplars under the guidance 
of teachers.

Croce and Pritchard thus present education as a set of social epis-
temic practices aiming at an individualistic goal. This aim is the 
acquisition by each student of those epistemic character traits that con-
tribute to his or her intellectual flourishing. In my view, this account 
is insufficiently social. It also characterizes contemporary educational 
practices in a manner that pays insufficient attention to their continu-
ities with the epistemic goals of social or cultural learning as practiced 
in human societies prior to the advent of state-funded education and 
modernization.

Current educational systems are the successors of earlier more in-
formal practices of social or cultural learning where children learnt 
from parents, other adults, and peers. Children were also inducted 
into relations of apprenticeship to expert craftspeople for the purpose 
of acquiring more specialized knowledge and skills. In these settings, 
there is little doubt that social learning aimed to induct children into 
a culture, including its ways of doing things, and its fund of collective 
knowledge (Sterelny 2012). Education of this sort was directly in the 
service of the flourishing of the community, rather than the individual, 
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even though the latter might benefit from membership in a flourishing 
community. The community’s success depended on its ability to trans-
mit its shared practical and theoretical knowledge to the next genera-
tion but also on its capacity to mould the young so that they acquired 
the same dispositions to act and believe of the adult members of the 
community. Conformism was prized because it facilitated the coordi-
nation of activities and the distribution of cognitive and manual labor. 
Individuals who think and act in similar ways can understand each 
other better than persons who have a different worldview (cf., Mameli 
2001; Zawidzki 2018).

Two points emerge from thinking about cultural learning in pre-in-
dustrial settings. First, the primary epistemic aim was the epistemic 
well-being of the community rather than that of the individual learner. 
Second, learning was in the service of shaping the mind of the young 
so that they would come to resemble older members of the community. 
So, education encouraged the young to unquestioningly copy the mature 
members of the group. Many of the traits of character promoted by these 
forms of learning stand in stark opposition to the intellectual virtues 
mentioned by Croce and Pritchard. Intellectual servility, closed-minded-
ness, an unthinking tendency to imitate the behavior of older role mod-
els, would seem to be the kinds of disposition that educators sought to 
cultivate in the young. If this is right, open-mindedness, courage, and 
independence of thought would have been seen as obstacles to learning 
and consequently stifled.

One might react to these observations by accepting their historical 
plausibility and rejoicing in the fact that education no longer works that 
way. There is no doubt that modern educational principles and aims 
differ in several respects from earlier practices. But we understand these 
better if we appreciate the epistemic value of the model of education 
as induction of students into their culture by encouraging imitation, 
since this appreciation helps to see the underlying continuities of modern 
methods with pre-industrialized forms of education.

There can be epistemic value in the unthinking reproduction of cul-
tural customs. This point is nicely defended by Levy and Alfano (2020) 
in their discussion of the transmission of cultural knowledge. They note, 
for example, that some communities might have accidentally stumbled 
upon procedures for the preparation and cooking of some food stuff 
such as cassava or corn that prevented poisoning or disease. The link 
between the product and ill-health is often causally obscure since not 
everyone gets sick, and the disease follows prolonged use and so it is 
not easily attributable to the food. In these circumstances, and without 
access to contemporary science, communities that flourished were those 
that somehow developed the correct procedures and had practices of 
knowledge transmission that involved the perfect imitation of customs. 
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Absolute, unthinking, imitation was essential as no member of the com-
munity knew exactly which aspects of the customary procedure were 
essential, and which were irrelevant, to disease prevention.

Reflection on the epistemic value of unthinking conformity to the cus-
toms of one’s society reveals that an epistemic goal of current educa-
tional systems is to teach children to follow the social, moral, linguistic, 
and epistemic norms of the culture to which they belong. For example, 
language acquisition involves training children to use words in the way 
in which their community uses them. In this manner, children inherit a 
conceptual framework that embodies the epistemic resources available 
to them to make sense of their world. In short, to this day many edu-
cational practices aim to mould children to reproduce the behavior of 
adults. These practices rely on a tendency in human children to over-im-
itate the behavior of others (See Levy & Alfano, 2020 for a brief over-
view of the empirical evidence).

That said, there is little doubt that recent Western societies have 
come to value a special kind of individualism that is associated with 
the Enlightenment values of thinking for oneself. The intellectual vir-
tues mentioned by Croce and Pritchard are those that are in line with 
this ethical and political outlook. Thinking for oneself requires courage, 
open-mindedness, and humility to avoid the twin risks of intellectual 
servility and hubris. Seen in the context of earlier approaches, this focus 
on these intellectual virtues is naturally understood as being, like its pre-
decessors, a form of induction into a culture which, unlike some others, 
prizes innovation.

But if this is right, we have reason to believe that the primary epis-
temic goal of education is the epistemic well-being of the community. 
The strategies pursued to achieve this goal, even in industrialized so-
cieties, largely involve inducting students into the ways of speaking, 
thinking and acting of their community, and often depend on exploiting 
children’s tendencies to imitate those who surround them. The relation 
of students to role models or exemplars would thus be one of sheer mim-
icking, rather than the reflective and selective emulative approach advo-
cated by Croce and Pritchard.

That said, Western industrialized societies involve the creation of 
large-scale communities that generate new problems of coordination 
whilst largely depending on extensive specialization and division of cog-
nitive labor. These societies, because of their size, can afford to foster 
competition between sub-groups trying to address the same practical 
problems so as to reap the epistemic benefit of tackling one problem in 
different ways. This novel approach to problem-solving requires a new 
kind of epistemic agent. It is in the service of this collective goal that con-
temporary education promotes the traits identified as virtues by Croce 
and Pritchard. And that is why education is a social activity with a col-
lective epistemic goal.
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Croce and Pritchard’s focus in this chapter is on the role of intellectual 
exemplars in intellectual character education. They align with the in-
tellectual character education movement, which posits the cultivation 
of intellectual virtues as a key or primary goal of education, and ask; 
“how does thinking of the epistemic goals of education in this way 
inform our conception of education as an essentially social practice” 
(pp. 1–2)? In particular, they highlight “the extent to which social in-
teractions with [intellectual] exemplars forms part of this educational 
method” (p. 2).

The chapter does valuable work in drawing attention to the as yet 
under-examined place of intellectual (as opposed to moral) exemplars in 
character education. It seems, for example, that there are good reasons 
to look more closely at the similarities and differences between moral 
and intellectual exemplarity as an educational tool, and Croce and 
Pritchard highlight some key features of this examination. Their conclu-
sion with respect to the essentially social nature of education is perhaps 
somewhat too general to warrant in-depth critical engagement, but the 
implications of this conclusion for educational theory and practice are 
certainly worth exploring.

Firstly, one can ask what an emphasis on intellectual exemplars in ed-
ucation means for educational theory. In particular, Croce and Pritchard 
highlight the distinctive significance of direct, as opposed to indirect, ex-
emplars, in the case of intellectual character education. This emphasis on 
direct interaction between students and exemplars underlines an already 
prominent feature of intellectual character education that pits it against 
(more traditional) educational theories premised on the mere transfer of 
epistemic goods via, for example, rote learning. This suggests, in turn, 
that theories of teaching and learning that likewise emphasize the value 
of direct instructional methods will sit well with an intellectual charac-
ter education framing. Educational theories that foreground the value of 
close, relational interactions between teachers and students might fare 
particularly well. Moreover, emphasis on access to direct intellectual 
exemplars provides further theoretical support for initiatives that seek to 
reduce classroom sizes in primary and secondary education, or moderate 
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student numbers in line with available educators in institutes of higher 
education.

Secondly, one can ask what an emphasis on direct intellectual exem-
plars in education means for education practice. One basic practical 
implication is that teachers should themselves exhibit good intellectual 
character. Few, I think, would argue with this. Moreover, Croce and 
Pritchard are careful to emphasize that intellectual exemplarity need 
not come in the form of “intellectual sainthood”, absent any intellectual 
flaws, but is likely to be more effective in the form of “intellectual hero-
ism”. The occasionally flawed intellectual hero is more relatable and, as 
such, “their very accessibility aids imitability” (p. 11).

This model of teachers as appropriately accessible, intellectual heroes 
is appealing. However, as always when it comes to translating rich theo-
retical insights into education practice, it seems likely that the devil is in 
the details. What degree of accessibility is appropriate for teachers and 
how best is it achieved? In particular, how does a teacher’s relatability as 
an intellectual exemplar intersect with their other roles and responsibili-
ties as an educator, and how does or should it effect the power dynamics 
of the classroom? These questions point towards the need for further 
theoretical and empirical research on direct intellectual exemplars in 
education.

In addition, the focus on intellectual heroes, as opposed to other 
forms of intellectual exemplars, brings to the fore questions concerning 
the specific intellectual virtues that are or would be most valuable for 
teachers to exemplify. Are teachers better placed to exemplify intellec-
tual courage or intellectual humility, for example, or should they (like 
the rest of us) aim for an appropriate mix of both. In general, how does 
a teacher’s role as an educator in the classroom (as opposed to her pres-
ence as a thinker in the world) influence the intellectual virtues that she 
should seek to exemplify, if at all.

One might wonder if there are, in fact, some intellectual virtues that 
teachers should actively avoid exercising. I have argued elsewhere, for 
example, that teachers should aim to ask fewer questions in the class-
room, in order to cultivate the skill of good questioning (and intellectual 
virtuous character more generally) in students (Watson 2019). This, in 
turn, suggests that teachers should, at least sometimes, avoid exercising 
the intellectual virtue of inquisitiveness (and perhaps curiosity) in order 
to allow space for students to practice and refine these (in my view) es-
sential and primary intellectual virtues (Watson 2016). The possibility 
that teachers may need to actively avoid exercising some intellectual vir-
tues in the classroom raises, I think, the significance of attending to the 
details of the claim that intellectual exemplarity forms an essential part 
of the method of intellectual character education.

The questions I am raising here fall, to some extent, beyond the scope 
of the discussion presented by Croce and Pritchard. They are, at any 
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rate, not raised or explored in the chapter. Nonetheless, these questions 
do, I think, require careful consideration in order to move beyond the 
general conclusion that intellectual character education is essentially 
social, and towards an understanding of the theoretical and practical 
implications of this and, in particular, of placing a specific emphasis on 
direct intellectual exemplars as an educational tool.
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The insightful commentaries to our contribution offered by Alessandra 
Tanesini and Lani Watson highlight some important aspects of the work 
that philosophers, education theorists, and educators should carry out 
to strengthen the theoretical and practical advantages of the educational 
approach we have proposed. The questions they raise would deserve a 
more in-depth treatment than we can offer here, but it seems import-
ant briefly to address a few points that could set the grounds for future 
investigations on intellectual virtue-based approaches to education and 
their social dimensions.

As Tanesini points out, our contribution is only a first step of a long 
journey into a social epistemology of education. From a truly social 
perspective—Tanesini argues—one might expect that the primary epis-
temic goal of education is the epistemic wellbeing of the community 
as opposed to the epistemic well-being of the individual learner. Her 
proposed comparison between the collective educational approaches of 
the pre-industrial settings and the ones we have adopted in Western in-
dustrialized societies reveals that imitation of exemplars or role-models 
plays a relevant role in both cultures albeit one that sacrifices individual 
flourishing to secure the wellbeing of the community at large.

This remark is helpful in that it helps us show that imitation of intel-
lectual exemplars, at least in the educational model that we propose in 
the chapter, drastically departs from this common feature of the two 
cultures that Tanesini considers. A key feature of the virtue-based ap-
proach to education we favor is that it prevents the fostering of unques-
tioning attitudes in the learners via the emulation of mature members 
of one’s community. Quite to the contrary, imitation of exemplars in an 
educational approach grounded in the social cultivation of intellectual 
virtue provides learners with the dispositions and intellectual resources 
to flourish as intellectual agents, and therefore as human beings.

In this respect, the educational approach we propose might in fact 
differ from the standard model of education in Western industrialized 
societies as we do not see the educational role of intellectual virtues as 
a way to induct learners into a particular culture, albeit one that makes 
room for innovation. Relatedly, we think that emulation of role models 
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does not—or, at least, should not—reduce to sheer mimicking. The view 
of education we have put forth is one in which the epistemic wellbeing 
of the community cannot do without ensuring that its members flourish 
at the individual level. Tanesini is right that the solution of problems 
arising in large-scale communities in Western industrialized societies 
requires a level of specialization and a cognitive division of labor that 
call for the exercise of intellectual virtues both at an individual and a 
collective level. Nonetheless, a social approach to education in a com-
munity need not forget about or sacrifice the intellectual flourishing of 
its members as a fundamental epistemic aim. For that would be too high 
a price to pay for proponents of the social epistemology of education.

That said, these considerations about the relationship between the 
goals of education at a collective and individual level can, at best, serve 
as a basis for future investigations into this issue. Two further questions 
raised by Watson add to this list: namely, what it means to emphasize the 
role of intellectual exemplars in education for both educational theory 
and educational practice.

As regards the former, Watson is surely right that educational theories 
that promote relational interactions between teachers and learners sit 
well within the approach we have proposed. It is also true that this might 
speak in favor of reducing the students–teachers ratio where it is possi-
ble. Yet, the fact that we highlight the role of direct exemplars in intellec-
tual character education should not lead one to think that our approach 
is necessarily bound to direct instructional methods, if what we mean 
by that is an old-fashioned teaching approach based on taught classes 
delivered by the teacher. It is surely key to an intellectual virtue-based 
approach to education that the students learn what the virtues are, how 
they work, and why we need them. But prominent examples like the 
Intellectual Virtues Academy (Long Beach, California), the Anteater 
Virtues Project (University of California, Irvine), and the education pro-
grams that the Institute for the Study of Human Flourishing (University 
of Oklahoma) conducts with schools in the Oklahoma City area reveal 
that character education is compatible with a wide variety of strategies 
to help students learn and develop moral, intellectual, and civic virtues.1

As regards the latter question, it is surely helpful to think about which 
intellectual virtues the teachers should exercise and which virtues, as 
Watson argues, they should avoid exercising for the epistemic good of 
their students. Allowing space for them to become inquisitive epistemic 
agents might well require that the teacher refrains from modeling the 
virtues of good questioning and curiosity. This interesting case allows 
us to highlight the importance of involving the students themselves in 
the role-modeling phase of virtue development. Rather than indulging 
in an explanation or an exemplification of how an inquisitive person 
asks questions, the teacher would be particularly helpful in highlighting 
those episodes in which some students, with their questioning or curious 
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attitudes, can serve as intellectual exemplars for their classmates. No 
matter what set of intellectual virtues proves to be fundamental for 
teachers qua role models, the above considerations reveal that teachers 
cannot do without one of the most complex virtues, namely practical 
wisdom. For in most cases, the choice between various possible strat-
egies to help the students develop their virtues will be determined by 
peculiar features of the classroom and the social environment. Practical 
wisdom allows the teacher to tailor their teaching strategies to the over-
all situation of their class and coordinate the joint activity of several in-
tellectual virtues that are key to maintaining such a dynamic approach. 
Interestingly enough, then, teachers cannot but practice an overarching 
intellectual virtue that the students will be able to recognize only once 
they have developed several other intellectual virtuous traits.

Note
 1 For a recent educational study of the Anteater Virtues project at the Univer-

sity of California, Irvine, which also summarizes the pedagogical strategies 
employed and attempts to measure their effects on student learning out-
comes, see Orona and Pritchard (2021).
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