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abstract

Drawing on both empirical evidence and evolutionary considerations, Sperber
et al. argue that humans have a suite of evolved mechanisms for ‘epistemic vigi-
lance’. On their view, vigilance plays a crucial role in ensuring the reliability and
hence the evolutionary stability of communication. This article responds to their
argument for vigilance, drawing on additional empirical evidence (from deception
detection research) and evolutionary considerations (from animal signalling
research) to defend a more optimistic, quasi-Reidian view of communication.
On this alternative view, the lion’s share of the responsibility for explaining the
reliability of testimony falls not to the vigilance of receivers but rather to the hon-
esty of communicators, implying that vigilance does not play a major role in
explaining the evolutionary stability of communication.

Drawing on both empirical evidence and evolutionary considerations, Sperber et al. argue
that humans have a suite of evolved mechanisms for ‘epistemic vigilance’. On their view,
vigilance plays a crucial role in ensuring the reliability and hence the evolutionary stability
of communication. This article responds to their argument for vigilance, drawing on
additional empirical evidence (from deception detection research) and evolutionary con-
siderations (from animal signalling research) to defend a more optimistic, quasi-Reidian
view of communication. On this alternative view, the lion’s share of the responsibility
for explaining the reliability of testimony falls not to the vigilance of receivers but rather
to the honesty of communicators, implying that vigilance does not play a major role in
explaining the evolutionary stability of communication.

Section 1 reviews Sperber et al.’s (2010) case for vigilance, distinguishing two different
readings of the argument. On the rst, vigilance is indispensable to the reliability of com-
munication; on the second, while vigilance is not indispensable, it is adaptive. Section 2
then distinguishes among several forms of vigilance. The rst reading of Sperber et al.’s
argument supports a strongly effective form of type 1 vigilance, while the second supports
a moderately effective form of type 1 vigilance. In the remainder of the paper, I argue that
we should accept only a weakly effective form of type 2 vigilance. Section 3 argues that
Sperber et al.’s evidence does not support effective vigilance, and that there is considerable
evidence that vigilance is neither strongly nor moderately effective; it appears, however,
that vigilance is weakly effective. Section 4 concludes by arguing on evolutionary grounds
that weakly effective vigilance should be viewed in terms of type 2 rather than type 1
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processes. The overall picture that emerges is one on which the reliability of communication
is ensured largely by the prevalence of honest communication, with type 2 vigilance making a
minor contribution to reliability by ltering out some dishonest communicated information.

1. the evolution of vigilance

Two readings of Sperber et al.’s (2010) evolutionary argument can be distinguished. On
either reading, the argument supports the conclusion that ‘[a] disposition to be vigilant is
likely to have evolved biologically alongside the ability to communicate in the way that
humans do’ (Sperber et al. 2010: 360), but they require somewhat different assumptions.

1.1 Vigilance as indispensable

As is standard, Sperber et al. conceive of a speaker’s trustworthiness as having two com-
ponents: competence and honesty. As they point out, if we assume that agents are largely
competent, the central question about vigilance concerns vigilance with respect to honesty:

[T]he major problem posed by communicated information has to do not with the competence of
others, but with their interests and their honesty. While the interests of others often overlap with
our own, they rarely coincide with ours exactly. In a variety of situations, their interests are best
served by misleading or deceiving us. It is because of the risk of deception that epistemic vigilance
may be not merely advantageous but indispensable if communication itself is to remain advan-
tageous. (2010: 359–60)

I focus here on the role of vigilance with respect to honesty in explaining the reliability of
communication, arguing that such vigilance makes only a minor contribution to reliability.

This leaves open the role played by vigilance with respect to competence in explaining the
reliability of communication. If such vigilance turns out to be more effective than is vigilance
with respect to honesty, it may be that Sperber et al. are right in assigning a central role to
vigilance in explaining the reliability of communication. I suspect that this sort of view of the
contribution of vigilance with respect to competence is not workable. First, as Sperber et al.
themselves point out, ‘[i]n general, others are mistaken no more often than we are . . . and
they know things that we don’t know. So it should be advantageous to rely even blindly on
the competence of others’ (2010: 359). This makes it plausible that the contribution of vig-
ilance with respect to competence is relatively minor, though whether such vigilance is
nevertheless adaptive will turn on its costs and benets. Second, the view would require
the assumption that the base rate of incompetent testimony is high (this is analogous to
the assumption about the base rate of dishonest testimony discussed in section 4). There
is reason to doubt this assumption: the view that agents are generally competent is plausible,
since it is equivalent to the assumption that non-testimonial belief-formation is reliable,
which is supported by the point that false belief is in general maladaptive.1 But I do not
attempt to develop these considerations into an argument here.

1 This sort of evolutionary argument for reliability is fairly standard, though it can be challenged. See e.g.
McKay and Dennett 2009 for a recent discussion, and Stich 1990 for a challenge to such evolutionary
arguments. The question of the effectiveness of vigilance relative to dishonesty is of interest even if one
rejects the assumption of general competence.
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Sperber et al.’s evolutionary reasoning for the claim that incentives for dishonesty
necessitate vigilance expands an argument given earlier by Sperber. Against an optimistic
view (associated with Reidian credulism (Coady 1992) in the epistemology of testimony
and analogous to the classical ethological view of animal signalling (Smith 1977)) on
which the function of communication is essentially to transmit accurate information,
Sperber argues that ‘[c]ommunication produces a certain amount of misinformation in
the performance of its function, more specically in the performance of those aspects of
its function that are benecial to the communicator’ (2001). While, from the point of
view of the receiver, testimony functions to provide accurate information, from the
point of the communicator, it functions to inuence the behaviour of the receiver in
ways that are benecial to the communicator. And while desired behaviour can sometimes
be produced by providing accurate information, it is often the case that providing inaccur-
ate information is the best means of producing the desired behaviour.

Thus, in a move analogous to that inuentially made by Dawkins and Krebs in the eld of
animal signalling (Dawkins and Krebs 1978; Krebs and Dawkins 1984), Sperber foregrounds
the fact that communicators regularly have an incentive to deceive receivers. The resulting
tendency of communicators to attempt to deceive gives rise to epistemic vigilance, for

[i]f communication were on the whole benecial to producers of messages . . . at the expense of
receivers, or benecial to receivers at the expense of producers, one of the two behaviors would
be likely to have been selected out, and the other behavior would have collapsed by the same
token. In other words, for communication to evolve, it must be a positive-sum game where, in
the long run at least, both communicators and receivers stand to gain. (2001)

In the case of animal signalling, Zahavi’s handicap principle (Zahavi and Zahavi 1997) is
usually invoked to account for the reliability of communication. According to the prin-
ciple, signals are reliable because they are costly and therefore hard to fake. (Because
the peacock’s tail entails signicant costs, only high-quality peacocks can produce
impressive tails, so an impressive tail is a reliable signal of the peacock’s quality as a
mate.) But the production of a testimonial utterance is normally cheap (lying is easy),
so handicaps cannot plausibly be invoked as the mechanism that accounts for the
reliability of human communication. Sperber concludes that, ‘if communication has stabil-
ized among humans, it must be that there are ways to calibrate one’s condence in com-
municated information so that the expected benets are greater than the expected costs’
(2001) – as Sperber et al. now put it, that we are epistemically vigilant.

On this reading of the argument, its core idea is that we need to assume that humans
are epistemically vigilant in order to account for the evolutionary stability of communi-
cation. Given that communicators frequently have an incentive to lie, non-vigilant recipi-
ents would end up forming many false testimonial beliefs, reducing their tness until
communication collapsed. Since communication appears to be evolutionarily stable, we
can infer that recipients are vigilant.

1.2 Vigilance as dispensable but adaptive

The rst version of the argument requires the strong assumption that dishonest testimony
is sufciently frequent to render a policy of non-vigilant acceptance sufciently unreliable
to produce a dramatic reduction in the tness of receivers. Elsewhere, Sperber et al. suggest,
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less starkly, that misinformation may be frequent enough to ‘reduce, cancel, or even reverse’
the potential gains to be had by accepting testimony (2010: 360). The possibility that dis-
honesty could reverse the gains provided by communication suggests the rst reading of
the argument, but the possibility that it could merely reduce or cancel them suggests an
alternative reading, on which vigilance is not indispensable but is nevertheless adaptive.
The core idea of this version of the argument would be that, since communicators inevitably
produce some dishonest testimony, receivers benet if they can lter out dishonest testi-
mony, even if it would nevertheless still be adaptive simply to accept all incoming testimony.

On this reading, the argument no longer requires the strong assumption that dishonest
testimony is sufciently frequent to render non-vigilant testimonial belief formation highly
unreliable, but still gives us reason to suppose that humans have evolved to be epistemi-
cally vigilant. And since, as we will see, there are both empirical and theoretical reasons
to take dishonesty to be infrequent (though not, as Sperber et al. suggest (2010: 368),
because recipients’ vigilance prevents communicators from lying – see section 4), there
is reason to favour the second version of the argument.

Note, however, that the second version depends on the additional assumption that the
benets of vigilance to the receiver outweigh its costs – this further fact follows if vigilance
is indispensable to the stability of communication, but if vigilance need not be invoked to
account for the stability of communication and is rather predicted because it would increase
the benets of communication to receivers, then it is required as a separate assumption that
this benet of vigilance is not outweighed by the (cognitive or other) costs of vigilance.

2. forms of vigilance

A range of forms of vigilance are possible. Considering various possible forms of vigilance
allows me to specify two versions of the view which Sperber et al. might mean to defend,
and to identify the most promising alternative view.

2.1 Strongly, moderately and weakly effective vigilance

When Sperber et al. (2010) argue that humans are epistemically vigilant, they might, at the
most general level, be making either of two claims:

1. Bare vigilance: Recipients are vigilant in the sense that they monitor for (are on the
lookout for) deception on the part of communicators, whether or not they often suc-
ceed in detecting it when it is present.

2. Effective vigilance: Recipients are vigilant in the sense that they monitor for deception
on the part of communicators (they exercise bare vigilance), and this monitoring is
effective, i.e. they often2 succeed in detecting deception when it is present.

As I argue in section 3.2, the empirical studies cited by Sperber et al., since they provide
little evidence of sensitivity to trustworthiness, primarily support the claim that we exer-
cise bare vigilance. Their evolutionary argument, on the other hand, to the extent that it

2 As Sperber et al. (2010) point out, vigilance need not succeed in weeding out all dishonest communi-
cation. See below on quantitative dimensions of vigilance.
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succeeds, supports the claim that we exercise effective vigilance, since it appeals to the
benets to receivers of sensitivity to trustworthiness.

These two lines of reasoning might seem to complement each other: the evolutionary
argument shows that we must be effectively vigilant; the empirical research identies
mechanisms for bare vigilance; together, they suggest that the identied mechanisms are
effective. But this appearance is misleading, for there is a large body of research on
human deception detection which shows precisely that we are not effectively vigilant to
any signicant extent. And if we are not effectively vigilant, then obviously the evolution-
ary argument purporting to show that we are has gone wrong somewhere. Thus we are no
longer entitled to conclude that the mechanisms for bare vigilance identied by Sperber
et al. are likely to be effective.

Sperber et al. acknowledge the basic nding of deception detection research (‘what it
shows, in a nutshell, is that detecting deception on the basis of non-verbal behavioural
signs is hard’), but argue that this does not spell trouble for vigilance: ‘In order to gain a bet-
ter grasp of the mechanisms for epistemic vigilance towards the source, what is most urgently
needed is not more empirical work on lie detection or general judgments of trustworthiness,
but research on how trust and mistrust are calibrated to the situation, the interlocutors and
the topic of communication’ (2010: 370–1). This move, however, only makes sense as long
as we are assuming that vigilance must be effective to a signicant extent and, as I will argue
(section 3.1), work on lie detection strongly suggests precisely that trust and mistrust are not
calibrated to the situation, the interlocutors and the topic of communication.

Given the basic distinction between bare and effective vigilance, there appear at rst
glance to be four possibilities that we need to consider:

1. Recipients exercise bare vigilance and therefore usually avoid being deceived.
2. Recipients exercise bare vigilance but are nevertheless often deceived.
3. Recipients do not exercise bare vigilance and therefore are often deceived.
4. Recipients do not exercise bare vigilance but nevertheless usually avoid being deceived.

Sperber et al. focus primarily on possibilities 1 and 3. Since it is plausible, on evolutionary
grounds, that we are not too frequently deceived, they are right to rule out possibility 3,
and the same sort of evolutionary considerations rule out possibility 2.

What of possibility 4? While we have good evolutionary grounds for assuming that we
are not too frequently deceived, a variety of mechanisms for minimizing deception have
been identied in both the deception literature and the animal signalling literature, and
we should not, until we have canvassed these other mechanisms, be prepared to conclude
that vigilance plays a major role in allowing humans to avoid deception. Indeed, though I
will grant that we exercise a certain form of vigilance and that this vigilance makes a cer-
tain contribution to the reliability of testimonial belief formation, I will argue that this
contribution is in fact minor – in an important sense, possibility 4 is closer to the truth
than is possibility 1.

While possibility 4 is closer to the truth, we can get closer yet; the truth is somewhere
between possibilities 1 and 4. In order to see how this might be the case, note that the
‘therefore’ in possibility 1 conceals an additional possibility, namely, that while recipients
exercise bare vigilance and usually avoid being deceived, avoidance of deception is due pri-
marily to some factor other than vigilance. The basic point here is that vigilance is not
all-or-nothing but rather varies quantitatively along several dimensions. First, obviously,
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we can ask: how successful is vigilance at detecting deception? The formulations given
above already take this dimension into account. But there are at least two additional
quantitative dimensions to vigilance:

• What are the relative contributions of vigilance and other factors to the reliability of
communication?

• To what extent are receivers vigilant?

Focusing for the moment on the former question, we can distinguish the following
possibilities.

1. Strongly effective vigilance: Recipients exercise bare vigilance, and, due primarily to
this, they usually avoid being deceived.
2–4 as above.

5. Weakly effective vigilance: Recipients exercise bare vigilance, and they usually avoid
being deceived, but this is due primarily to some other factor.

Version 1 of the evolutionary argument supports possibility 1, strongly effective vigilance.
Version 2, since it allows that vigilance need not be indispensable to reliability, supports
an intermediate possibility:

6. Moderately effective vigilance: Recipients exercise bare vigilance, and they usually avoid
being deceived; both vigilance and some other factor make signicant contributions.

We have already ruled out possibilities 2 and 3 on basic evolutionary grounds. Sperber
et al. provide convincing evidence that we are vigilant to some extent, which rules out
possibility 4. But nevertheless possibility 4 is closer to the truth than either possibility 1
or possibility 6, for, while vigilance does play a role in enabling reliable testimonial belief
formation (contra possibility 4), it plays only a minor role – in fact, vigilance is not
strongly effective or even moderately effective but only weakly effective (possibility 5).

2.2 Type 1 and type 2 vigilance

In order to see how vigilance might play this sort of limited role, it is necessary to take the
remaining quantitative dimension of vigilance into account: to what extent are we vigi-
lant? The question has two parts. How often (when) are we vigilant? And how many
resources do we devote to vigilance?

Sperber et al. take vigilance to be our default state – the mechanisms for vigilance are
always on. Thus, though they do assign a role to what I will refer to as type 2 (reective,
conscious, deliberate) vigilance, they take vigilance to be primarily a matter of type 1
(automatic, unconscious, heuristic) processing, as far as vigilance with respect to honesty
is concerned. While they do not explicitly draw the type 1/2 distinction (Frankish 2010),
they remark in various places that monitoring is typically an unconscious, ongoing pro-
cess, only occasionally giving rise to conscious, controlled processing, so they appear to
have roughly this distinction in mind.

I will argue that, to the extent that we are vigilant with respect to honesty, vigilance is
primarily a type 2 process which is engaged relatively rarely but which is highly reliable
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when engaged. This sort of selectively triggered type 2 vigilance can make a modest con-
tribution to the reliability of testimonial belief formation, even if it is not sufcient on its
own to lter out very much deceptive communication. Though Sperber et al. do assign a
limited role to selectively triggered type 2 vigilance, their view of this role differs somewhat
from mine. They rely here on the argumentative theory of reasoning developed recently by
Mercier and Sperber, according to which ‘reasoning contributes to the effectiveness and
reliability of communication by enabling communicators to argue for their claim and
by enabling addressees to assess these arguments’ (2011: 71–2). The basic claim is that
interpretation of an utterance involves activation of relevant background beliefs, which
may reveal that the communicated information is incoherent with the subject’s existing
beliefs. When this happens, a vigilant subject may engage in further coherence checking
in order to determine whether to reject the communicated information or, instead, revise
some of his other beliefs in order to accept it. I grant that such selectively triggered coher-
ence checking might allow agents to lter out some dishonest communicated information,
but point out that coherence checking will not be the whole story about type 2 vigilance,
which can also be triggered by other factors, including the sort of behavioural cues dis-
cussed below (section 4.1). More importantly, I maintain, selectively triggered type 2 vig-
ilance can make only a minor contribution to the reliability of testimonial belief
formation, even if it is itself highly reliable, for, as Sperber remarks elsewhere (2001),
coherence checking is cognitively costly and thus will be invoked only rarely, and this
goes for type 2 vigilance in general. It is not clear whether Sperber et al.’s and Mercier
and Sperber’s view on coherence checking is consistent with this. They do refer to coher-
ence checking as a mechanism that functions in addition to calibration of trust in the situ-
ation, so their view may be compatible with the point. On the other hand, their extensive
discussion of coherence checking suggests that, as far as vigilance with respect to compe-
tence is concerned, they may intend to assign a more central role to type 2 vigilance. Since
my argument focuses on vigilance with respect to honesty, I will not explore this further;
as far as vigilance with respect to honesty is concerned, I differ from them primarily over
the role of type 1 vigilance.

3. strongly and moderately effective type 1 vigilance

In this section, I rst review evidence that vigilance is neither strongly nor moderately
effective. I then consider the positive evidence adduced by Sperber et al., arguing that it
fails to support either strongly or moderately effective vigilance. In short: vigilance is at
most weakly effective.

3.1 The evidence from deception detection research

Any mechanism for face-to-face deception detection will have two basic components: cues
to deception provided by the communicator,3 and a sensitivity to those cues on the part of
the receiver.

3 The cues relevant in this context must be detectable by agents unaided, i.e. without the use of specialized
equipment. The existence of internal differences between lying and honesty (e.g. changes in brain
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3.1.1 Cues to deception

As the deception detection literature unambiguously shows, there are only a few, weak
cues to deception. I have discussed research on cues elsewhere (Michaelian 2010); here,
I briey review the main ndings, relying mainly on Vrij’s recent authoritative survey
(2008). Vrij argues that we have little theoretical reason to expect to be able to identify
many cues strongly correlated with deception, since (1) the fact that someone lies need
not change his behaviour, and (2) behaviours that accompany lying can also accompany
truth-telling. And indeed, based on an extensive review of studies of cues to deception, Vrij
concludes that there are only a small number of weak cues to deception.

Gaze aversion provides a vivid example. Folk wisdom has it that liars tend to avert their
gaze: in a large-scale study carried out in 75 different countries and 43 different languages,
a majority (64%) of people reported believing that ‘liars look away’ (Global Deception
Research Team 2006). The belief that gaze aversion is associated with deception is intui-
tively plausible – lying is considered to be morally unacceptable, so liars should feel
ashamed. Indeed, as Vrij 2008 points out, the belief is so plausible that it is regularly
expressed in popular media and even police training manuals. However plausible the
belief might be, gaze aversion turns out not to be a cue to deception. Of 46 studies
reviewed by Vrij in which gaze aversion was investigated, only ve found that liars
avert their gaze more often than truth-tellers. Six found that truth-tellers avert their
gaze more often than liars, and the remaining 35 studies found no relationship between
honesty and gaze aversion. In their meta-analysis, DePaulo et al. (2003) nd an effect
size d of only .03 for gaze aversion. In general, one would expect liars to display many
more behaviours associated with nervousness – hesitations, pauses, etc. – but these beha-
viours also turn out not to be genuine cues to deception. Similarly, we tend to think that
lies are less consistent than truths, and that they contain more contradictions; this also
turns out not to be the case. There are, however, some characteristic behavioural differ-
ences between liars and truth-tellers (though in many cases the effect size is small); for
example, pitch of voice tends to differ, and certain movements are more characteristic
of truth-tellers than liars. Similarly, lies tend to be shorter and less plausible than honest
statements (Vrij 2008).

3.1.2 Sensitivity to cues

Since there are only a small number of genuine cues to deception, and since in many cases
these are only weakly correlated with deception, it is unlikely that we can actually use cues
to detect deception in real time, as strong or moderate vigilance would require. There are,
however, some genuine cues to deception, even if these are weak, so we cannot rule the
assumption out entirely – it is possible that, despite the difculty of the task, agents man-
age to exploit the available cues to monitor effectively for deception. As the deception
detection literature shows, however, this is not the case; deception detection accuracy

activity, measurable by fMRI (Wolpe et al. 2010)) or of external differences (e.g. changes in blood
pressure and other physiological changes, measured in polygraph exams (National Research Council
2003)) which need not produce observable behavioural effects is irrelevant. What matter are percep-
tually detectable behavioural (verbal or non-verbal) cues, so I will consider only such cues in what
follows.
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has consistently been found to be barely above chance. Vrij (2008) nds an average accu-
racy rate of 54.25 per cent, and I will follow him in taking deception detection accuracy to
be about 54 per cent.

Despite the consistency with which deception detection accuracy is found to be barely
better than chance, one might attempt to dismiss the nding, insisting that the relevant
experiments (a typical set-up requires subjects to provide deception judgements for video-
taped statements by strangers) stack the deck against receivers, making it more difcult for
them to detect deception than it normally is in ecological situations. This strategy is
adopted by von Hippel and Trivers (2011), whose argument that self-deception evolved
to facilitate other-deception, like Sperber et al.’s argument for vigilance, requires that sen-
sitivity to deception is good. Von Hippel and Trivers admit that the literature seems to
show that deception detection ability is poor, but suggest various ways in which it
might underestimate agents’ actual detection ability. For example, they point out that
most studies are conducted using subjects who are strangers to each other, which elimin-
ates the possibility of using cues that are specic to an individual and might be known to
someone in an ongoing relationship with that individual. They then argue that ‘[i]f rates of
deception detection are, in fact, substantially higher outside the laboratory than in it, we
are led back to the notion of a co-evolutionary struggle between deceiver and deceived’
(2011: 4).

If deception detection rates are substantially higher than the research apparently shows
them to be, then we are indeed back to the ‘evolutionary arms race’ picture of communi-
cation. However, their dismissal of the relevant research is much too quick. They identify
various ways in which typical deception detection studies depart from ecological situ-
ations and suggest that, if studies were more ecologically valid, detection rates would
increase signicantly, but they provide little evidence to support this. Moreover, they over-
look the ndings of existing studies in which their concerns are addressed. Similar points
are emphasized by Vrij 2011 and Dunning 2011. Vrij points out that the claim that detec-
tion rates would go up in studies using subjects who are known to each other is contra-
dicted by work on deception detection in close relationships (2011: 41). Dunning
similarly points out that von Hippel and Trivers’s claim that deception detection ability
outside the laboratory is good is contradicted by the available evidence.

This raises the challenge of explaining why deception detection ability is poor. As Park
and Levine (2001) emphasize, it is misleading to say simply that deception detection accu-
racy is slightly better than 50 per cent; in fact, deception detection accuracy varies as a
function of the base rate of honesty, with deception detection accuracy increasing as the
base rate of honesty increases (Levine et al., 1999). In order to account for this ‘veracity
effect’, Park and Levine argue that subjects are in general truth-biased (Park and Levine
2001; Levine et al. 2006): they tend to judge that received messages are honest, regardless
of actual message honesty.

This, in turn, raises the challenge of accounting for the existence of the truth bias. Here,
we can point to the inuence of false beliefs about cues to deception (there is only modest
overlap between believed cues and genuine cues to deception: Vrij 2008) and, crucially, to
the costs of monitoring for deception, which can be broken down as follows.

• Cognitive costs: as I argue in section 4, monitoring requires cognitive resources (over
and above those required simply to interpret the utterance), giving agents an incentive
not to monitor.
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• Emotional costs: conversational norms prohibit certain behaviours (e.g. close question-
ing of the speaker) which can enable receivers to detect deception, entailing an emotion-
al cost for agents who monitor for dishonesty, again giving agents an incentive not to
monitor.

• Social costs: violation of these conversational norms may also result in social sanctions,
giving agents an additional incentive not to monitor.

3.2 Sperber et al.’s evidence for effective vigilance

The evidence from deception detection research that receivers are rarely able to detect
deception in face-to-face interaction is strong; and the positive evidence cited by
Sperber et al. (on the formation of general judgements of trustworthiness, and on the
development of children’s attitudes towards testimony) does not provide signicant sup-
port for strongly or moderately effective vigilance.

3.2.1 General judgements of trustworthiness

As Sperber et al. note, the trustworthiness of a given speaker will vary from situation to
situation, implying that precise calibration of trust (allocation of trust to informants
according to ‘the topic, the audience, and the circumstances’) would be benecial. Such
precise calibration, however, would be extremely costly, suggesting that we rely largely
on general judgements of trustworthiness rather than precisely calibrated judgements.
Since there is no ‘failsafe way of calibrating one’s trust in communicated information so
as to weed out all and only the misinformation’, they infer that there must have been
‘ongoing selective pressure in favour of any available cost-effective means to at least
approximate such sorting’ (2010: 369).

The suggestion is that we must have some good-enough method of approximating highly
accurate situation-by-situation evaluations of trustworthiness. The research to which
Sperber et al. appeal in support of this suggestion, however, while it indeed conrms that
we tend to form general judgements of trustworthiness using rapid, type 1 processes, tells
us nothing (because it is not designed to tell us anything) about the accuracy of those judge-
ments. For example, Willis and Todorov (2006) show that we form highly stable general
judgements of trustworthiness in mere milliseconds, but this nding tells us nothing
about the accuracy of those judgements. And if general judgements of trustworthiness are
going to gure in an argument for effective vigilance, they must tend to be accurate.

Sperber et al. themselves note this problem, remarking that ‘[o]ne might wonder if such
split-second judgements of trustworthiness have any basis at all’ (2010: 370). And indeed
one might: however tempting it is to suppose that formation of split-second general judge-
ments of trustworthiness must be adaptive and that the judgements in question must there-
fore be fairly accurate, there is reason to suspect that they are not. Baby-faced people, for
example, tend to be judged to be more trustworthy (Zebrowitz 1999), but there would
appear to be no reason to take baby-facedness to correlate with actual trustworthiness.
Sperber et al. argue in response that ‘what this experiment suggests is that looking for
signs of trustworthiness is one of the rst things we do when we see a new face’. This
is, of course, what the experiment shows, but, again, the nding that we form split-second
general judgements of trustworthiness does not answer the question about the accuracy of
those judgements.
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Additionally, while Sperber et al. appeal to general judgements of trustworthiness as a
means of approximating more accurate situation-by-situation evaluations, we might
worry that formation of such general judgements is just a special case of our well-
documented tendency to commit the fundamental attribution error, in which case we
have an additional reason to expect general judgements not to be very accurate.
Responding to this worry, Sperber et al. suggest that general judgements of trustworthi-
ness might not be baseless, since different communicators might adopt different policies
with respect to being honest. There are two problems with this strategy. First, there
does not in fact seem to be much variation in the honesty policies that communicators
adopt: while there appear to be a few ‘prolic liars’, most people are honest most of
the time (Levine and Kim 2010; Serota et al. 2010), making it difcult to form judgements
that track whatever slight differences there might be between honesty policies. Second,
even if we suppose that there is signicant variation among honesty policies, we have
no evidence that our general judgements of trustworthiness track these differences.

3.2.2 The development of vigilance

The work on the development of children’s attitudes towards testimony discussed by Sperber
et al. concerns attitudes towards testimony where the trustworthiness of the communicator is
already known or easily ascertained – in the relevant experiments, either the children are
explicitly told that an informant is trustworthy or have an opportunity to develop a track-
record for the informant, or the informant’s testimony directly contradicts the children’s
own experience. But that children distrust testimony when they already know that the rel-
evant testier is untrustworthy is one thing; it is another thing for them to be able to reliably
determine that a given testier is untrustworthy (and so to distrust his testimony) when they
do not already have that information. Due to this feature of the research, it provides very
limited evidence about the reliability of children’s vigilance: while it appears to show that,
from a very young age, children are good at rejecting testimony where they have direct evi-
dence about the trustworthiness of the speaker, it shows nothing (because it is not designed to
show anything) about whether they reliably reject untrustworthy testimony where such direct
evidence is unavailable. And given that only in a minority of our interactions do we have
direct evidence about the trustworthiness of the speaker, the latter question is crucial.

Sperber et al. argue that young children are not gullible, blindly accepting whatever
they are told, but rather allocate trust on the basis of available information about benevo-
lence, appealing to a series of experiments by Mascaro and Sperber (2009), and compe-
tence, appealing to work by Clément and collaborators (2004). In Mascaro and
Sperber’s rst experiment, 3-year-old children were told that a puppet was either ‘kind’
or ‘mean’; it was found that they tended to prefer testimony from the kind puppet.
Even granting that the children preferred testimony from the kind puppet because they
took it to be more likely to be accurate, the experiment obviously does not show anything
about their ability to detect deception, since they are given a reason to distrust the puppet
ahead of time. In their second experiment, children were told that a puppet is a ‘big liar’
(that he ‘always tells lies’); it was found that 3-year-old children tend nevertheless to accept
the testimony of the puppet, whereas children 4 and older inferred that the opposite of
what the puppet said was true. Again, this experiment tells us nothing about whether chil-
dren are able to lter out dishonest testimony when they are not informed in advance that
the testimony will be dishonest. In Mascaro and Sperber’s nal experiment, children were
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told not that the puppet was a liar but that he was ‘mean’ and did not want them to nd a
sweet; it was found that older children are better at inferring that the mean puppet will
attempt to mislead them about the location of the sweet. This experiment, like the others,
tells us nothing about children’s ability to detect deception where they do not already have
reason to take it to be present, or even whether they attempt to do so.

Thus, while Mascaro and Sperber’s research reveals much about the stages of children’s
developing understanding of deception and their ability to refrain from accepting the testi-
mony of known deceptive informants, to the extent that epistemic vigilance is a matter of
processes devoted to screening out incoming false information on the basis of available be-
havioural cues, the research does not provide any support for strongly or moderately effec-
tive vigilance.

The experiments by Clément et al. (2004) which Sperber et al. cite have analogous fea-
tures, which means that they, too, do not provide signicant support for effective vigi-
lance.4 In their rst experiment, subjects (3-, 4- and 5-year-old children) were told that
one puppet always gives the right answer, while the other always gives ‘some strange
answers’; they also had a chance to observe that the reliable puppet is reliable and that
the unreliable puppet is unreliable. They found that 4- and 5-year-olds, if not the younger
children, tended to prefer the testimony of the reliable puppet to that of the unreliable pup-
pet and to prefer their own observations when these conicted with the testimony of the
reliable puppet. The set-up of their second experiment was similar, and they obtained
similar results. Thus, while these two lines of research nicely complement each other,
with one focusing on honesty and the other focusing on competence, neither demonstrates
that children attempt to determine trustworthiness where it is previously unknown or
where received testimony does not directly contradict observation; thus, even as far as
bare vigilance is concerned, they concern only a limited form of vigilance. And thus
neither demonstrates that children succeed in determining trustworthiness where it is pre-
viously unknown or where received testimony does not directly contradict observation;
thus, as far as effective vigilance is concerned, they provide little support.

In a more recent article, Clément (2010) points out that relatively little work has been done
on children’s ability to lter communicated information when no information about the truth
of the communicated information or about the speaker’s reliability is available. In order to
suggest that children are able to do this, he cites work showing that children rely to some
extent on the age of the speaker (Jaswal and Neely 2006), on consensus (Corriveau et al.
2009), and on familiarity (Corriveau and Harris 2009) (in addition to the speaker’s benevo-
lence (Mascaro and Sperber 2009)). This research provides additional support for bare vig-
ilance, but, like the work by Clément et al., it does not reveal anything about the reliability of
children’s judgements of trustworthiness in general or their judgements of honesty in particu-
lar. We might speculate that this work shows that children are sensitive to factors correlated
with trustworthiness, which in turn suggests that their judgements of trustworthiness are
somewhat reliable. But the research on deception detection in adults shows that we should
not accept this sort of speculation. It is equally plausible, in the adult case, to argue that adults
are sensitive to certain factors correlated with deception, which suggests that their deception
judgements are fairly reliable, but, as we saw above (section 3.1), adults have only a slight
sensitivity to deception.

4 Additionally, given that they focus on competence rather than honesty, they are only indirectly relevant.
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Nor is there reason for special optimism with respect to children. While children’s abil-
ity to lie has been investigated extensively, as has the ability of adults to detect children’s
lies, relatively little work has been done on children’s own ability to detect lies. But the
existing work suggests that children rely on cues similar to those that determine adults’
deception judgements – in particular, that they rely on gaze aversion (Einav and Hood
2008). And adults’ deception judgements are not sensitive in part because they rely on
false cues, including gaze aversion, as we have seen. Thus it is unlikely that children’s
deception judgements are reliable. And so the research cited by Sperber et al. on the devel-
opment of attitudes towards testimony, like the research on formation of general judge-
ments of trustworthiness, provides no reason for us to accept strongly or moderately
effective vigilance: these two lines of research show that, from an early age, we have a pre-
ference for not relying on untrustworthy communicators (the developmental work) and
that we rely to some extent on type 1 processes to evaluate the trustworthiness of commu-
nicators (the work on general judgements of trustworthiness); but neither shows that we
have a capacity for reliably detecting untrustworthiness.

3.3 Other sources of evidence

There are other sources of evidence which, while not cited by Sperber et al., could none-
theless be used to support their argument. In a recent study, Kogan et al. (2011) show that
individuals who have a variation of a certain gene which is associated with higher levels of
prosociality tend to be judged as being more prosocial (where this includes trustworthi-
ness) by observers on the basis of brief (20 seconds) observations of their behaviour.
One might argue that this nding reinforces Sperber et al.’s claim that we employ rapid
type 1 processes enabling accurate judgements of trustworthiness: a genetic difference cor-
related with higher levels of trustworthiness gives rise to some observable differences
which enable receivers to accurately judge trustworthiness.

But this would be premature at best, due to several features and limitations of the study.
First, the study does nothing to undermine the nding that deception detection accuracy is
poor, which by itself is sufcient to undermine Sperber et al.’s argument. Second, the tar-
gets who were judged to be more or less prosocial were not known to the experimenters to
actually be more or less prosocial, so the study provides only indirect evidence that we are
able to accurately judge prosociality on the basis of brief observations of behaviour.
Moreover, since, as the authors themselves point out, prosociality is presumably deter-
mined by multiple factors, a single-gene approach like that taken in the Kogan et al.
study can provide only limited evidence about sensitivity to prosociality. Finally, the
study did not concern judgements of honesty on a particular occasion. Subjects were
asked to rate target individuals for trustworthiness, rather than to evaluate their current
statements for honesty. So, while it might provide some support for accurate judgements
of trustworthiness of individuals, it provides no support for accurate judgements of trust-
worthiness of statements, since trustworthiness of an individual is only one among
multiple factors determining trustworthiness on a particular occasion.

3.4 Against strongly and moderately effective vigilance

The rst version of Sperber et al.’s argument is best understood as concluding that we
employ type 1 processes enabling strongly effective vigilance – that is, that type 1 processes
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output judgements that are highly reliable and so can play the major role in accounting for
the reliability of testimonial belief formation. This view is not supported by the evidence
cited by Sperber et al., and it is directly contradicted by the evidence from deception detec-
tion research. So we can conclude that the rst version of the argument fails: we do not
employ type 1 processes enabling strongly effective vigilance.

The second version of the argument is best understood as concluding that we employ
type 1 processes enabling moderately effective vigilance – that is, that type 1 processes out-
put judgements that are sufciently reliable to play a signicant role in accounting for the
reliability of testimonial belief formation. This view, again, is not supported by the evi-
dence cited by Sperber et al., nor is it consistent with the evidence from deception detec-
tion research, since this shows that our deception detection accuracy is barely better than
chance. So we can likewise conclude that the second version of the argument fails: we do
not employ type 1 processes enabling moderately effective vigilance.

4. weakly effective type 2 vigilance

If vigilance is only weakly effective, there remains the question of how to account for our
slight sensitivity to deception – is this the result of type 1 or type 2 processes? Once we
have answered this question, it will remain to provide an alternative explanation of the
evolutionary stability of communication.

4.1 Type 2 vigilance can explain deception detection accuracy

Given that selectively triggered type 2 vigilance is less costly than the alternative,
always-on type 1 vigilance (see section 4.3), we should favour an explanation of our slight
sensitivity to deception in terms of the former, if such an explanation is available. In this
section, I draw on a recent proposal by Levine (2010) to argue that selectively triggered
type 2 vigilance can indeed explain our slight sensitivity to deception.

Levine’s core claim is that ‘stable and slightly better than chance accuracy is a function
of a few transparent liars’ (2010: 44). It is usually supposed that our slightly better
than chance accuracy (54%) should be explained in terms of ‘leakage’ – the idea that,
because liars experience certain emotions not experienced by truth-tellers, and because
they cannot fully control the expression of these emotions, lying creates cues that ‘leak
out’, enabling receivers to detect lies (2010: 45). On this view, the detection accuracy
rate is low because the leaked cues are imperfectly correlated with deception and because
people also rely to some extent on false cues. However, as Levine argues, there are a
number of ndings that cannot be explained by this approach. If low accuracy rates
were due mainly to use of false cues, training should improve accuracy, but training
does not appear to improve accuracy signicantly (2010: 47). Similarly, the leakage
approach suggests that experience should improve lie-detection ability, with people such
as police displaying superior ability, but experience, too, appears not to improve accuracy
signicantly (Levine 2010: 47). Finally, the leakage approach suggests that we should nd
signicant variance in accuracy rates among receivers, but little variance is found. Levine’s
alternative explanation is that there are a few transparent liars, that is, liars whose behav-
iour makes it so easy to determine that they are lying that the receiver can easily do this,
but that most liars are not transparent, a suggestion supported by the nding that variance
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in communicator demeanour is larger than variance in receiver ability (Bond and Depaulo
2006).

The basic explanation is illustrated using a test-taking analogy (Levine 2010: 44–5).
Suppose that a large number of students is given a series of tests consisting of 100
true–false questions, and that the average score on the test is around 55, with little vari-
ation among tests or students. One way to explain this pattern of scores is in terms of the
abilities of the test-takers: most students learned around 10 per cent of the content to be
tested; this allowed them to correctly determine the answers to 10/100 questions; guessing
on the remaining 90 allows them to get about 45/90 right, for a result of 55/100 correct
answers on the test. Given that there is little variance among scores, however, an alterna-
tive explanation emphasizing features of the test, rather than the test-takers, becomes
plausible: it might be that 90 of the questions were so difcult that every student had
to guess, regardless of his ability, while the remaining 10 questions were so easy that
every student could get them right, again regardless of his ability. The suggestion is that,
in an analogous manner, our slight sensitivity to deception should be explained in terms
of variance in communicator performance, rather than in terms of receiver detection ability:

most people can lie seamlessly without diagnostically useful leakage, but a few people tend to give
themselves away and consequently are systematically detected by most observers. There are
enough transparent senders to produce accuracy rates that statistically exceed chance level, but
too few (under the conditions in most deception detection experiments) to allow for accuracy
rates that exceed chance by much. Those few transparent senders are seen as transparent by almost
everyone so there is much more variance in transparency than ability. Hence, accuracy ndings tell
us more about the sender than the detector. (Levine 2010: 49–51)5

If our slight sensitivity to dishonesty stems from the occasional transparency of liars,
there is no need to invoke always-on type 1 monitoring to explain it; instead, the obvious
cues given by transparent liars can trigger type 2 processes which enable accurate decep-
tion judgements on those occasions. This explanation requires that receivers have some
degree of sensitivity to the cues provided by transparent liars, but the behaviour of trans-
parent liars can make it apparent that they are lying, even if receivers do not employ a
monitoring process dedicated to detecting cues: unusual behaviour by the communicator
induces the receiver to consciously monitor him – and this type 2 monitoring, when
engaged, permits formation of accurate deception judgements. Thus, if the ‘few transpar-
ent liars’ approach is right, our slightly better than chance accuracy may be explained in
terms of type 2 rather than type 1 vigilance.

When we exchange information with others, we mostly trust them to tell us the truth,
just as we mostly try to tell the truth to them; we do not need to devote any signicant
resources to monitoring for attempts to deceive us, but rather (see section 4.2) concern
ourselves with giving accurate information when we testify. Occasionally, however,

5 In section 3.1.2, I cited Park and Levine’s probability model of deception detection accuracy (Park and
Levine 2001), which appeals to receivers’ truth bias to explain the veracity effect, in which accuracy is a
function of the base rate of honesty. As Levine points out (2010: 52–3), the ‘few transparent liars’model
is consistent with the Park-Levine probability model: if truth-biased receivers were totally insensitive to
deception, then at a .5 base rate of honesty, accuracy would be 50%; communicator transparency is
invoked to explain the gap between this and the nding that accuracy is 54% at a .5 base rate of
honesty.
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unusual behaviour causes us to consciously take deliberate steps to avoid being deceived –

when someone is suddenly extremely nervous, for example, we might begin to monitor
him to attempt to determine whether he is lying to us. My suggestion is that, in such situ-
ations, we usually manage to avoid being deceived. We withdraw our default trust in the
communicator and attempt to determine whether he is indeed lying, and evaluations made
under these circumstances are reliable. Selectively triggered type 2 vigilance does not
depend on ongoing type 1 vigilance. The idea is not that type 2 vigilance kicks in when
the cues for which type 1 vigilance monitors cross a certain threshold but rather
that the basic level of attention required to receive and interpret testimony is enough to
reveal the behaviours that make type 2 vigilance appropriate.

4.2 The base rate of deception is low

Regardless of how our slight sensitivity to deception is to be explained, there remains the
question of how to account for the reliability of communication given that we are largely
insensitive to deception. Sperber et al. focus on the potential role of vigilance in ensuring
the reliability of communication. But if the base rate of dishonesty is sufciently low, then
vigilance need not be invoked to explain the reliability of communication.

There are two points to be made here. First, there is empirical evidence that the base
rate of deception is low (though admittedly this evidence by itself is too limited to be con-
clusive). Existing attempts to get a sense of the frequency of lying in non-laboratory set-
tings all suggest that lying is a regular but infrequent occurrence. As noted above, while
there is some evidence that there are a few prolic liars, most people appear to lie infre-
quently (Levine and Kim 2010; Serota et al. 2010; DePaulo et al. 1996; Levine et al.
2010). Second, given that we are largely insensitive to deception, the base rate must be
low: otherwise, communication would collapse, but communication appears to be evolu-
tionarily stable. In short, we can infer that the base rate of deception is low from the fact
that receivers are largely insensitive to deception.

If the base rate of dishonesty is low, what prevents communicators from ‘defecting’?
On Sperber et al.’s picture, receiver vigilance compensates for communicator dishonesty
– communicators defect but, due to receiver vigilance, communication is nevertheless
reliable. On the alternative picture developed here, receiver vigilance cannot compensate
for communicator dishonesty, but since dishonesty is relatively rare, this does not under-
mine the reliability of communication. But if vigilance is only weakly effective, what mech-
anism ensures that the base rate of dishonesty is low?

It is useful, in this context, to consider a point made by Sperber in response to a possible
Reidian objection to his view. The Reidian might argue that, just as cooperation is an evo-
lutionarily stable strategy in the iterated prisoners’ dilemma, honesty is, for similar reasons,
an evolutionarily stable strategy in the communication game. The suggestion is that, while
it will often be in the communicator’s short-term interests to lie (defect), it will normally be
in his long-term interests to tell the truth (cooperate), since honesty is a prerequisite for
developing a desirable reputation, which in turn affects the communicator’s future ability
to have receivers accept the information that he communicates. Responding to this objec-
tion, Sperber points out that there are a variety of situations in which the communicator’s
long-term interests will in fact be best served by dishonesty. Sometimes, a lie is more cred-
ible than the truth. Receivers do not care only about the truth – other factors, such as loy-
alty, are also relevant. And long-term effects do not always trump short-term effects – the

kourken michaelian

52 episteme volume 10–1



fact that a communicator lied once does not mean that he will lie again, and in many cases
a communicator has information not available from other sources, leaving receivers with
no choice but to depend on his information (Sperber 2001).

While there are indeed situations in which communicators’ long-term interests are best
served by dishonesty, Sperber overestimates their impact. Again, this must be the case:
given receivers’ poor deception detection ability, it cannot be the case that speakers’ inter-
ests result in frequent deception. Sperber’s discussion already hints at part of the mechan-
ism ensuring communicator honesty, when he grants that the need to secure a reputation for
honesty matters (social costs of deception), though he downplays its importance. And there
are additional costs of deception not discussed by Sperber: emotional costs, related to the
emotions accompanying deception, emphasized by the leakage approach;6 and, crucially,
cognitive costs. In the remainder of this section, I argue that these costs give rise to an hon-
esty bias, which ensures that the base rate of deception is low.

4.2.1 Handicaps, indices and deterrents

It is potentially useful, when searching for explanations for the reliability of human com-
munication, to draw on ideas from animal signalling research, but caution is required
when doing so – as Sperber et al. point out, there are disanalogies between animal signal-
ling and human communication, in virtue of which explanations of the reliability of ani-
mal signalling cannot automatically be transferred to human communication. But neither
should we adopt an overly restrictive view of the available explanations, and risk conclud-
ing prematurely that the reliability of human communication cannot be explained by
mechanisms similar to those underwriting the reliability of animal signalling.

As a number of animal signalling researchers have pointed out (see Cronk 2005; Grose
2011; Számadó 2011), researchers in other areas have mistakenly tended to assume that
the handicap principle (Zahavi and Zahavi 1997) tells the whole story about the reliability
of animal signalling; they have, moreover, tended to misinterpret the handicap principle.
According to the handicap principle, signals are guaranteed to be honest because they are
costly and therefore hard to fake. As noted in section 1, most human communication,
unlike a peacock’s tail, is not costly to produce, so the handicap principle appears not
to get a grip in the human case. But as the researchers cited above have emphasized, it
is important to note that what matters here is differential cost, rather than absolute
cost: an impressive tail is more difcult for a low-quality male to produce than for a high-
quality male. Even if we bear this point in mind, however, the handicap principle still does
not get a grip in the case of human communication. In signalling governed by the handi-
cap principle, greater costs are borne by honest signallers (the peacock with an impressive
tail pays the costs of the tail), but it is typically not more costly to produce an honest utter-
ance than it is to produce a dishonest utterance.7

This is where it becomes important not to overlook alternatives to the handicap prin-
ciple (Smith and Harper 1995). Scott-Phillips (2008) emphasizes that, even within the

6 While these emotions might not result in signicant leaked cues, they may nevertheless be experienced
by the agent.

7 There may be some cases where the handicap principle applies to human communication: certain com-
plex forms of speech could be used to convey information about the quality of the speaker (Locke
2008), and polite speech might be a handicap (van Rooy 2003). But these are clearly special cases.
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domain of animal signalling, the handicap principle has only limited application. Consider
e.g. sparrows, which use dominance badges; these appear not to entail signicant costs but
nevertheless are reliably correlated with ghting ability (Scott-Phillips 2008). He groups
the other mechanisms that have been identied for ensuring reliability as follows: (1) indi-
ces in which meaning is tied to form (Smith and Harper 2003; Searcy and Nowicki 2005
consider the example of fundamental frequency of vocalization, where frequency is con-
strained by vocal cord length, which is correlated with body size); (2) deterrents in
which costs are payed by dishonest signallers rather than honest signallers (as in handicap
cases).

Human utterances are obviously not indices, but Scott-Phillips argues that deterrents,
in the form of punishment for dishonesty (refusal to engage in further interactions) can
account for the reliability of human communication.8 Drawing on a model developed
by Lachmann et al. 2001, he argues that ‘[s]ufcient conditions for cost-free signalling
in which reliability is ensured through deterrents are that signals be veried with relative
ease and that costs be incurred when unreliable signalling is revealed’ and that these con-
ditions are satised in the human case. The condition that costs are incurred when dishon-
est (unreliable) signalling is revealed indeed seems safe. Though, as Sperber points out
(2001), there will be cases in which receivers effectively have no choice other than conti-
nuing to interact with a communicator despite knowing that he has lied, as well as cases in
which receivers elect to continue to interact with a communicator despite knowing that he
has lied, it seems likely that such cases are exceptional. Once one develops a reputation for
lying, it will become difcult for one to have one’s testimony taken up by receivers. The
condition that signals be veried with relative ease will likewise often be satised.
Though dishonesty is rarely detected at the time of the utterance, it can often be detected
after the fact, by means including physical evidence and third-party testimony (Park et al.
2002; Michaelian 2010). (The capacity for such after-the-fact deception detection does
not amount to a form of vigilance, in the relevant sense, but only to a normal sensitivity
to evidence: as we saw in section 2, what is at issue here is our capacity for real-time detec-
tion of deception.)

4.2.2 The costs of deception

There will, however, also be many cases in which testimony cannot easily be veried, so
one might worry that an explanation of reliability in terms of deterrence ultimately does
not work. The fact that source memory is generally poor also suggests that there will be
many cases in which punishment will not be incurred even when testimony is discovered
to be false, since the receiver might no longer remember which communicator provided
the testimony. However, the deterrents relevant to human communication include not
only the sort of social costs – punishment of dishonest communication – considered by
Scott-Phillips (and Sperber, in his discussion of the Reidian objection), but also other
costs of dishonesty, imposed not by the receivers with whom the communicator interacts
but rather by the communicator’s own make-up. The list of relevant deterrents should be
expanded to include not only punishment (social costs) but also emotional and cognitive
costs (in parallel to the costs of monitoring discussed in section 3.1.2).

8 A similar argument about deterrence is given by Giardini 2011, focusing on the case of gossip.
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Lying will, in normally socialized agents, have an emotional cost, since they have inter-
nalized norms that forbid lying, except under special circumstances. Violation of such
internalized norms constitutes a disincentive to lying. Though they do not play the
major role, I note that emotional costs based on violation of social norms against lying
can be invoked in the sort of evolutionary explanation developed here, since there is no
requirement that, in such an explanation, the low base rate of deception be explained
entirely in terms of built-in factors internal to communicators – socially imposed deter-
rents can play a role, as can internal factors derived from social pressures.

More importantly, lying entails cognitive costs. Vrij et al. (2011: 28–9) argue that, for a
number of reasons, deception is cognitively more costly than honesty:

• Formulating a lie may be more cognitively demanding, since coherence cannot be taken
for granted.

• Liars generally devote more resources to monitoring and controlling their own behav-
iour, since they are less likely to take their credibility for granted.

• Liars generally devote more resources to monitoring receivers, for the same reason.
• Liars may have to remind themselves to role-play.
• Liars have to actively suppress the truth (which tends to be activated automatically).
• Liars have to deliberately activate the lie (the lie tends not to be activated automatically).

This view receives support from the work of Vrij’s group showing that lies become easier
to detect when the liar’s cognitive load is increased (Vrij et al. 2006, 2008, 2011), and
there are additional sources of support for the view. Verschuere et al. 2010 point out
that imaging studies (Christ et al. 2009; Spence and Kaylor-Hughes 2008) support the
view that honesty is the default, with no area of the brain more active for honesty than
for deception. Similarly, drawing on work on deception detection, developmental work
and imaging studies (Johnson 2004; Mohamed et al. 2006), Gombos 2006 builds a
case that lying normally involves the use of effortful executive processes.

Thus it appears that deterrence can explain the low base rate of deception in human
communication; crucially, the relevant deterrents do not depend on signicant sensitivity
to deception on the part of receivers.

4.3 The costs of monitoring

Given that the base rate of deception is low (and that signicant receiver sensitivity to
deception is not required to bring this about), a policy of default acceptance (the observed
truth bias) is adaptive, as Levine 2010, among others (O’Sullivan 2003), has argued.9

Since it will lead the agent to accept some inaccurate information, such a policy will result
in a slight loss in reliability, relative to what could be attained by effective vigilance,
assuming that such vigilance is possible in principle. But this loss in reliability will be offset
by an increase in power (in the sense of Goldman 1992), resulting from the increased
amount of accurate information accepted by the agent.

9 It is possible that, while a strong truth bias was adaptive in an ancestral environment in which we lived
in small groups, permitting good after-the-fact deception detection, it is no longer adaptive in our actual
conditions, where we interact with much larger numbers of people and have many more one-time
interactions.
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This view is reinforced when we consider the relative costs of feasible policies for
response to testimony: a policy of default acceptance is cheaper than a policy of default
monitoring, and the loss in reliability that it entails can moreover be minimized if the
agent employs monitoring in a selective way. The alternatives here are a policy of default
acceptance with contextually triggered type 2 monitoring and a policy of default type 1
monitoring. While type 1 monitoring is cheaper than type 2 monitoring, a policy requiring
always-on type 1 monitoring will be more costly than a policy which requires only sparing
use of type 2 monitoring. Additionally, selectively triggered monitoring avoids the
emotional and social costs mentioned in section 3.1.2. We have seen that such selective
monitoring can account for our slight sensitivity to deception (section 4.1). Thus it
appears that we should explain our slight sensitivity to deception in terms of such
monitoring.

In short, I argue, rather than strongly or moderately effective type 1 vigilance, only
weakly effective type 2 vigilance plays an important role in accounting for the reliability
of communication. This role is minor relative to that of the honesty bias, but it still allows
us to account, in evolutionary terms, for the fact that we exercise a form of vigilance,
since, while the benets of contextually triggered type 2 monitoring are relatively small,
so are the costs, making such a form of vigilance adaptive. The overall picture that
emerges is one on which the reliability, and hence the evolutionary stability, of communi-
cation is ensured largely by the honesty bias, with type 2 monitoring playing a limited role
when the truth bias is overcome by the cues provided by transparent liars.10
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