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Abstract— If Large Language Models can make real 

scientific contributions, then they can genuinely use language, 

be systematically wrong, and be held responsible for their 

errors. AI models which can make scientific contributions 

thereby meet the criteria for scientific authorship. 
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I. THE AI AUTHORSHIP CONTROVERSY 

Large Language Models (LLMs) are transformer-based 
deep-learning neural networks with hundreds of billions of 
parameters trained by self-supervised learning on large text 
corpora to perform next-token prediction. OpenAI’s 
November 2022 public release of their 175-billion parameter 
GPT-3.5 model trained with Proximal Policy Optimization [1] 
made available for the first time an AI with human-level 
performance on a wide range of cognitive tasks [2] and its 
4,096 token context window (~3000 words for prompt + 
response) allowed a wide domain of application [3]. The 
March 2013 release of GPT-4, with a maximum 32,768 token 
(~24,000 word) context window, performance at the upper 
end of the human scale on many cognitive tasks, and twice the 
measured factual reliability [2] has only increased the possible 
uses. 

One such use of LLMs is the production of scientific 
research, with hundreds of papers appearing on preprint 
servers with AIs listed as co-authors, some of which have been 
published with that authorship credit after peer review [4]. 
Since use of LLMs not only speeds the writing [5] and revision 
[6] process but also helps with literature review[7], algorithm 
development, data analysis, hypothesis generation [8] and 
even creativity [9] and argumentation [10], we can expect 
such use to continue to grow. Unlike in the case of previous 
computerized text generators like SCIgen [11] which merely 
slipped gibberish through sham or slipshod refereeing 
processes [12]–[15], LLMs generate text which can be 
genuinely useful and is sometimes undetectable even by 
dedicated referees [16], [17]. Until recently, the vast majority 
of ethical concern around LLM authorship has been about 
plagiarism [6], [18], [19]. Consequently, accountability efforts 
have focused on ways to deter or detect LLM use in scientific 
writing [16], [17].  

Giving the LLM authorship credit neatly sidesteps 
plagiarism issues, however: if the LLM is listed as an author 
of the paper, then there can be no allegation that the other 
authors plagiarized from the LLM or that the contribution of 
the LLM lacked transparency. This transparency is further 
increased for journals which use a structured author 
contribution statement [20], [21] or contributor roles 
taxonomy [22], which would list the exact research and 
writing contributions made by the LLM to the final published 
product. Current suggestions for making such roles more 
specific [23] only raise the likelihood that LLMs would 
qualify for authorship. Furthermore, while not all actual 
writers of scientific literature must receive authorship credit in 

all disciplines according to prevailing ethical standards [24], 
almost one third of publication ethics codes and more than half 
of Social Sciences Citation Index journals require authorship 
credit for all participants in drafting and revising the text [25]. 
Even in the remainder which also require scientific 
contributions, LLMs may qualify given the capabilities 
discussed above. Certainly, in many of the existing exemplars 
of published peer-reviewed scientific work with LLM 
authorship credits the LLM must make a “substantial 
scientific contribution” if the work has one at all, since the vast 
majority of the text and nearly all of the argument comes in 
the form of text from unedited LLM token output. Without 
crediting LLMs as authors it is difficult to see how papers 
where they contribute substantially could comply with the 
International Committee of Medical Journal Editors (ICMJE) 
original fourth principle for authorship [26]: 

Each part of the content of an article critical to its main 
conclusions and each step in the work that led to its 
publication [(1) conception or design of the work 
represented by the article, or analysis and interpretation 
of the data, or both; (2) drafting the article or revising it 
for critically important content; and (3) final approval of 
the version to be published] must be attributable to at least 
one author. 

Cases where LLMs have received authorship credit have 
involved every one of these steps [27], [28]. 

Nonetheless, the influential Committee on Publication 
Ethics (COPE) and World Association of Medical Editors 
(WAME) have called for banning AI authorship on the 
grounds that AIs “cannot take responsibility” for their output 
[29], [30], and this call has been heeded by Nature [31] while 
other influential journals have banned AI authorship without 
giving explicit reasons [32], [33]. ChatGPT’s authorship has 
been retracted in one case on this basis [34]. COPE’s standard 
combines a general responsibility test with a long history in 
the publication ethics literature going back to [26] with a more 
recent legal personhood test supposedly required for 
“assert[ing] the presence or absence of conflicts of interest” 
and “manag[ing] copyright and license agreements” [29]. 
WAME spells out the latter, legal test as a matter of the 
corporate form chosen by OpenAI and its disclaimer of 
responsibility [30], which are obviously contingent matters 
not essential to AI. Indeed, various forms of legal personhood 
have already been proposed for algorithms which would allow 
them to enter into contracts [35]–[38] and corporations may 
soon be forced to assume liability for the AIs they create [39]–
[41]. LLMs are as capable of asserting the presence or absence 
of conflicts of interest as they are of asserting anything else. 
Philosophical interest in COPE’s new standard thus lies with 
its responsibility test, which is supposed to be an addition to 
(or even restriction of) the “substantial scientific contribution” 
standard for authorship which LLMs cannot meet even if or 
when they meet the latter standard. 

COPE’s responsibility standard goes back to ICMJE’s 
original first principle for authorship [26]:  



Each author should have participated sufficiently in the 
work represented by the article to take public 
responsibility for the content…[which] means that an 
author can defend the content of the article, including the 
data and other evidence and the conclusions based on 
them. Such ability can come only from having participated 
closely in the work represented by the article and in 
preparing the article for publication. This responsibility 
also requires that the author be willing to concede publicly 
errors of fact or interpretation discovered after 
publication of the article and to state the reasons for error. 
In the case of fraud or other kinds of deception attributable 
to one or more authors, the other authors must be willing 
to state publicly the nature and extent of deception and to 
account as far as possible for its occurrence. 

LLMs like ChatGPT manifestly both defend their output [9] 
and apologize for mistakes while giving reasons for their 
occurrence [6], [9] as well as identify particular human co-
authors by their writing and offer criticisms [6]. WAME 
additionally references the current ICMJE standard that all 
authors must provide “Final approval of the version to be 
published” [42] as a reason that AIs cannot meet the general 
responsibility test [30]. While some publications with LLMs 
listed as co-authors may be suspect in this regard [27], 
ChatGPT’s unwillingness to co-author is likely a result of its 
Reinforcement Learning from Human Feedback (RLHF) and 
is obviously not essential to LLMs. The 
COPE/WAME/Nature general responsibility test for 
authorship is thus best understood as a normative claim rather 
than a legal or behavioral one. ICMJE’s “criteria are not 
intended for use as a means to disqualify colleagues from 
authorship who otherwise meet authorship criteria” [42], so 
the question is whether LLMs which meet the research and 
writing standards for authorship are able “to be accountable” 
in some normative sense. This is a fundamentally 
philosophical question. 

The philosophical response to COPE’s general 
responsibility test for AI authorship has been mixed. Wiese 
grants that current AIs are insufficiently agential to meet this 
constraint, but holds that future “strong artificial 
consciousnesses” which observe the Free Energy Principle 
would exhibit the relevant normative properties [43]. Jenkins 
and Lin, by contrast, argue that many uncontroversial human 
authors (e.g., deceased ones) also cannot take responsibility, 
so that only the research and writing standards are appropriate 
[44]. Another similar approach suggests that responsibility for 
scientific publications is best understood as irreducibly 
collective among the authors [45] so that AIs are accountable 
as part of a system with relevantly-situated humans [46], i.e. 
co-authors. On this approach, if there is a single human co-
author to take responsibility, then the authorship team as a 
whole does, and further accountability is required of the AI. I 
take a third approach: if LLMs meet the research and writing 
standards for substantial scientific contribution, then 
Wittgenstein’s Private Language Argument suggests that they 
ipso facto meet the responsibility standard. 

II. AI AND LANGUAGE USE 

It is an open question whether Large Language Models 
count as users of language. Until recently, doubts about AI 
language use could be framed in terms of objective qualities 
of the token output. Much of SCIgen [11]’s output was 
“gibberish” [13], [15] with approximately English syntax 
comparable to Chomsky’s famous nonsense-sentence 

“colorless green ideas sleep furiously” [47]. It may have 
entered into the scientific literature through inattentive review 
or pay-for-play predatory publishers, but readers would likely 
struggle to identify propositional contents or truth conditions 
for its sentences. Since use of a declarative sentence requires 
that it be truth-apt [48], SCIgen would not count as a language 
user, and thus presumably could not count as an author by the 
writing standard. Since SCIgen papers by common consensus 
make no scientific contribution, it would not count as an 
author by that standard either, making the responsibility test 
moot. 

The situation for early LLMs like GPT-2 and GPT-3 is 
somewhat murkier. The outputs of these models frequently 
seem sensible and truth-apt, and often pass undetected by 
human reviewers [49]. Nonetheless, sophisticated humans 
[50] and detector programs are able to reliably distinguish 
their outputs from human-generated ones [51]–[53]. 
Something “robotic” seems to characterize early LLM 
outputs, and they often seem to over-fit and reproduce text 
verbatim [49], giving credence to the view that they merely 
represent “surface statistics” [54], [55] rather than being 
genuine products of AI language use. Insofar as the outputs, 
unlike those of SCIgen, are genuinely interpretable, they are 
about something—intentional—and therefore exemplify 
language use. The question in these cases is whether the LLM 
itself is the language user. After all, evolutionary extensions 
of ELIZA [56] can sometimes also pass undetected by human 
reviewers, with well-formed and apparently meaningful 
output [57], yet they are purely procedurally coded, with 
outputs that merely reflect the prompt and programmer 
instructions. In these cases the intentionality of the output is 
projected by the programmer and prompt engineer, who are 
the true language users, rather than being attributable to the 
LLM [58]. This impression is further reinforced by the 
characterization of such early LLMs as few-shot learners [59], 
which rely on the structure of the prompt for reliably 
meaningful output. It is at least plausible that these early 
LLMs should be treated like automatic grammar and spell-
checkers or translators which produce written output without 
rising to the level of language users. 

With more recent LLMs and other related neural-network 
AIs the situation has changed. Victories at Diplomacy by 
Meta’s Cicero model [60] are relatively convincing Turing-
tests, and there is empirical evidence and strong theoretical 
considerations suggesting that the output of current and future 
state-of-the-art LLMs will not be reliably detectable [61]. 
ChatGPT-3.5 and -4 are adept zero-shot learners [62] which 
frequently outperform humans in zero-shot language tasks 
[63], [64]. In its new “Code Interpreter” mode, ChatGPT is 
able to analyze an uploaded dataset, generate interesting 
hypotheses about it, perform statistical tests of those 
hypotheses, and write up the results in a typical scientific 
article format [65]. Given this level of capability, it is no 
wonder that most readers simply take for granted that LLMs 
are language users [66]. Any philosophical debate over this 
question must therefore turn from analysis of LLM outputs to 
Searle-style “Chinese Room” arguments [67] about internal 
states. On some popular accounts, scientific writing is only 
successful when it conveys the theory or model held by the 
scientist [68], [69]. Since GPT-4 is merely a scaled-up and 
further-trained version of GPT-3, it may be just a more 
sophisticated implementer of “surface statistics” without any 
such internal model [54], [55]. If, pace Jonas Bozenhard [70], 
these strictures on language use are correct and LLMs lack 



internal models, then even state-of-the-art LLMs would not 
count as language users, no matter the sophistication or 
apparent value of their output. On the other hand some 
researchers argue that state-of-the-art LLMs do possess world 
models, and are therefore capable of genuinely 
representational writing [71], [72]. In my view this debate 
remains open. 

What is important to recognize, however, is that if LLMs 
are not language users then they cannot meet the scientific 
contribution standard for authorship. After all, the only 
outputs of LLMs are linguistic. If they are not language users, 
then that language is not their own but merely represents the 
projected intentionality of credit-worthy human authors. In 
that case, LLMs would clearly fail to meet the drafting and 
revision test for scientific contribution in the same way that 
both human and automated translators and copy-editors fail to 
meet that test. Even in cases where LLMs purportedly meet 
the scientific contribution standard via the research test, e.g. 
by formulating hypotheses or running statistical tests, their 
output is only linguistic tokens. If those tokens are not 
genuinely attributable to the AI, then the LLM has not 
contributed to the research in a qualitatively greater way than 
traditional statistical software packages do. As Jenkins and 
Lin [44] suggest, “continuity” is generally required for 
authorship credit, and that continuity does not terminate in the 
LLM if it is not a genuine language user. Surely this state of 
affairs would justify Nature’s insistence that LLMs be 
disclosed in methods sections but not credited as authors [31]. 
What this state of affairs would not do, though, is justify the 
reason given for Nature’s insistence: namely that LLMs which 
meet the scientific contribution standard are nonetheless 
ineligible for authorship by the responsibility standard. 
Whether LLMs are capable of language use, and thus of 
scientific contribution, is up for debate as discussed above. 
Naturally no person or entity which fails to make a scientific 
contribution should be listed as an author. But what 
COPE/WAME/Nature insist is that LLMs are not authors 
even if they make scientific contributions, and debates about 
whether LLMs can genuinely use language are irrelevant 
there. 

For the purposes of this paper, then, we can merely assume 
that LLMs are capable of language use and hence of making 
scientific contributions, in order to focus on the responsibility 
test. The relevant question is thus not whether LLMs are 
language users, but rather how they can use language if indeed 
they do so. Where might the requisite non-projected 
intentionality required for meaning [58] come from? It cannot 
come via embodiment or ostension, since LLMs only inputs 
are prompts and training data made up purely of linguistic 
tokens. There is no embodied or sensory reality present to the 
LLM which it could correlate with those conventional signs. 
Bozenhard [70]’s Wittgensteinian approach is the only 
remaining option. In Wittgenstein’s analysis, language is 
learned as a kind of game, which involves following semantic 
and syntactic rules [73]. What LLMs learn via initial 
unsupervised training and later RLHF is the rules of the 
language game, whether syntactic, semantic, or pragmatic. 
That they have in fact learned the rules is evident because the 
vast majority of their outputs (especially for ChatGPT-4) are 
syntactically correct, semantically meaningful, and 
pragmatically appropriate according to human readers steeped 
in more or less the same corpus of texts used for training the 
LLM. If LLMs were not language users, they would not play 
the game correctly and would only come across apt 

formulations by chance, as a toddler playing with a chess set 
might make a legal move. The sheer utility of state-of-the-art 
LLMs obviously precludes this interpretation: they almost 
always make syntactically, semantically, and pragmatically 
correct language moves, even in very difficult scenarios, at a 
rate vastly exceeding chance. LLMs are not the proverbial 
monkeys with typewriters. On this Wittgensteinian account, 
then, LLMs are language users because they are capable of 
following the rules, as evidenced by their outputs, and 
language is public, not a matter of what is in the LLM’s head. 
Conversely, if LLMs are language users, it is because they 
have learned the rules of the language game as reflected in 
their linguistic token output. 

III. LANGUAGE USE, NORMATIVITY, AND RESPONSIBILITY 

This Wittgensteinian characterization of LLM language 
use as rule-following has implications for AI’s ability to meet 
the COPE/WAME/Nature general responsibility test for 
authorship. The reason is that Wittgenstein [73]’s rule-
following account of language use was given in service of an 
argument that language use is always public (not a matter of 
private cognition), and that argument runs through a further 
premise about normativity. While the exact location and 
structure of Wittgenstein’s so-called Private Language 
Argument are subject to dispute [74]–[76], I follow Roger 
Harris in reconstructing it as follows [77], [78]: 

P1 (LANGUAGE): language → rule-following (language 
is used only if rules are followed) 

P2 (NORMATIVITY): rule-following → ◊ systematic 
error (rule-following implies the possibility of 
systematic error) 

P3 (SUBJECTIVITY): ◊ systematic error → ¬ rules 
known wholly by introspection (the possibility of 
systematic error precludes exclusively introspective 
epistemic access) 

P4 (PRIVACY): ¬ rules known by pure introspection → ¬ 
wholly grounded by internal mental life (epistemic 
access outside pure introspection precludes internal 
mental grounds, i.e. privacy) 

C (PLA): language → ¬ grounded wholly by internal 
mental life (language is never private) 

While the conclusion of the argument is relevant for the 
discussion of the last section, here the focus is on 
NORMATIVITY, which Wittgenstein contends is 
concomitant to all language use since it is a necessary property 
of rule-following activity. This kind of normativity is quite 
minimalist, since it follows Wittgenstein’s general proclivity 
to focus on publicly observable facts about language use rather 
than facts about the internal state or structure of the language 
user.  

Wittgenstein’s NORMATIVITY premise is easily 
validated in the case of LLMs, contrary to Fodor’s thought that 
computer language use necessarily follows the rules [79]. 
State-of-the-art LLMs show evidence of rule-following by 
generating syntactically, semantically, and pragmatically 
appropriate output in the vast majority of cases, but they also 
have characteristic failure modes called “hallucinations” 
where that output fails to conform to semantic rules [80]. 
While such hallucinations are reduced in state-of-the-art 
LLMs by comparison to prior models [2], patently false claims 
still appear often in their output, with implications for the 



reliability of scientific writing [81]. Indeed, the presence of 
such hallucinations forms a major part of WAME [30]’s 
argument against using AI to author scientific papers. Unlike 
the case of procedurally-written chatbots like ELIZA, LLM 
hallucinations cannot be extrinsically assigned to the 
programmer as “bugs” while the LLM itself is considered as 
an immaculate mathematical function which merely 
transforms prompts into outputs perfectly in accord with its 
design. After all, LLMs are evolved against loss function, 
where the contour of that loss function and the training 
process’s ability to minimize loss determine the prevalence 
and strength of hallucinations [82]. This evolutionary 
approach to veridicality is equally present in human agents 
[83]–[85], so if it precludes systematic error then humans 
would also fail to validate NORMATIVITY. While some 
LLM hallucinations might fall under the rubric of “positive 
illusions” which do not count against the agent’s rule-
following [86], most are likely to be delusions or forgivable 
limitations which are culpable, given that hallucinations vary 
inversely with both RLHF and parameter count. Moreover, a 
failure to validate NORMATIVITY would count against 
LLMs’ status as language-users, and hence their ability to pass 
the scientific contribution standard, as in the argument of the 
previous section. LLMs which make scientific contributions 
are thus guaranteed to possess NORMATIVITY in 
Wittgenstein’s sense. 

How, then, does minimalistic Wittgensteinian normativity 
relate to the expansive general responsibility test for 
authorship proposed by COPE and Nature? After all, 
NORMATIVITY in Wittgenstein’s sense just means that the 
outputs can fail to follow the rules, which in the case of an 
LLM indicates that the model weights are wrong. It does not 
imply anything about the inner state or structure of the AI or 
its relation to social measures of accountability. Yet if the 
general responsibility test is interpreted to mean legal 
responsibility then it easily falls pretty to Jenkins and Lin 
[44]’s reductio ad absurdum regarding dead authors. Nor do 
dead authors alone trigger the reductio, as sanctions against 
research misconduct are rarely enforced [87], institutional 
prohibitions are often weak [88], and in some countries 
punishment is especially rare or nonexistent [89]. None of 
these conditions are taken as vitiating the general 
responsibility test for authorship. Furthermore, many 
industrial group authors, like the “Meta Fundamental AI 
Research Diplomacy Team (FAIR)” which authored [60] in 
Science, lack legal personality. If general responsibility means 
mere social sanction, then LLMs already meet it easily, since 
hallucinations already cause reputational and economic 
damage for AIs [90], [91]. The general responsibility test is 
therefore best understood in light of the original ICMJE 
standards [26] as the possibility of scientific improvements in 
response to failures, regardless of whether these are enforced 
by any social, legal, or institutional mechanism. This is the 
only sort of responsibility that can be generally expected of 
human researchers. “Weak artificial consciousnesses” which 
do not obey the Free Energy Principle may not “give a damn” 
[43], but the same could be said of sociopaths or many leaders 
of large laboratories [92], [93], neither of which is precluded 
from authorship for legitimate contributions. LLMs will count 
as responsible just in case it is in-principle possible for them 
to learn from their mistakes. 

Conveniently, there is a simple guarantee that it is always 
possible in-principle for LLMs to improve in response to 
failures. As argued above, LLM hallucinations are a result of 

inappropriate model weights. When LLM hallucinations are 
detected, then it is at least possible in-principle to use the 
failure as an instance of RLHF to further adjust the weights of 
the underlying model. OpenAI’s hosted model for GPT-4 
likely means that they are already using logs as data for future 
training runs, especially given their provision of differently 
tuned variants from common underlying models. Since RLHF 
is one of the key means by which LLMs learn the rules of the 
language game in the first place and become competent 
language users, the possibility of further RLHF using output 
failures guarantees that they can always learn from their 
mistakes. In some cases this may not even require RLHF, as 
some LLMs are able to acknowledge and correct mistakes 
based on follow-up prompts or errors in plugin return values 
[94], though such correction will be less durable than RLHF 
updating of model weights. The mere possibility of such 
learning must be adequate, as it is in the human case—human 
authors may also fail to actually learn from their mistakes, 
whether because of personal failings or in the limit because 
they are dead when the mistakes are found. Human authors 
may also take responsibility for their mistakes and yet 
continue to reoffend [95]. If the general responsibility test for 
authorship can be meaningfully met by all humans who make 
substantial scientific contributions to scientific papers, then it 
can similarly be met by AIs which are capable of learning 
from their mistakes. 

IV. CONCLUSION 

The Committee on Publication Ethics, World Association 
of Medical Editors, and Nature have banned AI authorship on 
the grounds that even LLMs which genuinely make scientific 
contributions are unable to take general responsibility for their 
output, which constitutes a second necessary criterion for 
authorship. While I am agnostic about whether AIs are 
presently capable of making scientific contributions, if LLMs 
can pass that test then they are genuine language users. 
Furthermore, an LLM which counts as a genuine language 
user must do so on Wittgensteinian grounds, but those same 
grounds guarantee that there is a normative standard which 
applies to its output. If taking responsibility is a standard 
which can generally be expected of human authors, then it 
cannot mean anything more than the possibility of learning 
from mistakes—improving after failure. But this is just what 
all modern LLMs are capable of, given the existence of RLHF. 
Thus, any LLM which can make a scientific contribution can 
also take responsibility for that conclusion. The second 
COPE/WAME/Nature standard is redundant, and fails to 
justify a general ban on scientific authorship by AIs if they are 
able to make genuine scientific contributions. 
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