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Abstract
The use of AI algorithms in criminal trials has been the subject of very lively ethical and legal debates recently. While there 
are concerns over the lack of accuracy and the harmful biases that certain algorithms display, new algorithms seem more 
promising and might lead to more accurate legal decisions. Algorithms seem especially relevant for bail decisions, because 
such decisions involve statistical data to which human reasoners struggle to give adequate weight. While getting the right 
legal outcome is a strong desideratum of criminal trials, advocates of the relational theory of procedural justice give us good 
reason to think that fairness and perceived fairness of legal procedures have a value that is independent from the outcome. 
According to this literature, one key aspect of fairness is trustworthiness. In this paper, I argue that using certain algorithms 
to assist bail decisions could increase three different aspects of judges’ trustworthiness: (1) actual trustworthiness, (2) rich 
trustworthiness, and (3) perceived trustworthiness.
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1 Introduction

In recent years, judges have started using Machine Learn-
ing algorithms (ML) as guiding tools to assess the risk of 
recidivism for convicted criminals among other things and 
making legal decisions accordingly (Zerilli et al. 2019, 668). 
The main reason for using algorithms in such a way is the 
perceived increased accuracy of the results that they supply 
(Lin et al. 2020, 1).1 Of course, getting the right legal out-
come is a strong desideratum and some believe that it is in 
fact the only thing that really matters (Dworkin 2011). How-
ever, those who hold a relational view of procedural justice 
believe that judicial procedures also have intrinsic value, 
independently of getting the right legal result.2 They argue 
that certain basic features of the procedures matter signifi-
cantly for those facing potential legal consequences, because 
it affects the degree to which they perceive the legal process 

as being fair. Some (Meyerson et al. 2020, 1) even argue 
that the perceived fairness of procedure is sometimes as 
important for defendants as getting the right legal outcome. 
For instance, empirical studies have shown that defendants 
were much more willing to accept a legal decision that went 
against their interests if they judged that they were treated 
fairly (Meyerson et al. 2020, 4). This perceived fairness 
is generally broken down into four more precise features: 
respect, trustworthiness, neutrality, and voice (Meyerson 
et al. 2020, 4–5). According to this growing literature, even 
when we get the right legal result, procedures that are lack-
ing these features can have damaging effects on defendants’ 
capacity for self-respect and are also correlated with reduced 
compliance with the law, another strong desideratum of legal 
decisions (Sorial 2020, 153–154).

In this paper I focus on the compatibility of using ML 
algorithms for bail decisions with the ‘trustworthiness’ and 

 * Alexis Morin-Martel 
 Alexis.morin-martel@mail.mcgill.ca

1 Philosophy, McGill University, Montreal, QC, Canada

1 This claim is highly contentious, when it comes to current models 
such COMPAS, as we will see.
2 Dignitarians such as Waldron (2011) also believe that judicial pro-
cedures have intrinsic value. However, this paper focuses solely on 
relational views of procedural justice.

http://crossmark.crossref.org/dialog/?doi=10.1007/s00146-023-01673-6&domain=pdf
http://orcid.org/0000-0002-2207-2502


 AI & SOCIETY

1 3

‘voice’ criteria. More specifically, I argue that judges could 
increase their actual and rich trustworthiness using ML as an 
advisory tool to make bail decisions, as long as they remain 
in control of the final decisions. I also argue that such a 
use would not undermine their perceived trustworthiness 
and that it is compatible with defendants’ voice being heard. 
I focus on bail decisions, because such decisions rely on 
predictions that should be informed by statistics. Crucially, 
making predictions that rely partly on statistics is a notori-
ously hard task for humans (Tversky and Kahneman 1978), 
and new research shows great promise of improved results 
using ML (Kleinberg et al. 2017a). In Sect. 3, I first pro-
vide a quick overview of what ML is. I then discuss the 
challenges and limitations that judges face when making 
bail decisions and address a study from Kleinberg et al. 
(2017a) suggesting that ML could improve the accuracy of 
such decisions as well as reduce the effects of racist biases in 
the decision-making process. In Sect. 4, I present a potential 
implementation of ML that would still allow defendants to 
have their voice heard. I then present Jones’ (2012) distinc-
tion between trustworthiness and rich trustworthiness,3 and 
argue that a certain implementation of ML could increase 
both. Finally, I argue that increasing judges’ perceived trust-
worthiness by use of ML requires choosing algorithmic 
accuracy over transparency when they come into conflict.

2  Preliminary note

This paper does not address the more fundamental question 
of whether bail should remain a part of our legal institu-
tions in the first place. Some (Guttman et al. 2020) have put 
forward good arguments to abolish the monetary aspect of 
bails for misdemeanors and non-violent crimes in the con-
text of Californian legislation. They argue (correctly in my 
opinion) that monetary bails for such offenses dispropor-
tionately impact marginalized people and that their effec-
tiveness is not supported by the empirical data. The view 
I put forward in this paper is compatible with bail systems 
that have a much more limited scope than ours or that rely 
on different incentives than money.4 In short, my argument 
remains relevant unless we argue for complete abolition of 
the bail system (and not just its reform). From the perspec-
tive of nonideal theory, if one believes that the prospects of 

abolishing bail system are low, then one ought to think about 
how to make it fairer.

3  The use of ML in bail decisions

3.1  Machine learning algorithms as risk assessment 
instruments

Judges attempting to statistically assess the risk that a given 
defendant represents predates the current use of ML. Indeed, 
it goes back at least to the 1920s when “various factors 
derived from age, race, prior offense history, employment, 
grades, and neighborhood background were used to estimate 
success of parole” (Zeng et al. 2017, 689). Historically, this 
statistical approach had very limited accuracy and relied 
on problematic racist and classist assumptions. However, 
recent developments in ML might allow us to go beyond 
these limitations.

Traditionally, most Artificial Intelligence technologies 
were “Expert Systems”, which means that they had some 
logical rules encoded into them on how to process spe-
cific data (Maclure 2021, 423). They were, therefore, used 
as powerful logical reasoners, but the scope of what they 
could achieve was very limited, because the only way AI 
could process the information differently was by changing 
their code (Dreyfus 1978). The ML approach changed that. 
It aims at making AI algorithms progressively better at a 
given task over time, emulating human learning abilities to 
a certain extent. It relies on artificial networks containing 
multiple layers of interconnected nodes called neural net-
works (Maclure 2021, 423). Fundamentally, the objective is 
to feed the algorithm a large amount of information related 
to a desired task. For instance, to make an algorithm that 
can assess whether something is a fork or a knife, we would 
show it multiple images of knives and forks in a format that 
it can process. We would then provide feedback to the algo-
rithm over time.5 What would happen next is that the neural 
network would adjust the weight given to various aspects of 
the information received until it improves its success rate.

ML allows significant improvements in our daily lives. 
Among other things, it provides much better traffic predic-
tion, and it also makes automatic translations more accurate 
(Shaygan et al. 2022; Agrawal et al. 2019, 41). Of course, 
ML algorithms also show inherent technical limitations. 
For instance, they are strongly dependent on the quality and 
the quantity of data available relevant for the task at hand. 
Biases in data collection can be learned and amplified by 
ML algorithms, leading to biased predictions or decisions. 

3 The crucial distinction which will be explained later is that dis-
playing actual trustworthiness involves being competent in a specific 
domain and taking the fact that someone else is counting on you as 
a reason to act in a certain way (Jones 2012, 70–71). By contrast, 
rich trustworthiness is the ability accurately to signal to others the 
domains in which you are trustworthy and those in which you are not 
(Jones 2012, 76).
4 See Stevenson and Mayson (2017) for alternatives to the current 
monetary bail.

5 This is an extremely simplified presentation of ML algorithm train-
ing. There are various ways to provide feedback to an algorithm. 
Some approaches provide more constant feedback (supervised train-
ing) while others are much more hands-off (Semi-supervised and 
Unsupervised) (Ayodele 2010, 19).
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They also are prone to overfitting, which happens when an 
algorithm learns the training data too well, including the 
meaningless aspects in the data, which can result in poor 
performance on new data (Ying 2019). Finally, some algo-
rithms known as “black box” models can have a very high 
degree of complexity, making their decision-making process 
almost completely opaque for humans (Petch et al. 2022, 
204).

Despite these limitations, ML has found uses in public 
decision-making. For instance, some police departments 
have made use of an algorithm called PredPol to predict 
where criminality is more likely to occur on their terri-
tory and to deploy their staff accordingly (Asaro 2019).6 
In recent years, some US judges have also made use of ML 
such as the Correctional Offender Management Profiling 
for Alternative Sanctions (COMPAS) to assess the risk of 
recidivism in criminals (Zerilli et al. 2019, 667–668). While 
COMPAS has been subject to significant criticism due to the 
racist bias it exhibits as well as its general lack of accuracy 
(Dressel and Farid 2018), certain new algorithms allow for 
measured optimism. Indeed, some algorithms such as the 
one designed by Kleinberg et al. (2017a) show promising 
results for bail decisions. Kleinberg’s algorithm has not been 
deployed for public use, but I believe that it nevertheless pro-
vides an interesting window on the new kinds of algorithms 
that might very well shape the future of bail decisions. So 
far, most of the ethical discussions surrounding the use of 
algorithms in the legal system have focused on obviously 
flawed and highly biased models, such as COMPAS (with 
good reasons). Nonetheless, this should not prevent us from 
discussing the ethical challenges of potentially new and bet-
ter algorithms that are perhaps just around the corner. The 
main claim that I will defend in this paper is that using an 
algorithm such as the one developed by Kleinberg as an 
assistance system would make judges more trustworthy. 
However, before discussing Kleinberg’s algorithm itself, I 
will say a little more about how bail decisions usually work.

3.2  Bail decisions

Bail decisions are a part of many criminal trials. They 
happen after the defendant’s arrest, but before the crimi-
nal trial officially begins. In most North American juris-
dictions, the judge must assess the risk that the defendant 
will not show up for trial (flight risk) or that they will com-
mit another criminal infraction before the trial (Kleinberg 
et al. 2017a, 239). If these combined risks are assessed to 
be low, the judge will usually release the defendant before 
the trial, with or without a monetary bail as an incentive for 

the defendant to comply. If the risk appears to be too high, 
the judge can also choose to detain the defendant until the 
trial begins. Besides assessing these risks, the judge must 
also consider the impact of jailing the defendant on carceral 
resources as well as on the defendant’s well-being. As with 
almost all other decisions pertaining to the criminal system, 
the judge’s decision happens after an adversarial presenta-
tion of arguments by the prosecution and the defendant.

It is important to note that even if a bail decision is not a 
judgment of the defendant’s guilt, it can still have two sig-
nificant impacts on their well-being. First, defendants can 
remain detained for several months awaiting trial, and this, 
of course, affects their ability to work and provide for their 
family (Kleinberg et al. 2017a, 239). Second, bail decisions 
are harder to contest by defendants than the final verdict 
of culpability or sentencing. In Canada, it is possible for 
a defendant to obtain a bail decision review under sec-
tion 520 (1) of Canada’s Criminal Code (R.S.C., 1985, c. 
C-46). However, the conditions set by the jurisprudence in 
R. v. Singh Garcha (2004 SKQB 92) state that the defend-
ant must either prove that there was a clear legal error in 
the bail decision or that material changes in the defendant’s 
circumstances make it unjust not to vacate the detaining 
order. When contesting a bail decision, the burden of proof 
is on the defendant. Furthermore, it is very demanding, since 
showing that a legal error took place requires the defendant 
to prove that the judge did not simply misapprehend the evi-
dence, but that an incorrect legal principle was used to make 
the decision (R v. J.M.H 2011 SCC 45). Since bail decisions 
have a strong impact on defendants’ livelihood and are hard 
to contest, this gives us particularly good reasons to strive 
for accurate results.

However, when looking at data on bail decisions, one 
should note that there is a fundamental asymmetry in our 
capacity to assess whether a judge was right in their predic-
tion that led to the bail decision. Indeed, if a judge releases 
a defendant who ends up breaking the law or not showing 
for trial, it is obvious in retrospect that they were mistaken 
in their prediction.7 However, it is nearly impossible to know 
whether someone who was detained would have complied 
if they were released. It is important to acknowledge this 
limitation in the available information and that our statistics 
on judges’ mistakes for individual cases can only be about 

6 However, Lum and Isaac (2016, 18–19) provide strong evidence 
that the use of PredPol led to the over-policing of predominantly 
black neighborhoods.

7 As an anonymous referee rightly points out, this does not neces-
sarily mean that the judge was wrong in their risk assessment. They 
could have correctly assessed the risk of a defendant’s non-compli-
ance to be low and rightly decided to release them before trial. In 
some cases, the judge’s prediction would still turn out to be wrong 
even if their risk assessment was right. Afterall, low risk doesn’t 
mean no risk. Nevertheless, if what we are interested in are general 
patterns of discrepancies for bail decisions, I believe that we can 
safely bracket these cases.
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defendants that were released but should instead have been 
detained.8

3.3  Kleinberg’s ML algorithm

Keeping this limitation in mind, the study by Kleinberg 
et al. (2017a) allows us to better understand what often 
goes wrong when a judge’s prediction that a defendant can 
be released is mistaken. The study was based on 758,027 
bail decisions from New York City’s judges between 2008 
and 2013. 73,6% of these cases were met with a favorable 
release decision (Kleinberg et al. 2017a, 248–249). For each 
defendant that was released before trial, the researchers also 
knew whether the defendant was later found to have broken 
their bail conditions or not. Kleinberg then trained a ML 
algorithm through a portion of the cases by providing it with 
the following data from the defendants: current offense, rap 
sheet, prior failures to appear to court, age. Furthermore, 
they did not use any other demographics than age, which 
means that there was no reference to the defendants’ race or 
ethnic group (Kleinberg et al. 2017a, 247). Their goal was 
to train the algorithm to assess the probability risk that a 
defendant would not comply with their release conditions.

Before discussing the results from Kleinberg’s experi-
ment, I will say a few words about the actual algorithm that 
they used, which is known as a ‘gradient boosted decisions 
trees.’ The algorithm works as “an average of multiple deci-
sion trees that are built sequentially on the training data, with 
each subsequent iteration up-weighting the observations that 
have been predicted most poorly by the sequence of trees up 
to that point” (Kleinberg et al. 2017a, 252). This means that, 
depending on the feedback that the algorithm receives, it 
will readjust the importance given to some of the decisions 
trees. This is what is meant here by ‘weight.’ The average 
result is then turned into a prediction of the degree of risk 
that a given defendant represents.

One thing to note here is that gradient boosted decisions 
trees can become extremely complex for humans to analyze 
depending on their depth and can be qualified as “black box” 
models, because they are “sufficiently complex that they are 
not straightforwardly interpretable to humans” (Petch et al. 
2022, 204). While we know the data that was given to the 
algorithm for the study in question, the actual weight that 
the system ended up giving to discrete part of the data can 
be highly difficult to decipher.9 Furthermore, the use of a 

black box model rather than a model that is interpretable by 
humans was not mere caprice. Indeed, the researchers com-
pared the results that they could obtain with an interpretable 
model (a logic regression) and there were significant gains to 
using the black box model (Kleinberg et al. 2017a, 260). The 
fact that Kleinberg’s algorithm is a black box model is espe-
cially relevant, because some (Demirdag and Shu 2020, 398) 
argue that such opacity significantly reduces the algorithm’s 
perceived trustworthiness, as we will see in Sect. 4.4.10

When Kleinberg and his team judged that their algo-
rithm had enough training, they could test how well the 
algorithm’s predictions fared compared to the judges’ deci-
sions in 203,338 cases that were not used for training the 
algorithm. To compare the algorithm with the judges, they 
had to determine the percentage of risk that would serve as 
a threshold to detain or release a defendant. The algorithm 
was given two different tasks. The first was to match the 
judges’ detaining rate by releasing every defendant under 
the relevant risk threshold. The second was to attempt to 
match the judge’s number of cases of non-compliance while 
releasing as many defendants as possible. With both metrics, 
the results were overwhelmingly favorable to the algorithm:

The algorithmic rule, at the same jailing rate as the 
judges, could reduce crime by no less than 14.4% and 
up to 24.7%; or without any increase in crime, the 
algorithmic rule could reduce jail rates by no less than 
18.5% and up to 41.9%. (Kleinberg et al. 2017a, 241)

What is particularly interesting with this study is that 
it gives us indications as to when judges went particularly 
wrong in their evaluations. The result revealed that the 
judges’ most egregious mistakes involved mis-ranking the 
riskiest defendants. Indeed, “the riskiest 1% of defendants, 
when released, fail to appear for court at a 56.3% rate and 
are rearrested at a 62.7% rate. Yet judges release 48.5% of 
them” (Kleinberg et al. 2017a, 240). It is also important to 
note that this mis-ranking of the riskiest defendants was not 
a simple matter of judges being more lenient than the algo-
rithm in general. The study also revealed that “stricter judges 
do not jail the riskiest defendants first; instead, they appear 
to draw additional detainees from throughout the predicted 
risk distribution” (Kleinberg et al. 2017a, 240). This means 
that while we might have expected stricter judges to detain 
a higher proportion of the riskiest defendants, this did not 
occur; rather, they detained both larger numbers of lower 
risk defendants and larger numbers or higher risk ones.

Obviously, the algorithm did not have as much informa-
tion about the defendants as the judges did. For instance, 
the algorithm had no access to the defendants’ appearance, 

8 Of course, that does not prevent us from suspecting more general 
racist patterns, when we see for instance that black people are statis-
tically much more likely to be jailed while awaiting their trials than 
white people are.
9 In Kleinberg et al.’s (2017b, 13) unpublished manuscript, they refer 
to their own algorithm as being a black box and there is no indica-
tion in the published version that the algorithm is interpretable by 
humans.

10 Robbins (2019, 498) went even further in arguing that black box 
models should not be used for any decisions with a moral significance 
because such decisions necessarily require an explanation.
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general demeanor, etc. However, this additional information 
accessible to human judges might partly explain why they 
were making worse predictions. Studies have reliably shown 
that human reasoners struggle to make accurate predictions 
that rely on both statistical correlation and qualitative data. 
Humans tend not to give enough weight to statistical data 
and to give too much weight to salient qualitative data. This 
is a bias known as “base rate neglect” (Lin et al. 2020, 2). 
Furthermore, recent studies show that judges do not fare 
much better than ordinary citizens when it comes to this 
bias (Goel et al. 2021, 10). This is particularly detrimental to 
accurate bail decisions, since there is a strong statistical cor-
relation between certain statistical data about the defendant 
and the likelihood of their compliance with the bail condi-
tions. However, even when they know about the relevance 
of these statistical data, judges still tend not to give it an 
adequate weight (Kleinberg et al. 2017a, 242). The salient 
aspects of the case, the defendant’s reluctance to make eye 
contact, their appearance, the judge’s mood as well as all 
other information unavailable to the algorithm did provide 
the right information (also called “signal”) to improve the 
judge’s decision. It instead created a distraction (also called 
“noise”) that prevented rather than aided accurate predic-
tion-making (Kleinberg et al. 2017a, 242). In addition, Dan-
ziger et al.'s (2011) research suggests that judges may also 
be distracted by other factors, such as their level of hunger. 
Their study of Israeli judges found that prisoners were sig-
nificantly less likely to be granted parole before lunch than 
after lunch (Danziger et al. 2011, 6889).11

3.4  Algorithms as a tool to mitigate racist biases

At this point, one might worry that the algorithm achieves its 
superior results by neglecting relevant social considerations 
that human judges consider. This is known as the “omitted 
payoffs bias” (Kleinberg et al. 2017a, 242). For instance, 
if marginalized populations were systematically deemed to 
present a higher non-compliance risk by the algorithm, it 
could contribute to their stigmatization and to social ineq-
uities.12 To prevent this kind of scenario, human judges are 
supposed to avoid relying on discriminatory predictive fac-
tors for their judgment. In the New York City context, there 
was a reasonable fear that racism might play a role in the 
algorithm’s predictions. As we noted earlier, the only demo-
graphic characteristic of defendants that was given to the 
algorithm was age. However, researchers could not exclude 
that proxy discrimination took place, which is the “possi-
bility that the algorithm winds up using [race or ethnicity] 

inadvertently—if other predictors are correlated with race 
or ethnicity” (Kleinberg et al. 2017a,  278).

Fortunately, the New York City database allowed them to 
test this hypothesis in practice, because the defendants were 
grouped into three categories: whites, blacks, and Hispanics.

The algorithm can achieve the same crime rate as the 
judges but by jailing 40.8% fewer minorities, including 
38.8% fewer blacks and 44.6% fewer Hispanics. As a 
whole, these results suggest our gains are not coming 
from the hidden costs of increasing racial inequity. If 
anything, we see that the algorithm can reduce racial 
inequity. (Kleinberg et al. 2017a, 278)

As we can see, far from detaining more Hispanic or black 
defendants, the algorithm managed to keep the same level 
of non-complying released defendants while significantly 
reducing the percentage of detained defendants from those 
groups. While Kleinberg does not make that case, it seems 
very plausible that implicit (or explicit) racist biases could 
have distracted human judges and partly explains that dis-
crepancy with the algorithm’s predictions. Indeed, the data 
from their study indicates that, from 2008 to 2013, human 
judges detained Hispanic and black defendants at higher 
rates than they did white defendants. Furthermore, the claim 
that judges might suffer from racist biases in their bail deci-
sions is corroborated by a wider study across the US judici-
ary system. Research shows a substantial bias against black 
defendants when it comes to bail decisions and that these 
“results cannot be explained by black–white differences in 
the probability of being arrested for certain types of crimes” 
(Arnold et al. 2018, 1929). With those results in mind, it 
seems that the use of ML could not only be seen as more 
efficient than judges making such decisions, but it could 
also help mitigate the effect of racist biases on marginalized 
groups.13 Of course, the training set of Kleinberg’s algo-
rithm only used data from New York City, and we should be 
prudent in our assessment on how well it would perform in 
other jurisdictions. As previously stated, ML algorithms are 
susceptible to overfitting. To assess its performance in differ-
ent populations, we must broaden the scope of the research.

11 However, Chatziathanasiou (2022) gives us some reasons to be 
more skeptical of the causal relationship at play here.
12 COMPAS for instance has been rightfully attacked because of the 
racist biases on which it seems to operate (Dodge et al. 2019, 277).

13 Another potential conclusion that we could draw from this dis-
crepancy is that we need to modify the judges’ environment so that 
their decision is not impacted as much by potential biases and noise. 
It could be that human judges would perform as well as algorithms 
if they were given only the impoverished information that the algo-
rithm used. However, showing this would require further empirical 
research. I am grateful for an anonymous reviewer pointing this out 
to me.
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4  Use of ML in bail decisions 
and the relational theory of procedural 
justice

Kleinberg’s study gives strong indication that future algo-
rithms could help make better bail decisions than human 
judges can achieve without them and that they could help 
mitigate the negative impacts of racist biases against cer-
tain minorities. If we believe that getting the right legal 
result is all that matters to procedural justice, those facts 
alone could justify a strong shift towards algorithmic bail 
decisions. However, I do not claim that we should abandon 
the adversarial procedure in which the prosecution and the 
defendant provide arguments. Indeed, even if we achieved 
more accurate predictions without a bail hearing, there 
would still be good reasons to believe that procedures are 
intrinsically important, independently from the fact that they 
allow reaching correct verdicts. To argue for the intrinsic 
value of judicial procedures, I turn to the relational theory 
of procedural justice. According to this theory, good judicial 
procedures are essential for people to conceive themselves as 
meaningful and respected members of a community (Mey-
erson et al. 2020, 4).

A very interesting aspect of the relational theory of pro-
cedural justice is that it relies on psychological research to 
assess individual perception of fairness of people who face 
legal procedures of various types. One key finding of this 
type of empirical research is that people who went through a 
legal process did not only value the final decision regarding 
their case, but also gave as much importance to the perceived 
fairness of the procedure. This perception of fairness is gen-
erally broken down into four more precise criteria: respect, 
trustworthiness, neutrality and voice (Meyerson et al. 2020, 
4–5). Fostering a positive perception of procedures based 
on these criteria is valuable for many reasons, but I will 
focus on two. First, studies show that proper procedures are 
important for people to conceive themselves as meaningful 
and respected members of a community, which can promote 
their sense of self-worth (Meyerson et al. 2020, 4). Second, 
proper procedures have an impact on future compliance of 
the individual within the system (Tyler 2006, 379). I believe 
that these facts alone give us strong reasons to pay close 
attention to the potential impact that introducing ML in bail 
decisions could have on perceived fairness.

The aim of Sect. 4 is to provide a potential implemen-
tation of ML that could be in line with the requirements 
of the relational theory of procedural justice. For the sake 
of brevity, I focus almost exclusively on the ‘trustwor-
thiness’ component. However, I also include a short but 
important discussion of the ‘voice’ component at the begin-
ning of this section. Of course, this means that additional 
work would be needed to assess whether the ‘respect’ and 

‘neutrality’ criteria could be satisfied with my suggested 
implementation.

4.1  Finding the right balance: ‘judge assistance 
system’

Starting with the ‘voice’ component, I follow Meyerson who 
defines it as “people’s perceptions that authorities have pro-
vided them with opportunities to participate in the decision-
making process and to voice their points of view.” (Meyer-
son et al. 2020, 5) I believe that getting rid of the adversarial 
aspect of bail hearings altogether would critically undermine 
this component of the relational theory. Indeed, it would be 
hard to argue that defendants have any chance of expressing 
themselves if the bail decision does not even require a single 
statement by them or their legal representative. Similarly, 
if the bail decision hearing was held normally but the final 
decision gave very limited weight to the adversarial pro-
cess compared to the algorithm’s prediction, it remains very 
dubious that the ‘voice’ requirement could be meaningfully 
fulfilled. Therefore, to acknowledge this dimension of the 
relational theory of procedural justice, ML would have to 
remain an advisory tool for judges rather than being the main 
contributor for the bail decision. How exactly to implement 
this in practice is an empirical question that falls beyond 
the scope of this paper. Nonetheless, I would like to sketch 
a potential avenue. One way to use ML that is consistent 
with empirical findings on the struggle of human judges is 
to conceive of ML as similar to a driver assistance system:

The resulting tool would be analogous to a ‘driver 
assist’ system that provides a warning whenever the 
car begins to do something the driver might not really 
wish to do, like drift into another lane. In the bail con-
text, the warning might trigger whenever the judge is 
about to release a high-risk defendant … (Kleinberg 
et al. 2017b (unpublished manuscript), 24)

In this case, a judge releasing a defendant that is deemed 
to constitute a very high risk by the algorithm is presented 
as analogous to a driver veering off the highway at a very 
high speed. They might have very good reasons to do so, 
but it still makes sense for the algorithm to flag the issue. 
Here, I believe that we should resist seeing the two situa-
tions as being analogous, since they present fundamental 
differences. For instance, when a driver receives a warning 
from their car, they can quickly check if the situation is truly 
hazardous, which judges cannot do. The comparison also 
does not mean that implementing such a system in court 
settings is just as innocuous as driver assistant systems.14 
Nevertheless, comparing the two systems can still be help-
ful in highlighting the restricted range of application for the 

14 I am grateful for an anonymous reviewer pointing this out to me.
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Judge Assistance System (JAS) that I am proposing. Simi-
lar to how most driver assistance systems only intervene in 
unusual situations, a JAS would only provide outputs when 
a judge’s decision significantly conflicts with its own risk 
assessment. Of course, limiting JAS influence to cases where 
a high-risk defendant is being released would only ensure 
that more people are detained, which might not be the most 
productive way of implementing such a system. I believe that 
the algorithm should also flag very low risk defendants being 
detained. This could be compared to a driver assistance sys-
tem telling you that you are being overly prudent by going 
at 60 km/h when the speed limit is 90 km/h.

4.2  JAS and actual trustworthiness

Even if ML is merely used as a JAS, some might argue that 
its use would still undermine the actual trustworthiness of 
judges. The argument would go as follows: a judge using a 
JAS partly relies on a tool which they do not really under-
stand to make their decision, which, therefore, make their 
decision process untrustworthy. I think that this argument 
fails for two reasons. First, judges already use various tools 
to reach their verdicts which they do not totally understand, 
and I believe that they are justified to do so. One could think 
here of the various technical instruments involved in DNA 
evidence or fingerprint analysis, among others. To this, some 
might object that a JAS is qualitatively different, because 
it gives reasons for a judge to change their mind without 
allowing them to really understand the underlying decision 
process of the algorithm. Even if we grant that a JAS is more 
akin to a human decider that we cannot understand than to 
a simple measuring instrument, judges routinely accept evi-
dence from expert witnesses despite not always having the 
ability to completely understand the underlying reasoning. 
Of course, expert witnesses can be subject to cross-exam-
ination in a way that is hardly achievable for algorithms. 
However, this cross-examination will also require the exper-
tise of other expert witnesses if it pertains to very technical 
knowledge and judges must often decide which expert to 
give more credit to in cases of conflicting expert testimonies. 
In those cases, the judge is still expected to adjudicate based 
on incomplete understanding. Crucially, in all these cases, 
it is reasonable to assume that relying on expertise that they 
do not totally understand still provides judges with better 
information to make a final decision.15

Second, I argue that the use of JAS for bail decisions 
increases judges’ actual trustworthiness by raising their 
level of competence. To make my case, I turn to Karen 
Jones’ account of trustworthiness, which I believe rightfully 
explains what being trustworthy entails in judicial settings. 
Jones’ particular understanding of trustworthiness goes as 
follows:

Three-place trustworthiness: B is trustworthy with 
respect to A in domain of interaction D, if and only if 
she is competent with respect to that domain, and she 
would take the fact that A is counting on her, were A 
to do so in this domain, to be a compelling reason for 
acting as counted on. (Jones 2012, 70–71)

For the sake of my argument, I take B to be the judge, 
A to be the defendant and the domain of interaction D to 
be the bail decision. The first thing that we need to deter-
mine is what it means in that context for the defendant to 
‘count’ on the judge. I take it to mean that the defendant 
has a legitimate expectation that the judge will fairly assess 
their case and not order them to be detained pending trial 
without good reasons. As Jones puts it, being trustworthy 
towards someone implies taking the fact that they count on 
us as a compelling reason to act in a certain way, but not as 
an overriding reason (Jones 2012, 71). In that sense, it would 
be unreasonable for a defendant to count on the judge to 
unconditionally release them, since the defendant is aware 
that the judge also needs to be trustworthy with respect to 
the rest of the population. An unconditional release might 
be at odds with this other objective. However, a fair assess-
ment of the defendant’s case also requires the judge to go 
beyond the merely quantitative non-compliance probability 
in their analysis. They also need to take into consideration 
the significant impact that their decision will have on the 
defendant’s well-being. The upshot of this is that a judge 
relying only on a JAS to make their decision would prob-
ably not fulfill the role that the defendant counts on them to 
fulfill. Indeed, a JAS only assess statistical probability, but 
does not account for the well-being impact of the decision 
on the defendant. However, the JAS implementation that 
I suggested earlier would still allow judges to account for 
well-being in their final decisions and, therefore, is compat-
ible with what defendants count on them to do.

Another notable aspect of Jones’ definition is the notion 
of ‘competence’ in the domain. I take competence here to 
involve a certain level of consistency from the judge when 
acting in the way that the defendant counts on them to 
act. Of course, this consistency needs to be tied to a very 

15 As an anonymous referee aptly remarks, there are safeguard 
mechanisms for expert witnesses that are not available for ML algo-
rithms. For instance, if experts fail to live up to certain ethical and 
legal standards in their testimonies, they can potentially be held 
legally responsible in a way an algorithm cannot. They can also pro-
vide explanation of their reasoning and debate with other experts, 
which current black box algorithms cannot do. I take this to show 
that the use of algorithms will require different safeguard mecha-

nisms, involving frequent audits within human institutions that are 
held accountable for the algorithm’s discrepancies, as we will see in 
Sect. 4.4.

Footnote 15 (continued)



 AI & SOCIETY

1 3

specific kind of activity: applying the right legal standards 
to the defendant’s case. If a judge was to release a defend-
ant based on random dice results, even a positive outcome 
for the defendant would not mean that the judge is trust-
worthy. Indeed, a judge reaching the desired outcome based 
on luck does not show enough consistency for our general 
understanding of competence. Furthermore, they also do 
not apply any relevant legal standards to the case, which 
is the action that they are expected to do. I believe that a 
JAS would really bolster judges’ competence, since it would 
act as a heuristic tool that should sometimes lead them to 
reassess the weight that they gave to information that is not 
available to the algorithm. Broadly speaking, it would act 
as a reminder for judges to engage in metacognition and 
make sure that their decision is based on actual signal, and 
not noise or biases. As human reasoners, judges are prone to 
biases and bail decisions trigger such biases, because they 
rely on the qualitative aspects of a case and on statistical 
base rate. In that context, ML would serve as a tool to help 
judges to critically reassess whether they have given enough 
weight to statistical base rate and whether they might have 
given too much importance to qualitative and very salient 
but poorly predictive aspects of the case, such as the defend-
ant’s appearance or lack of eye contact. Being competent for 
a judge certainly involves a reasonable use of the statistical 
tools at their disposal for the risk evaluation and I believe to 
have shown that using a JAS could help achieve that goal.

4.3  JAS and rich trustworthiness

Crucially, I also believe that the recognition by judges that 
they need a JAS would also be a way for them to exhibit 
what Karen Jones calls ‘rich trustworthiness.’ Rich trustwor-
thiness involves the ability for B to signal to A the domains 
in which they are competent and can be counted on (Jones 
2012, 74). As Jones puts it:

Rich trustworthiness requires not only competence in 
a domain, but also competence in assessing my own 
competence, so that I neither signal competences I do 
not have, nor “hide my light under a bushel.” I need 
to engage in ongoing reflective self-monitoring of my 
own competences so that I know them and their limits. 
(Jones 2012, 76)

Rich trustworthiness can be seen as a kind of ‘meta-
trustworthiness’, because it is not constrained to one 
domain but requires B to have a kind of reflective under-
standing of the scope of their own competence across vari-
ous domains. It also requires the ability to communicate 
accurately the domains in which B is reliable to others. 
For instance, if my neighbor asks for my help in reviewing 
grammatical mistakes in their resume written in Roma-
nian, showing rich trustworthiness could involve telling 

them that my own understanding of Romanian grammar 
is shaky at best, and that they cannot rely on me to detect 
potential mistakes. However, I would not be showing rich 
trustworthiness if I always signaled my inability to be 
counted on to my neighbor whenever they asked for my 
help across multiple domains.

In her account of rich trustworthiness, Jones focuses on 
interpersonal relations, but Alfano and Hjuits extend this 
notion to institutional contexts with the notion of ‘global 
rich trustworthiness’ which “measures not just how B is 
disposed towards some particular person but how B is dis-
posed towards other people more broadly” (Alfano and 
Hjuits 2020, 258). In the context of this discussion, the 
relationship would be between judges and the defendants 
for whom they must make bail decisions. What does it 
mean for a judge to exhibit rich trustworthiness in that 
setting? Contrary to individuals who can often simply 
signal their incompetence relative to a domain like in my 
resume reviewing example, judges cannot always do this. 
Of course, rich trustworthiness for judicial institutions 
can involve refusing to hear cases when they fall outside 
of one’s jurisdiction. By doing so, a court sends the sig-
nal that it is beyond its mandate or competence to settle 
such cases. Similarly, individual judges can signal that 
they cannot be counted on when they are in a situation 
of potential or real conflict of interest. However, when it 
comes to bail decisions, some judge will have to hear the 
case at some point and to adjudicate. I believe that using 
JAS can be a way for judges to exhibit rich trustworthi-
ness. As I have argued earlier, humans are prone to vari-
ous biases such as base rate neglect and struggle to make 
accurate enough predictions for bail decisions. Since they 
must nevertheless adjudicate, using JAS would be a way 
for judges to acknowledge the limits of their competence 
as human thinkers and to offset these limits in a particular 
domain (e.g., bail decisions). I believe that it would not 
be very different from the many other domains in which 
we now expect professionals to make use of technology to 
improve their accuracy. For instance, nobody would trust 
a doctor to perform eye surgery without relying on a tech-
nology that minimizes the potential for human mistakes. 
Under normal circumstances, I believe that an eye surgeon 
who tells their clients they can perform surgery without 
such a technology would probably not be displaying rich 
trustworthiness.

As we can see, there is a strong connection between this 
claim about rich trustworthiness and the notion of compe-
tence which Jones recognizes as an essential feature of actual 
trustworthiness. I believe the interaction goes as follow. 
Judges first need to display rich trustworthiness by acknowl-
edging that relying on their judgment alone for bail decisions 
makes them untrustworthy in that domain. This can then 
lead to the use of a JAS, which increases their competence, 
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and, therefore, makes them more trustworthy to defendants 
in that domain.

4.4  JAS and perceived trustworthiness

Even if I am right and JAS could increase judges’ actual 
and rich trustworthiness, relational theories of procedural 
justice also care deeply about perceived trustworthiness. It 
is not enough for JAS to improve judges’ actual trustworthi-
ness; it is also crucial for defendants who interact with the 
judge to be convinced of this. Here, algorithms seem to face 
an uphill battle. For instance, Wang’s (2018, 20) extensive 
survey’s conclusion is that the public has “an intrinsic dis-
trust of algorithms” when it comes to their predictions and 
decisions. Another study shows that this extends to the use 
of algorithms in managerial decisions (Höddinghaus et al. 
2021), while a study by Dietvorst et al. (2015) concludes 
that “people more quickly lose confidence in algorithmic 
than human forecasters after seeing them make the same 
mistake.” When it comes to perceived trustworthiness of 
predictive algorithms, a common line of reasoning is that it 
is the opacity of algorithms that make them seem untrust-
worthy and that we, therefore, need more interpretable mod-
els to improve perceived trustworthiness (Ribeiro et al. 2016, 
1144). In this last subsection, I argue that the best way to 
increase judges’ perceived trustworthiness when they use a 
JAS is not to avoid black box models, but to use models that 
are the most accurate (transparent or not). I also argue that 
perceived trustworthiness requires these algorithms’ accu-
racy to be closely monitored within legal institutions.

At first glance, having stronger algorithmic transparency 
seems like a promising avenue to increase perceived trust-
worthiness.16 As noted in Sect. 3.3, Kleinberg’s algorithm 
is a black box model because of the great complexity of the 
operations that it involves. Currently, the best explanation 
of their algorithm’s decisions would most likely come from 
a second (post-hoc) algorithm that would highlight salient 
factors that seem to generate shifts in the first algorithm’s 
predictions.17 If JAS is also a black box algorithm, judges 
would only be able to approximate what salient statistical 

parameters of the case led to the algorithm’s result by refer-
ring to such a post-hoc explanation. In the JAS implementa-
tion that I have in mind, this explanation would then serve 
as a heuristic tool for judges to critically reassess if they 
have given enough weight to the statistical data and whether 
to change their initial decision or not. Some (Rudin 2019, 
206) worry that a post-hoc explanation might not be a true 
explanation at all, but more akin to a statistical guess. Con-
sequently, there is a strong desire among AI ethicists for 
intrinsically interpretable models, i.e., models that are sim-
ple enough for humans to understand. Rudin (2019, 206), a 
leading expert in the field, even claims that no algorithms 
useful in high stake public decisions require the level of 
complexity that would make them black boxes.

However, as I explained earlier, Kleinberg et  al. 
(2017a, 259–260) employed a black box model (gradient 
boosted decisions trees) specifically, because it allowed a 
predictive accuracy that was unmatched with more inter-
pretable models (such as a logistic regression). In addition, 
a recent study gives us reasons to doubt the intuitive idea 
that intrinsically interpretable algorithms really allow human 
reasoners to better understand and predict algorithmic deci-
sions than a black box models with post-hoc explanation. It 
seems that complex intrinsically explainable model can end 
up confusing human users, causing them to fare worse in 
their ability to explain what the algorithm is doing than for 
some black box models (Bell et al. 2022, 248). One possible 
interpretation of their results is that we might be misguided 
altogether in believing that we need to give up on more 
accurate black box algorithms in favor of more interpret-
able (but less accurate) algorithms. Since our goal with JAS 
would be to help judges critically reassess their decisions, 
this seems to cast doubt on the idea that this goal would be 
better achieved using intrinsically interpretable algorithms 
instead of a black box algorithm with a post-hoc explanation.

Furthermore, I argue that there also are reasons to doubt 
that moving away from black box models in favor of less 
accurate but interpretable models would be the most effi-
cient path to increase the perceived trustworthiness of judges 
who use them. Of course, it is well-known that there is a 
general distrust of algorithms among the population (Wang 
2018, 20). However, in a recent survey, a strong majority 
of respondents (65.6 to 69.7%) preferred algorithmic deci-
sions to human decisions when the algorithm was more 
accurate (Wang 2018, 13). Furthermore, when made to 
choose between a transparent and a non-transparent but more 
accurate algorithm, 63.4% of the respondents preferred the 
non-transparent to the transparent one (Wang 2018, 16). 
Of course, to have an algorithm that is more accurate and 
transparent would be perceived as even more desirable by 
the public. Nevertheless, this suggests using black box algo-
rithms such as the one deployed by Kleinberg could lead to 

16 Algorithms can lack transparency for many reasons. Some algo-
rithms (such as COMPAS) are opaque not in virtue of their intrin-
sic complexity but because they are owned by companies who do not 
want to share the data used to preserve trade secrets or otherwise to 
allow others to benefit from their unique knowledge of the algorithm 
(Rudin 2019, 209). In my opinion, there are strong ethical reasons to 
refuse using algorithms that do not share their data such as COM-
PAS for public decisions. However, a proper defense of this argument 
would go beyond the scope of this paper.
17 This general project is known as explainable AI (XAI), but dis-
cussing it is beyond the scope of this paper. See Dodge et al. (2019) 
for various kinds of post-hoc explanations available for judicial deci-
sions and Wachter et al. (2017) on the topic of counterfactual expla-
nations.
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a larger increase of perceived trustworthiness than using a 
transparent but less accurate algorithm.18

Here, one might object that I have not shown that people 
perceive non-transparent algorithms as being trustworthy. I 
have merely shown that accuracy considerations outweighed 
their distrust. In other words, people would accept to forfeit 
some perceived trustworthiness in exchange for better out-
comes. To this, I argue that while actual trustworthiness and 
outcomes are very distinct considerations, it is not so clear 
to me that perceived trustworthiness and outcomes are so 
distinct in the case of algorithms’ use.19 For instance, recent 
studies have shown that people trust algorithms over experts 
for many tasks such as estimating someone’s weight based 
on a photo, recommending romantic matches, and predicting 
the popularity of songs (Logg et al. 2019, 90). By contrast, 
older studies ranging from the 1950’s and 1970’s showed 
much stronger distrust of algorithmic decisions compared to 
human decisions (Wang 2018, fn. 4). Furthermore, studies 
show a strong correlation between how much better algo-
rithms get at their task and how much trust the public puts 
in them (Logg et al. 2019, Wang 2018, Yin et al. 2019). 
It, therefore, seems that the perception that algorithms are 
effective at what they are doing (securing the right out-
comes) can increase perceived trustworthiness.

One could object that JAS’ statistical risk assessment is 
very different in nature from algorithms estimating some-
one’s weight. Indeed, while it seems relatively easy to assess 
whether an algorithm estimates weight accurately, JAS 
would have to assess the non-compliance risk of countless 
defendants whose cases always are unique. How could we 
ever know whether JAS truly is accurate? Here, I believe 
that we need to remember that JAS would be deployed 
within legal institutions, where they would undergo frequent 
audit processes. It seems to me that courts would accumu-
late quite a lot of data on the accuracy of JAS by tracking 
bail decisions results over time. To do so, they could com-
pare defendants’ non-compliance rate over time for judges’ 
decisions that triggered a JAS red flag. They could assess 
the comparative accuracy of judges’ final decisions when 
they modified their decision based on JAS’ assessment as 

opposed to when they did not.20 Comparisons using other 
metrics than non-compliance rate should also be made, such 
as detention before trial rate, as well as detention rate of 
minorities. Ultimately, the assessment of JAS’ accuracy 
would be made within legal institutions based on quantifi-
able data that could lead us to discard it or improve it over 
time.21 If JAS shows strong results across all these metrics, 
as Kleinberg et al. (2017a) let us hope it could, this should 
go a long way to increase perceived judges’ perceived trust-
worthiness once the public is made aware of such metrics.

5  Conclusion

In this paper, I have argued that future use of Judge Assis-
tance System (JAS) as a support to bail decisions could 
allow judges to display more actual and rich trustworthiness 
towards defendants. I also argued that focusing on the JAS’ 
effectiveness rather than on its transparency when they come 
into conflict is more likely to help preserve the public per-
ceived trustworthiness of judges who will use them. If this 
is right, the use of JAS can be made consistent with at least 
one parameter of the relational theory of procedural justice. 
Nevertheless, to show that JAS really is truly compatible 
with the relational theory of procedural justice, much further 
work would need to be done.

Indeed, while this paper briefly discussed the ‘voice’ 
requirement, nothing has been said of the ‘neutrality’ and 
‘respect’ requirements. Ultimately, I believe that neutrality 
criterion could very probably be met. Indeed, algorithms 
can be designed in a way that makes them more consist-
ent in their predictions than humans. It may also be pos-
sible to run counterfactual scenarios to assess the potential 
biases of an algorithm, something that we cannot do for 
human judgment. When it comes to the ‘respect’ criterion, 
it seems harder to assess whether allowing an algorithm to 
guide judges’ decisions could be done in a respectful way. 
When facing very persuasive defendants, JAS could lead 
judges to give less weight to their testimony, which could 
be seen as disrespectful towards them. However, in cases 
where the judges’ negative assessment of a defendant rests 

19 While my conflation of perceived trustworthiness and outcomes 
for algorithms might seem at odds with core principles of the rela-
tional theory of procedural justice, I do not think that it is. For 
instance, Bottoms and Tankebe (2020, 101) argue that citizen’s 
assessment of procedural fairness also include perception about get-
ting the right outcomes, especially in high stake contexts.

20 I believe my suggested JAS implementation to be compatible with 
Maclure’s (2021, 433–434) institutional approach, which involves 
keeping human institutions in the loop when using black box algo-
rithms.
21 As an anonymous referee remarks, another reason why an algo-
rithm such as JAS should be frequently audited is that human behav-
ior may change over time. This could lead the algorithm’s accuracy to 
decrease after its implementation. As evidenced during the COVID-
19 pandemic, numerous algorithms experienced difficulties due to 
significant changes in people's behavior (Heaven 2020).

18 This is not to say that we should not value algorithms’ transpar-
ency for other reasons. I merely argue that accuracy should be favored 
over transparency when it comes to algorithms’ perceived trustwor-
thiness.
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on disrespectful biases22 towards the defendant, JAS could 
be a way to limit the consequences of such disrespect.
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