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Abstract

Economists tend to represent learning as a procedure for estimating the parameters of the
“correct” econometric model. We extend this approach by assuming that agents specify aswell as
estimate models. Learning thus takes the form of a dynamic process of developing models using
an internal language of representation where expectations are formed by forecasting with the best
current model. This introduces a distinction between the form and content of the internal models
which is particularly relevant for boundedly rational agents.

We propose a framework for such model development which use a combination of
measures. the error with respect to past data, the complexity of the model, the cost of finding the
model and a measure of the model’ s specificity The agent has to make various trade-of fs between
them. A utility learning agent is given as an example.

1 Motivation

The rational expectations, consistent expectations, least-squares learning and similar
hypotheses of mainstream economics are predicated on the presumption that the underlying
structure of the economic environment is stable. Only on this assumption can agents who
believe that they know the “correct” structural model of their environment use that model to
form unbiased expectations.

Where structural change itself is an issue, this must be reflected in continual updates of the
underlying formulation of agent’s modelsin order to reduce their forecasting bias. Indeed, one
likely reason for agents to change their forecasting models is the presence of systematic bias
in their forecasts.

In this paper, we describe a framework to study how agents might reduce their forecasting
bias by changing the structural forms of their respective models of their environments. That is,
we model economic agents as model-building forecasters rather than simply model-using
forecasters who know only a given structural model.

The models our agents specify result from their observations of data and the success with
which their models forecast variables of interest to them. In an environment in which thereis
no structural change, it also seems reasonable to suppose that, once an unbiased model with
tolerable precision has been found, the process by which agents develop their forecasting
modelsis not especialy interesting. There are, however, cases in which agents' forecasts are
biased or imprecise to such a degree that they would reasonably seek to improve their models.
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In ef fect, agents (like economists) might devote resources to the improvement of their
forecasting models. Such improvements in forecasting capabilities would be especially
important during times of structural change as, for example, in emer ging market economies,
where there is technological change, or perhaps at the turning point of atrade cycle.

Thus the models of learning we propose below should be particularly applicable to situations
of structural change, where by “structural change” we mean that it is not merely a case of
changing the parameters of the “correct” model but also changing the form of that model. A
second reason for using the type of model described below , isthat the agent models are
meaningful. You can trace the reasons that an agent develops a particular model and hence
takes a particular action. In traditional terms thisis a simulation model rather than a black-box
model. Thisisimportant if your primary aim is to examine and understand a process, as
opposed to calculating a prediction of afuture state.

In order to avoid necessary confusion we will refer to  our model of how agents learn as
simply models and the models built by the agents themselves as agent models or, when the
agent context is clear, internal models.

2 Criteriafor a Good Model of Agent Learning

A good model is, trivially, one that meets the needs of the model users. Thisis true whether
we are talking about an agent model or our model of an environment including such agents.

The function of economic models, for example, is often to demonstrate suf ficient conditions
for the existence of equilibrium. The introduction of learning schemes into such modelsis
often intended to demonstrate suf ficient conditions under which learning makes equilibrium
models stable. A classic of thisgenreis Bray and Savin  [3], but see also Binmore and
Samuelson [2], Marimon, McGrattan and Sargent [13] and Arifovic [1].

We are not concerned in this paper with equilibrium per se though we are concerned with
computer-based simulation models. Such models can be used to generate point or interval
forecasts or, alternatively, controlled variations on a single model structure to generate
“what-if” analyses of particular business or economic policies.

2.1 Rigour

Whatever the uses to which they are put, we take the view that simulation models should not
be less rigorous than analytic models. Rigour provides a set of rules according to which
developments and meaning of the models can be assessed. In effect, models provide the basis
for a discourse about as-yet-unrealized outcomes and, to be useful, we believe that such
discourse must also be disciplined.

Our primary concern then isto devise aformal representation of learning by agentswhich is
both general and rigorous. In particular cases, representations of learning which conform to

our formal representation could doubtless generate equilibrium results in appropriate models.
More general models which entail learning by agents will inform discussions of, for example,
strategic decision-making processes which are not expected by agents to result in steady-state
outcomes.
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2.2 Incrementality of the L earning Process

One aspect of learning that seems clear is that agents frequently do not perform exhaustive
searches for the best internal model of something, but adapt existing models. A good example
of how well this works as a representation of actual agent model-buildingisLenat’”  s[12]
model of how mathematicians form conjectures in number theory. This may be formalised by
putting a cost on the search for new models. Even though the cost of each search step may be
low, the total cost can still be signif icant. Thus discarding a model and starting again can be
very costly dueto thelar ge search space of possible models. In such circumstances, it is
important to be able to improve models by means of afocused search in the space of possible
models. This seems to usto be an appropriate policy to follow in model-building of al kinds.
We therefore assume that such a policy will be followed by agents in the development of their
internal models.

2.3 Examinability of modelslearnt by the agents

Agent models should be examinable, in the sense that the state of an agent's learning should
be open to common-sense interpretation. If thisis not the case then we would be able to
analyse only the agent's behaviour rather than the process by which it was generated. While
this may be realistic for the modelling of agents who model other agents, thisis unhelpful
from our point of view as modellers seeking to understand the ef fects of specific approaches
to agent learning and expectations formation. The internal states of the agents can be made
opague to other agents without sacrificing our knowledge of those states. Furthermore, if we
can choose the extent to which an agent is aware of the internal states of other agents, then we
can model and contrast this aspect as well.

2.4 Theexistence of different trade-offsin model search

The most useful model for an agent would be one which, with complete conf  idence, gave
point forecasts of every tar get variable for every feasible set of values of the decision
variables and yet was reasonably simple. The purpose of model adaptation isto move from
the default position towards the best position. Thisinvolves the best possible increase in
precision with the least possible complexity . A noble sentiment completely without
operational content and one which is, of course, not always possible. The guides to model
improvement, should be able to include:

The error (e.g. RMSE) of the model’s predictions. Clearly, amodel with less error is better.

» The complexity of the model. A ssimpler model is better than a more complex one for
an The cost of searching for amodel.

* Thevolume, asummary measure of precision and generality, described below.

Sometimes these guides will indicate opposing directions of agent model development. In
these cases the trade-of f decided upon will be dif ferent for dif ferent agents (and also
sometimes the same agentsin dif ferent situations). For example, for afirm in a highly
competitive but slowly changing market an accurate and error-free model of pricing might be
more important than the complexity of the model or the cost of its development, while afirm
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with distinctly limited resources (a start-up?) looking for an opportunity in afast moving
environment might settle for aless accurate and vaguer model.

2.5 Theimportance of the form of the agent’s models

The agent will have some language to represent its models. In fact, it can only represent its
models by expressions in this language. This creates a mapping between expressionsin the
language and subspaces of possibilities, that corresponds to the distinction between the syntax
and semantics of alogical language. In Al parlancethisis called a Logical Bias. Thisfact has
several consequences, including these listed below.

» Only some subspaces will be expressible in the language, the agent may be forced to
approximate the actual subspace of possibilities with an expressible one.

» Some subspaces will have several corresponding expressions, some of which will be
far more efficient to use than others.

» Although the agent will often know what the space of possibilitiesin some
theoretical sense, she will often not know what expressions are necessary to describe
a particular subspace, thus for all practical purposes the space of possibilitiesis
unknown and unknowable.

* A global search of possible subspacesisimpractical, because the agent has to do this
by searching through possible expressions in her language. Thisinvolves a dif ferent
kind of search than that of paramaterising a known agent model.

» |f thereisany significant cost associated with building the agent model expressions
then some sort of incremental, path-dependent development of agent modelsis
inevitable.

» The agent may come to believe in inadequate or even partially inconsistent
expressions. These would be less likely to be successful models, but are not
automatically ruled out (depending on the agent language).

2.6 Expressiveness of the Internal Language of Representation

In order that the agent’s may be able to change the form as well as the parameterisation of its
models of its world, the agent needs to be equipped with a language with which to do this.
Such alanguage will have a syntax in the sense of a grammar which determines the sort of
expressions that are allowed as candidate internal models. It will also have a semanticsin the
sense of some correspondence between these expressions and their referentsintheagent’ s
environment.

This internal modelling language has to be suf ficiently expressive to include all relevant
models that an agent might use. In particular it should be able to express simple models like:
“if x goes up so will y” (direct relation), “the rate of change of x goes up with the amount of
X" (exponential growth), “the average of x isincreasing”, “x is not effected by anything” (this
may be a default assumption), “if P(z) is true then use model x otherwise model y”, “x is

constant”, “x or y will happen (but I don't know which)”.
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2.7 Practical to simulate

In order that this representation be a practical research tool it is necessary that there is some
reasonably ef ficient decision procedure that successfully implements the agents' modelling
process.

3 Alternativelearning paradigms

In table 1, we summarize the relevant characteristics of the alternative formal (as distinct from
“soft™) learning paradigms found in the economics and management literature.
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The two particular aspects of these models which are of greatest interest here are the model
selection criteria and the model adaptation methods. On the criterion of model selection
methods alone, network representations of learning and learning as statistical estimation differ
fundamentally from the modelling representation and genetic algorithms in that thereis only
one model and, so, no selection to be made. On the criterion of model adaptation methods,
modelling has most in common with neural networks and logics in relation to model
specification and shares with rational expectations and |east-squares learning a reliance on the
estimation of model parameters.

Genetic algorithms and evolutionary methods engage in some sort of random search which
generates new models which are selected with increasing frequency if they do well and with
less frequency until they are discarded if they do badly . Genetic algorithms become
increasingly local in their model adaptations as they identify the areas of the model space
which systematically yield the fittest models.There is a single process by means of which
genetic algorithms identify the best models and the estimate the best values of the parameters
of those models.

The closeness among modelling, neural networks, genetic algorithms and logics in model
specification is that all of them modify the hypothesized relationships among variables by
marginal changes resulting from specific failures of the incumbent models.

In summary, the modelling representation of learning differs from all of the others but logics
and genetic algorithms in alowing for multiple models and for adapting models only by local
searches of the space of possible models.

Some logics can be used to represent learning as modelling. Several of these have been
devised and implemented ( e.g, Masuch and Huang [15]; Fox, Krause and Elvang
Goransson [9]. Others (e.g. Fagin and Halpern [10]; Fox [8]) have been well explored.

It seems reasonable to require a representation of learning as modelling to be sound and
consistent. In general, completeness and decidability are desirable for the (real, i.e. not
simulated) model-builder but only be obtainable at the expense of the expressive power of the
formal framework.

Thisisin contrast to the situation with the internal models of the agent. Here the logic
paradigm has more problems, principally logical omniscience, and the common tol erance of
inconsistency. There are logic formalism which get round these problems (for example step
logics and paraconsistent logics), but still do not map naturally into learning asit is preformed
by real economic agents.

Having said this, thereis clearly an af finity between logics and modelling representations of
learning. It might nonethel ess be possible that the strict formalism of logical systems will not
be compatible with the description of key elements in a decision-making problem or
procedure. In that case, there will be atrade-off between the rigour of logic and the relevance
of modelling representations that do not resemble logics.
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4  Agent Modelswith defaults

Our criteriafor agood agent model suggest that any representation should clearly specify the
dependent variables, the independent variables, the expression specifying the relationship
between them and the conditions of application of the model.

Each of these should have a default value. T aken together, these default values ef fectively
define some a priori information available to agents. They might know, for example, which
are their decision variables and which are their goals. They might believe there is some
relationship between them without knowing either what that relationship is or in what
conditions any such relationship might hold. More precise default values will indicate more a
priori knowledge held by agents. This a priori information may be implicitly encoded in the
model structure described below in anatural way by the specification of the language in which
the agent develops its models.

In many cases, the default value of the dependent-variables will be the set of tar get variables
defined in the model of the environment and the default value of the independent-variables
will be all of the decision-variables which the environment allows individual agents. The
relationship will say that for any value or set of values of the decision variables, thetar get
variables can take any (set of) feasible values. If, for example, thetar get is profit and the
decision variable is price, then the initial (default) position is that for any feasible (i.e.
non-negative) price, profit can take any rational value. The conditions of application will have
by default a value indicating complete generality . Typically, thiswill be indicated by the
simple value truesince the conditions of application are either satisfied or not and,
collectively, should return a boolean value.

The agents will, in general, have other a priori knowledge, including:

1. knowledge implicit in the grammar of itsinternal modelling language mentioned above;

2. maybe some explicit knowledge encoded as an initial model given to the agent (e.g.
accounting rules);

3. knowledge encoded in a basic algorithm for learning (improving its models); and some
goals.

5 Criteriaan agent might usein the search for a good internal
model.

The following sub-criteria should inform actual and agent searches for “ better” models.

5.1 Accuracy

Thisisthe straightforward notion that a good model will yield forecasts which are unbiased
and efficient. We would not, however, expect all good modelsto yield accurate forecastsin all
circumstances. The economic and methodological reasons for this were discussed by

Moss [16] and Moss and Edmonds [7]. For this reason, we attach to each model a set of
conditions of application and require accuracy of agood model only when those conditions
are satisfied. This feature, as we see next, has further benef its associated with adaptability of
the modelling procedure.
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5.2 Measuresof Model Specificity
5.2.1 Generality

The generality of amodel is def ined by the conditionsin which it is applicable. A model is
made unambiguously more general by subtracting from the set of its conditions of application.
It is made less general (or more specialized) by adding to the set of its conditions of
application.

For example, if amodel isfound sometimes to forecast accurately and other times to forecast
inaccurately, the natural procedure isto determine the special conditions in which the model is
auseful guide to action. A natural presumption is that additional conditions of application are
required. This will require some procedure to discriminate amongst those additional
conditions for which the model holds and those in which it does not hold. If such a procedure
is successful, a better model will result which dif fersfrom itsforebear in having alar ger
number of conditions of application. It will therefore be applied in a more restricted set of
cases.

5.2.2 Scope

We take the scope of amodel to be the Cartesian product of all possible values of its
dependent and independent variables. The scope of amodel isincreased by adding to (and is
reduced by subtracting from) the set of variables over which it is defined. Increasing the scope
of amodel can vastly increase the specif ic forms that the model takes. In general, increasing
model scopeisto be avoided if at all possible because it necessarily increases the
computational and information-processing capacities that the model will absorb. One of the
advantages of generalizing modelsis that the generalized model may have fewer independent
variables than the models it replaces and, so, a smaller scope.

5.2.3 Precision

The precision of amodel is the range of the dependent variables of the model corresponding
to any point in the domain of the independent variables. An example will indicate the
importance of the precision of the model. High pressure weather systems are
thermodynamically more stable than systems dominated by low pressure. Consequently , the
precision of forecast movements and ef  fects of high pressure systemsis greater than the
precision of forecasts of weather systems dominated by low pressure. Interval rather than
point forecasts may often be appropriate. However , adaptations of the model to reduce the
range of the interval — that is, to increase the precision of the model

5.2.4 Volume

In this paper we will summarise scope, precision and generality into a single measure which
we will call the volume of the model. The volume of the default model suggested in section 4
is the volume of the feasible part of the space of decision and tar get variables. The model
volume can be reduced by special models which exclude parts of that space. The volume of a
model is arough measure of its refutability (asin Popper[22]), the ease with which it could be
disconfirmed (if its wrong).

To see what isinvolved here, we exhibit in figure 1 amodel representing atarget variable T as
the dependent variable and the decision variables C, and C,. The cylinder represents a
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mapping from control variables C, and C, into the target variable T. The domain of the relation
isthe ellipse in the plane C,0OC,. The height of the cylinder is the precision of the model. That
is, given any pair of valuesof C, and C,, say C,and C,,thevalue of T will be determined by
some point within the cylinder on aline perpendicular tothe C,0C,planeat (¢, C,). The
relation does not indicate which point on that line will yield the realized value of T. Since this
istrue for any point within the cylinder, the size of the collection of such pointsis the volume
of the cylinder. Since the cylinder is the mapping between the independent and the dependent
variables, its volume is naturally identified with the volume of the relation.

Figure 1: : Domain, Range, Precision and Volume.

We shall say that the agent has a universal model which comprises the whole of the
C,,C,,T)-space except in the domain of the cylinder. It will be in keeping with natural use of
language if we call the cylinder a special model for the domain represented by the ellipse in
the C,0C,-plane. The default values continue to apply everywhereelsein ( C,,C,,T)-space.
The volume of the universal model is now the volume of the feasible space minus the volume
of that space which isin the domain of the cylindrical model plusthe volume of that model
(the volume of the cylinder). In other words, the volume of the agent’ s universal model is
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reduced by the volume of the space above and below the cylindrical specia model. Clearly ,
the volume of the universal model can be reduced further either by increasing either the
domain of the cylindrical model or its precision. Moreover , special models with dif ferent
domains from that of the cylindrical model will also reduce the volume of the universal
model. So, too, will models of lesser dimension than the whole of the ( C,,C,,T)-space. If a
relationship between (say) C, and T can be found over some domain of C,; and some range of
T, then in ( C,,C,,T)-space the special model isabar , rectangular in cross-section projected
perpendicularly from the rectangle in the C,OT plane implied by the domain and range of the
two-dimensional model. The volume of the universal model is therefore reduced by the
volumes above and below that bar in the feasible space.

The perfect model has perfect precision and, therefore, zero volume in space of any dimension
— just asapoint, aline or a plane have zero volume in three dimensions. The volume of the
least restrictive model is the volume of the feasible part of a space with dimensionality equal
to the number of all of the variables which define the state of the environment. Reducing the
dimensionality of the model, increasing the domain of the special models and/or increasing
the precision of special models all reduce the volume of the agent’ s universal model. We take
reduction in model volume to be a criterion of improvement and, therefore, a guide to model
adaptation.

The default assumption is that anything is possible. Only those possibilities within the domain
of the model description that are not predicted by that description are ruled out. So if the
domain of applicability of the model description is narrowed (by, say, adding extra conditions)
then fewer possibilities will be ruled out - the total volume increases. If the precision of the
prediction of the model description isincreased, then within this domain more possibilities are
ruled out - the total volume decreases. Thus by these definitions, condition 3 above implies
that models which give more precise predictions and those with wider conditions of
application are preferable. Also models with a smaller volume are more easily falsifiable, in
the sense that arandom possibility is more likely to lie outside the volume of possibilities
predicted by the model and thus show it to be wrong.

53 Cost

In apurely numerical modelling language, the semantics is a one-one correspondence, so the
distinction between the form of the model (a set of parameters) and what they refer to (a set of
guantities) can be identif ied with each other without confusion. Given the more expressive
language as illustrated immediately above, this correspondence will be more complicated. For
example there may be severa different expressions that refer to the same set of relationsin the
agent’s environment, but one of these may be much more ef ficient to use for prediction than
the other. Thisisimportant for agents with limited rationality. Thus the form of models as well
as the content become important.

5.4 Complexity

The question naturally arises, why isn’ t the ideal model simply composed of past data. It
would have zero error, minimum possible volume and minimal cost. Our experience tells us
that thisis not generally a good model at prediction but, equally, our experience does not tell
us how to formalise thisin our model of learning by agents.
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One way to bias the agent towards agent models that are more likely to be productive isto
limit its agent modelling language to rule out models comprising nothing more than past
observations. This, however, would probably mean a more restricted language than is
sometimes desirable and would probably not rule out al analogous situations within the new
language.

A second way is to include some element of complexity to guide model search, i.e. in certain
circumstances (e.g. when error rates are almost equal) bias the agent to choose the simpler
model. We are not claiming that the simpler model is a priori more likely to be correct
(Quine[23], Pearl [21]), just that thisisan ef fective heuristic for search within such
open-ended spaces of language expressions.

There are many possible ways to measure complexity (Edmonds [6]) and each will resultin a
dlightly different search pattern. All we require is that the measure be practically computable
and that it can act as alimit to naive depth-first strategies that might be applied by an agent.

6 Some Possible Agent Strategies

The difficult aspect of modelling learning as modelling is to represent the ways in which the
agent adapts its model based on the actions it has taken and the input it has received. In this
section, we describe one  possible representation of the informationf  lowsinvolved. A
legitimate and important issue is surely the choice or development of the representation of the
agent modelling procedure.

If we are looking at abstract environments with no direct, empirical referent, then the purpose
of the representation of the modelling procedure is to show that a particular learning
procedure will generate results which an agent would find desirable or , aternatively, that in
the simulated environment, some modelling procedures are likely to yield better values of
target variables than other learning procedures. This sort of result is not obviously less
relevant or important than the standard economic procedure of demonstrating suf ficient but
not necessary conditions for the existence of equilibrium.

An alternative use of the learning-as-modelling paradigm is to represent aspects of actual
economic environments. In these cases, the measure of the goodness of the learning
representation is the extent to which the simulation models generate output which conforms
statistically or qualitatively to observed outcomes. W e recognize that these ar guments will
carry no weight with those for whom there is no economics without equilibrium. But the
developments reported here will, in any case, be of little relevance to such economists.

In figure 2, the shaded box contains elements of models of learning described in tablel. All of
these procedures yield relations between control variables and goals. Apart from the logic and
modelling representations, none of the procedures described in table 1 entail any clear
distinction between model and memory. In effect, the internal state of the agent reflects the
patterns of past successes and failures of dif ferent actions. Production systems and logics,
however, do clearly distinguish between memory and model as, so we shall see, must any
representation of learning as modelling. The mapping from the internal model into actionsisa
non-trivial task. Semantic nets, neural networks and genetic algorithms ef fectively conflate
model and action by creating relations only among control variables on the one hand and
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goals on the other. These relations evolve as changes in weights attaching to network linksin
the case of neura networks. Where production systems and logics are concerned, the relations
of which amodel is comprised can be mnemonic and explicit. Simple models can be built up
into more complex models. The way in which model complexity increases can itself become a
subject of study.

Agent’s
modelling
procedures

A

em\‘
The

Environment

Retrieving information
<
o)
Q
0}

recording

Agent’s
Memory of
Events

@\“Q’ A Perception

Figure 2: : Information flowsin learning procedures

In figure 3, we depict the flow chart of an algorithm which lends itself readily to
implementation as a production system. The natural starting point in this flow chart isthe
guestion: Any appropriate models? Initially, there would be no model other than the universal
or some default model. By definition, only special models can be appropriate bases for action
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since, without arelevant special model the universal model says only that anything can
happen..

Specify yes Do confirmed,
combined le—— combined modelsreduce> g
models the model

volume?

0]
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Any

appropriate
models?

oot Model
et —» confirmed?

ou

Specify new | ™ Teq on padt data

Specify more yes
specialized model(s) |

Previously
confirmed?

Figure 3: A Possible L earning Algorithm

A model is appropriate if it has conditions of application that are satisfied in the current state
of the environment. If there is no appropriate model in this sense, then there must be some
means of conjecturing new models. Typically, such conjectures will be formulated or, at |east,
tested on the basis of past data. Respecification and re-estimation may continue until thereis
some model which is deemed to be “good enough” in the circumstancesor , simply, the
modeller decides that no more resources are to be devoted to the development of an
appropriate model. If there is already at least one model with satisfied conditions of
application, then there is no need at this stage to specify additional models. In either case,
choose amodel which is“best” according to some set of criteria.
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It would be natural to use the “best” of the appropriate models to forecast the effects on goals
of different values of the decision variables and, on the basis of such forecasts, to set the
decision variable value which, in this context, is what we mean by an action.

The next question is whether the action had the intended ef ~ fect. If not, the model is
disconfirmed. But it might be that the same model had previously been used successfully to
determine an action. In that case, it would be appropriate to try to distinguish the conditionsin
which the model succeeded from those in which it failed. Thiswill involve some attempt to
specialize the model by adding conditions of application. The resulting specialized model is
then subject to the same tests as any other newly specified model.

A model which serves successfully as a guide to action might, in combination with other
successful models, be generalizable. One possibility is to seeif there is a meaningful
intersection in their respective conditions of application as well as some suitable way of
combining their definitions, independent and dependent variables. In this way, we would have
one model which was applicable in awider set of conditions with a domain and range no less
than that of the constituent models taken together . Asindicated in the flow chart in figure 3,
combinations of special model should have the effect of reducing the volume of the universal
model if they are to be desirable.

6.1 Example strategiesfor agent model development

6.1.1 Crossover

In genetic programming (Koza [11]) the principle operation for model development is
crossover . Thisiswhere random points in two models are selected and the appropriate
submodels are swapped. Thisisahighly ef fective operator which has been used in solving
many real-life problems. Its advantages are its speed, the fact it is universal in the sense that
sequences of crossover operations can be used to construct any model (from a suitably lar ge
initial population), it preserves the variation in the population as well as the average depth of
the population. From a perspective of modelling learning however , it isinappropriate due to
its arbitrary action, the globality of its search and its need for very lage populations of models
to act upon.

An agent model can be effectively defined as a data structure with four slots: the independent
variables, the dependent variables, the relationship between them and the conditions of
application. Any adaptation of an agent model entails changes in the values of these dots. In
this section we discuss coherent model-adaptation strategies in relation to the generalization
and specialization of the agent’s special models.

6.1.2 Specializing the agent’s model.

Specialization of amodel always increases the volume of the universal model and, so, isto be
avoided where possible. Adding conditions of application always specializes an existing
model. So, too, does increasing the scope of the model by adding variables. Anything which
reduces the domain of a special model is obviously a specialization. It seems sensible to
recognize any volume-increasing adaptation of a model as a specialization.

Two natural means of specializing models are by adding variables and by combining them in
ways which facilitate domain-reduction.
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When an agent adds a new variable to his model, this does not change the space of
possibilities but it does change the size and perhaps the complexity of the model description.
When the new variable is defined in terms of existing variables, it isapurely formal devicein
the model description, as whenever it occurs, the original reference to the variables it was
defined by could be substituted instead. Placing conditions on this new variable is equivalent
to arestrictive condition on the possible combinations of the environmental variables.

Take an example where there are two input variables v and w and one output variable p. If
thereis an existing model of the form p=g(x,y) for some relation g then the agent might try a
model of theform p=f(v)where v = x/y using some a priori information about the
dimensionality of variables. The agent has thus decomposed the model into two separate parts
to reduce the information considered. In effect, new conditions are added by specifying some
relationship between the outputs of the models and combinations of the inputs to the model.
Thisisaclear speciaization of the original model (It is also an unambiguous simplification of
the model as will be seen in section 7).

Model specialization takes the following form:

1. Combine existing variables into a new variable in such away that the number of dimen-
sions of the new variable is less than the number of dimensions of the component variables.
The only exception is combinations of pure numbers which are themselves pure numbers.

2. Assess whether the changes in or values of the new variable discriminate between casesin
which any modél is disconfirmed and cases in which it is not.

3. If itisfound to have some discriminatory power , specialize the model by adding the
appropriate statement to its conditions.

6.1.3 Generalizing models of the agent.

Thiswould be tried when the agent has two models which are well conf irmed according to
some criterion. Generalization entails taking the intersection of the antecedents and the union
of the consequents of the two models as the elements of the antecedents and consequents of
the new model. The new model would apply in awider range of conditions including at |east
all of the conditions in which both of the models from which it is generalized would apply . It
would also forecast the values of awider range of variables.

Generalizations will not be accepted if the resulting set of consequent clauses are either
contradictory or cannot be instantiated from the resulting set of antecedent clauses. One
implication of this condition is that the antecedents cannot be empty unless all of the values
set by the generalized consequent are constants.

7 Towardsa Specification of a Framework for Modelling
Economic L earning by Modelling

There will not be a complete logical formalism of the described learning mechanism, asit is
not necessarily deterministic in nature. However some aspects can be so captured, particularly
the relationship at any one time between an agent’s models and the environment.
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7.1 The General Framework
7.1.1 The Space of Possibilities

Thereisaspace of possibilities,  PS, inherent inthe agent’” senvironment. T ypicaly in
simulations this space will usually be a product of alimited number of spaces,
V = v, xv,x...xv, representing the different variables (one of which may betime). In many

economic simulations these spaces, , Will just be either boolean or afinite range of
numerical values, for example arange of prices of limited range and precision. More
generally these spaces could themselves be a space of language expressions, for example, a
language of negotiation. If the language includes binary relations onV, for example expressing
that today’s price is always at |least as great as yesterday’s, then the space of possibilities may
need to be , and lar ger for tenary relations (etc.). Of these spaces, :

typically some will be decidable by the agents (settable by its action), some will be directly
observable and others will only be indirectly inferrable.

7.1.2 ThelInternal Language of Representation.

The agent has an internal language of representation, L, which isrecursive list of expressions,
. Usually L will typically be def inable as nothing stronger than a context free

grammar based on afinite list of atomic symbols. In this case they would correspond to tree
structures.

Each expression specifying an internal agent model will include the dependent and
independent variables, its conditions of application, the default prediction when conditions
fall outside this, in addition to the relation between the variables. T ypically much of this
information is specified implicitly through the nature of L, the mechanisms to infer a
prediction or action and common defaults.

7.1.3 The semantics of L

There will be a mapping — , which will reflect the natural semantics of L in the space
of possibilities, PS. Each member, |, of L refersto a subspace, m(l) (this, after al, isthe point
of such models). This mapping is usually not a 1-1 mapping, in that not every possible
subspace of PSis mapped to by a member of L.

Asdiscussed in section 2.5 this allows for the possibility of genuine surprise, when the agent
faces some behaviour of its environment which it could not model. It is maybe this
syntactic/semantic split that most dif ferentiates this approach from a more traditional
economic approach, where is sometimes assumed that behaviour of the economy and the
model the agent uses are basically the same.

In general allowed models of L, will be only those that are consistent with the given a piori
knowledge that the agent has, i.e. those which refer to subspaces of the space referred to by
this knowledge. It isusual for the syntax of L, to be designed so that all expressionsin L
correspond to allowable models.
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The indicators for the agent (utility , pain, profit etc.), are functions of the actual resulting
position in PS from which the agents goals may either be specified (or even inferred by the
agent). Thisgoal also corresponds to a subspace of PS.

Finally the agents knowledge of past behaviour can be represented by a series of data pointsin
PS

The general structureisillustrated in figure 4

aprioriknowledge—p~ A
amodel | adata point

an action
1 / /
amodel
best model —
goaIS—/¥/
ntax Semantics Environment
Figure 4: Syntax and Semanticsof L
7.2 A specification of the agent
Thus at any time, t, an agent has:
1. aset of models: , from which it will have to select the model it will use
for deciding its action and which it base future models on;

2. memory of past data: (possibly including past observations, past

models and past actions);

3. maybe some present information: P (the available current climate), this may specify
relevant subspaces for actions and outcomes;

4. maybe some explicit apriori information: e (known information, like accounting
rules);

5. some goal statements: (describing the goal of its actions);

6. and some specification of what the agent can control: (what variables,

or combination of variables the agent can control);

7.3 Assessing an internal model

Asdiscussed in section 5, above, the agent might wish to assess a particular expression and its
corresponding possibility subspace in terms of error, complexity, and volume.
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7.3.1 Error

The error is measured using a distance metric d:27%x 27° 5 % between subspaces of PS. The
error of an expression, |, being given by . Thismust obey the usual stipulations for
adistance metric: , and > . Examples
include RM SE or maximum cartesian distance.

7.3.2 Complexity

The complexity is a positive measure on the expression itself, — %, suchthat if | isatomic

then and if | isasub-expression of mthen . This partitions L into a
series of subsets: ={ e | < },sotha < < .Typicaly spreading the search
into  become exponentialy difficulty inn.

7.3.3 Volume

Thisis as described in section 5.2.4. Since it isameasure, — % ,0n the corresponding
possibility space of an expression, it is usually estimated by the agent rather than known. Its
principle characteristic is that subspaces can not have abigger volume, i.e. if c then

c  — V(M) <V(N) . Thus PS has the maximum volume and the empty set has the least. It
should be bornein mind that if an expression « hasalimited domain then outside thisit is
considered to give a default forecast of the whole range outside this.

7.4 Modd search

In general the first task for the agent at timetisto find amodel , such that:

c (the model agrees with the a priori information);
isas small as possible (the model agrees with the past data);
isas small as possible, (the model is as predictive as possible);
isassmall as possible, where here is a suitably def ined measure of syntactic

complexity (e.g. the depth of the expression), thisis closely linked with the cost of using
the final model to choose an action;
5. Thecost of finding isassmall as possible (the agent generates and tests as few candidate

models as possible). The cost at this stage comes from the number of candidate models
evaluated against past data;

WD PR

These conditions on a suitable model are sometimes in conflict. For example an agent may be
faced with a choice of amuch ssimpler but mar ginally more distant agent model and a much
more complex but slightly more accurate one. In general the order of precedence of these
conditions will vary for dif ferent agents. For some agents the precision of the model and the
agreement with the datawill be more important than the complexity of the model description,
for others a simple model with small computational cost would be preferable.
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7.5 Action selection

Finally the agent hasto find an action, represented by a single point of al the possibilities, i.e.
find xe M (1,) "M (G) . Thismay not be possible so a default action must be also designated.

If the nature of M is suitably direct and the space PSisalso alanguage closely relatedto L,
then it may be possible to deduce x from  and G.

The agent has to do this expending as little ef fort as possible. Sometimes the goal statements
will interact with the model statements and the present data, as when implementing aminimax
strategy. At other times the goal statements will be independent, in which case the agent needs
to find: which is easier. The task of finding an action when the goal specifiesa unique action
(asin maximizing situations), will usually be computationally onerous for realistic agents.

8 Some simple consequences of the framework

8.1 Thelogicinduced on L by m and PS.

Therelation M: — , and asubspace of PS representing the actual possibilitiesin the
environment, R, induces alogic upon L, in astraightforward manner: for any €

iff c

Thus one can a so introduce the following logical symbols (distinct from those in L):

- iff c
(A) iff N cR
(- ) iff c etc.
One can aso introduce the logical constants T and F, by setting = ¢ and

The exact relationship between thisinduced logic and any logic in L, will thus depend on the
nature of the relationship M and the nature of PS.

8.2 Responseto Noise

By noise we mean the aspects of the past accessible of observable data which are not currently
capturable or describable by any of itsinternal models. This may be due to many reasons
including (but not exclusively) inherent or effective randomness introduced in the data.

Let us say the distance of the internal model from the past dataislarge. Given the framework
above what are the options conceivable open to such an agent? There are several, some of
which | list below.
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Widen its search to a space of models with greater complexity , i.e. choosing a greater value
fornin L . Given atypical exponential increase in the size of such spaceswith n, thisisonly

plausible if the agent has resources to spare. Thisis equivalent to the agent not attributing the
error not to noise, but to a bridgeable explanatory gap. Of, course, frequently the agent will
not know beforehand whether this strategy has any chance of success.

* Increase the volume of its models by making the predictions of its models less
precise. Thisis equivalent to using a coarser graining in its modelling.

 Increase the volume of its models by restricting the conditions of application of its
models. Thisis an acceptance of less generally applicable models and hence the
attribution of special factorsto lessen the error (e.g. excluding “outliers’).

* Most radically - change the language of internal representation, L. Thiscould be
restricted so as to avoid overfitting if the agent thought the extra detail was
superfluous - thisis atrade-of f of expressiveness of L against asmaller volume.
Alternatively the language could be made more expressive, which would be roughly
equivalent to thefirst option. Thisis perhaps the least understood and studied option.

The actual course taken will depend on the trade-of f relevant to the agent. It isinteresting to
note that these dif ferent courses of action correspond closely with dif ferent conceptions of
noise - noise as the unexplained, noise as randomness, noise as excess variation, noise as
irrelevance and noise as the unrepresentable.

9 An Example Model - Utility L earning Agents

9.1 General Description

A simple application of the above approach is that of an economic agent that seeks to
maximise its utility by dividing its spending of afixed budget between two goods in each time
period. Unlike classical economic agents, this one does not know its utility function (even its
form) but triesto induce it from past experience. To do thisit attempts to model its utility with
afunctionusing +, -, *, /, max, min, log, exp, average, “cutbetween” (A three-ar gument
function which takes the second value if thef irst valueislessthan 1 and the third value
thereafter , i.e. it isagraft of two functions at a point determined by athird - a sort of
functional cross-over .), aselection of random constants and variables representing the
amounts bought of the two products.

The advantage in this model is that we can introduce a severe structural change in the agent’ s
utility function and observe the result (imagine the agent has suddenly developed an alergy to
the combination of the two products concerned).

Each time period it:

1. carries over its previous functional models;

2. produces some new ones by either combining the previous models with a new operator or
by growing a new random one;

3. it then evaluates all its current models using past known data on amount it spent and the
utility it gained (considerations such as the predictivity and depth of the model are also
factors in the fitness function);
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4. it then selects the best models in terms of fitness for carrying over in the next period

5. it finds the fittest such model;

6. it then performs alimited binary search on this model to find a reasonable spending pattern
in terms of increasing its utility;

7. finally it takes that action and observesits resulting utility.

9.2 Formal Structure

PSis [0,100] x [0, 1] ,

» L isthelanguage of functions expressible using: +, -, *, /, max, min, log, exp,
average, cutbetween, arandom assortment of constants between 0 and 100, and the
amount spent on products 1 and 2.

. — isdefined by the evaluation of the expressionsin L. Soif e then
={ € | }
» Thedistance function, d, isthe RMSE of the past predictions of amodel and the
actual utility resulting
» Complexity, C, is estimated by the maximum depth of an expressionin L.

» Thevolumeis estimated by the number of different products mentioned (0, 1 or 2) in
an expression of L.

Each agent hasaf ixed number of internal models from which it chooses the best model
according to the minimum error of past data against what they would have predicted.

The action is determined by alimited binary search for the spending pattern that the model
predicts will return the best utility . The cost of action inference is thus represented by the
number of binary search refinements.

9.3 Implementation

Thismodel was realised in alanguage called SDML (Strictly Declarative Modelling
Language) - alanguage that has been specif  ically developed in-house for this type of
modelling. Thisis a declarative object-oriented language with features that aid (and are
optimized for) the modelling of economic agents. For more details on this see (Edmonds,
Moss and Wallis [7] and Wallis, Edmonds and Moss [24]).

9.4 Results
To illustrate the sort of behaviour that can be modelled using this set-up, | set up the
environment with a severe structural break half way (date 50). The utility function of the
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agent swaps between atraditional convex utility curve (the easy curve) to a concave one with
two local maxima (the hard curve), see figure 4.T

1.

utility | easy curve

0.3+

0.61

/' hard curve

00 20 40 60 30 100
Quantity bought of product 1

Figure5: The Two Utility curves (product 2 = 100 - product 1)

| then ran the set-up with agents of dif ferent memory capacities (10, 20 and 30 models) and
maximum complexity of models (adepth of 5 and 10). | ran the ssmulation 10 times over 100
dates for each type of agent, averaging the results. | also performed these experiments with the
utility curve switching from the hard curve to the easy and vice versa.

Thisis not the place to give the full results of this model but to give aflavour of some of the
results | show the utility gained by agents with a memory of 5 and 20 models respectively
where the utility curve they are learning swaps suddenly from the easy to the hard (figure 6)
and visca versa (figure 7). There are also corresponding graphs for the error in their best
models (figure 8 and figure 9, respectively). Note how the dynamics are not symmetrical; the
first utility curve it encounters conditions the agent for when this changes. The agents had
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considerably more success (in terms of utility gained) going from easy to hard rather than

viscaversa
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Figure 6: Theutility of 20-model and 5 model agents going from easy to hard utility

curves
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Figure 7: Theutility of 20-model and 5 model agents going from hard to easy utility
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Figure8: TheRMSError of the best model of 20 model and 5 model agents going from

easy to hard utility functions
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RMS Error

Figure9: TheRMSError of the best model of 20 model and 5 model agents going from
hard to easy utility functions

To give aflavour of the sort of models these agents develop, in run 1 of the 30-memory agent
batch the agent achieved the following model by date 75: [average [[divide [[add [[constant
1.117] [amountBoughtOf 'product-2']]] [average [[amountBoughtOf 'product-2'] [constant
4. 77311111 [min [[amountBoughtOf 'product-2'] [cutBetween [[average [[amountBoughtOf
'product-2'] [constant 4.773]]] [constant 1.044] [add [[constant 1.1 17] [amountBoughtOf

‘product-2[11I11I]-

The purpose of this simulation is not to be an ef ficient maximiser of utility, but to model
economic agents in amore credible way . It will only be vindicated (or otherwise) when
compared to real economic data. However , the model does show traits found in the real
world. For example, one phenomenon that is observed is that agents sometimes get “locked”
into inferior models for a considerable length of time - the model implies an inferior course of
action, but this course of action is such that the agent never receives disconformation of its
model. Thus thisremainsits best model in terms of the limited data it has, so it repeats that
action. If, for example, some consumers find a satisfactory brand at an early stage in the
development of their tastes and then they never try any others - their (limited) experience will
never disconfirm their model of what would give them most satisfaction, even when they
would like other brands better.

Other related applications have included a model of intelligent price fixing in Cournot
Duopoly tournaments (Dixon, Moss & Wallis[5]), amodel of amonopolist (Moss[17]) and a
model of emer ging markets where the agents are simultaneously building models of the
economy they inhabit and mutually create (Moss and Kuznetsova [20]).
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10 Conclusion

We have described in this paper an alternative learning hypothesis according to which agents
can respecify models which they find not to be correct in the sense of the rational expectations
hypothesis. Because we are concerned with environments in which agents cannot conduct
exhaustive searches of the information set, we have not used stochastic or statistical methods
where these require valuations of the exhaustive set of mutually exclusive events. Our agents
in effect know that there are events that they cannot imagine but which could occur.

This paper isintended as afirst statement that our approach to modelling learning and
expectations formation is formally sound, practically relevant and, within the field of
simulation modelling, describes behaviour which can achieve performance no worse than
standard optimization algorithms or sound game theoretic strategies. There are a number of
directions in which to pursue the implied research programme.

Because of their simplicity and the small number of observed data points, we have not
assumed that agents estimate the parameters of their models statistically. A natural extension
of thisresearch isto apply it to more elaborate models which would allow for this assumption.

The strength of the approach described here is that it provides a formal description of learning
as modelling which, in simple examples, performs better than textbook strategies. Learning as
modelling offers a trade-off between being computationally inexpensive or parsimonious in
its data requirements. The less data the agent uses, the more inventive must be his modelling.
We would expect increased inventiveness to be associated with more elaborate and
computationally expensive metarulebases. As any economist will recognize immediately, the
rational agent will always reduce both computational resources and data requirements if these
can be accomplished simultaneously without loss of relevant forecasting accuracy
Consequently ef ficient decision-making will involve this trade-of f. Simulations under a
variety of aternative assumptions will inform both theoretical development and the analysis
of practical alternativesin the or ganization of decision-making in conditions of complexity
and uncertainty where the trade-off between computation and data acquisition is binding.
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