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Abstract
Robots are leaving factories and entering urban spaces. In this paper, I will explore how we can integrate robots of various 
types into the urban landscape. I will distinguish between two perspectives: (1) the responsible design and use of urban 
robots and (2) robots as part of responsible urban innovations. The first viewpoint considers issues arising from the use of 
a robot in an urban environment. To develop a substantive understanding of Responsible Urban Robotics, we need to focus 
on normative implications of city life as the context in which in robots are being used. I will refer to the desirable qualities 
of city life as “cityness” and will argue that we should design for cityness. The second approach asks how robots might 
be used to address challenges specific to cities. From the perspective of RRI, this may require participatory approaches in 
which the needs of the stakeholders are addressed. But we may also find inspiration in the work undertaken in architecture 
on expanding the concept and field to ensure that architects not only provide services to the lucky few but also create useful 
and beautiful spaces for the many. A dialogue with architects, urban designers, and urban planners may also be needed to 
successfully address the spatial issues raised by the presence of robots in the city.

Keywords  Urban technologies · Responsible Research and Innovation · Cityness · Urban justice · Urban planning · Self-
driving cars

Introduction

Robots are leaving factories and entering urban spaces. The 
city of Amsterdam appears particularly attractive for robots. 
The company MX3D combined an industrial multi-axis 
robot with 3D printing capabilities to build a bridge over the 
Oudezijds Achterburgwal canal (Kedmey 2015). According 
to a press release of MIT’s Senseable City Lab, the “RoBoat” 
will be tested in Amsterdam in 2017: “Each water-based unit 
(a ‘RoBoat’) can be used for transporting goods and people 
and for creating temporary floating infrastructures, such as 
self-assembling bridges and concert stages. RoBoats can 
also monitor the city’s waters using new environmental sen-
sors that provide vital insights on urban and human health.” 
The use of robots to build cities seems to be rather new, evi-
denced by the foundation of the Association for Robots in 
Architecture in 2010 (Association for Robots in Architecture, 
n.d.) and the recent initiation of the “Self Repairing Cities” 

project that aims “to make Leeds the first city in the World 
that is fully maintained autonomously by 2035” with the help 
of robots. (Self Repairing Cities 2018). Of course, some of 
the examples given need to be understood for what they are: 
experiments, early adaptations, and—at times—marketing 
tools. We are in an early phase, and it remains difficult to 
predict the extent to which robots will actually be integrated 
into human societies and thus into our cities.

In this paper, I will explore the possible meaning of inte-
grating various types of robots into the urban landscape. 
Although differentiating between various kinds of robots and 
distinguishing between the particular usage of robots in dif-
ferent contexts is important, in this paper I will highlight one 
common feature of these robots: They are spatial entities and 
will need to find a place in the city. Thus, any type of robot 
will at least bring a new spatial entity into urban spaces and 
may potentially require the rearrangement and redesign of 
existing spatial entities.1

Humanoid robots with a similar size and weight to 
human beings may have the advantage of being able to use 
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structures designed for humans. However, any deviation 
from the culturally and materially embedded body norms 
may result in a disabling environment for such machines 
in much the same way that similar differences would be 
disabling for humans.2 Thus, a question arises whether we 
should build cities for robots or robots for cities. The answer 
to this question is likely to be found in a mixed approach, 
where the built environment will be adopted to enable new 
robotic applications while safeguarding the quality of city 
life. Furthermore, it seems unlikely to imagine a sudden 
change in the urban space such as a switch from human-
driven vehicles to fully automated vehicles. A more likely 
scenario is the introduction of some forms of robotic sys-
tems, which may shape some parts of the city and create a 
new space for other developments. Hence, thinking about 
urban robotics requires us to look at a longer and complex 
co-shaping process than the examples in this paper may sug-
gest at first glance.

Robots may also allow for new forms of production and 
design of the urban landscape, and robotic system might 
become part of the build environment. Again, these develop-
ments will impact urban spaces and shape the lives of city 
dwellers. Hence, we need to ask if and how we want robots 
to shape our cities.

In this paper, I will distinguish between two perspectives: 
(1) the responsible design and use of urban robots and (2) 
robots as part of responsible urban innovations. The first 
viewpoint considers issues arising from the use of robots 
in urban environments. I will develop this perspective by 
taking the general discussion on the idea of “Responsible 
Research and Innovation” (RRI) as a starting point and by 
outlining the general requirements for responsible robotics. 
In a second step, I will ask about the specific requirements 
for urban robots. The second approach asks how robots 
might be used to address challenges specific to cities. While 
the two approaches are distinct due to the different entry 
points, they are not meant to be mutually exclusive. Ideally, 
any responsible design and use of a robot should be thought 
of as a responsible urban innovation. In a less than ideal 
world, however, it seems reasonable to assume that some 
robots will be integrated into the urban landscape without 
aiming to address specific urban challenges. Here, taking 
into account at least the responsible design and use of such 
robots might be more appropriate.

The purpose of this paper is not to present a final frame-
work or ultimate guidelines for designing and using urban 
robots. Instead, the goal is to stimulate a discussion of the 
interplay of robotics and the city and to contribute to the 
discussion by mapping out potential topics and entry points.

Robots as urban technologies

In the context of this paper, “urban technologies” refers to 
technologies that are shaping or are being shaped by city life. 
The term “urban robots” is used to refer to a specific robot 
or a specific class of robots as “urban technologies.” Robots 
are considered to be material artefacts that are controlled by 
a computer and that can sense and manipulate their physical 
environment. Since the focus in this paper is on the space-
taking and -shaping aspects, so-called soft-bots (software 
agents) are outside the scope of this paper, because they have 
a less direct impact on the built environment. The auton-
omy of robots and robotic systems is likely to become an 
important aspect in the future, with more detailed inquiries 
into urban robotics. However, we will not pursue this aspect 
in the following. Finally, in contrast to “robots,” “robotic 
systems” may not be perceived as an independent entity, 
because they are integrated into a larger structure. Given 
the potential impact on the built environment (e.g., in the 
form of advanced elevators), we include robotic systems in 
our discussion.

Urban technologies

Technology is no stranger to the city. It is used to design, 
build, maintain, govern, and destroy cities and their parts. In 
addition to the direct ways that technology shapes cities, we 
must recognize the indirect influence of technology on the 
built environment. For example, approximately 1900 “urban 
streets throughout Europe were transformed from multifunc-
tional, relatively empty, and rather disordered places into 
well-ordered and explicitly zoned spaces in which artefacts, 
systems, and humans were each given their own place.” 
(Buiter 2008) The pedestrian walk is a by-product of the 
introduction of trams, busses, cars, and other forms of mod-
ern transportation. Once these technologies developed in the 
multifunctional shared space of the street, the street became 
fragmented. The idea of creating dedicated “mobile phone 
lanes” in China and elsewhere (Benedictus 2014) seems to 
suggest that this zoning of public space continues to be an 
ongoing process. Indeed, it is difficult to deny that smart-
phones and other mobile devices must be recognized for 
shaping the way that we perceive cities and act within them.

At times, the influence of technology on the city is less 
apparent. One good example of this latent influence is the 
invention of the modern safety elevator, which was nec-
essary for the construction and use of high-rise buildings 
(Blumenberg 2009; Graham 2014). In the context of this 
paper, the term “urban technologies” will be used to refer to 
technologies such as cars, smartphones, and elevators that 
shape and are co-shaped by city life. In addition, the concept 2  Cf. Anderberg (2005) for the interplay between disabilities, tech-

nologies, and the built environment.
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of “urban technologies” is introduced to include technolo-
gies such as smartphones and elevators, which lie outside the 
scope defined by similar concepts such as “urban machin-
ery” (Hård and Misa 2008).

“Urban technologies” is less of an ontological than a 
hermeneutical concept. That is, “urban technologies” does 
not refer to a specific type of technology that shares certain 
properties. The concept is meant to offer a specific perspec-
tive on a technology that considers it as urban technology 
by (a) claiming an interdependence between the technol-
ogy and the city and (b) focusing on the interplay between 
the two. For example, by studying elevators as urban tech-
nology, we may focus on how they enable new forms of 
high-rise buildings. From a historical perspective, we may 
recognize that the development of elevators in the nineteenth 
century went hand in hand with the development of high-
rise buildings (Blumenberg 2009). Since high-rise buildings 
have shaped the modern metropolis (for better or worse), 
the elevator needs to be understood as an urban technol-
ogy. Therefore, one may ask what the future development 
of elevators may imply for buildings and thus cities. Indeed, 
we currently see new evaluator systems with new and greater 
capabilities (e.g., speed and height). ThyssenKrupp’s Multi 
system has introduced the idea of horizontal and vertical 
movement in elevator design, which in turn may reshape the 
idea of high-rise buildings (Frearson 2014). Seeking seeds 
of alternative designs of urban space, Easterling (2014) 
therefore notes: “Since the elevator carries the genetics of 
the skyscraper, altering its routines has potential collateral 
effects. For example, contemporary elevator technologies 
that experiment with horizontal as well as vertical move-
ments are the germ of a very different urban morphology.” 
(Easterling 2014, pp. 74–75) If we are willing to consider 
advanced elevator systems as robotic applications, such sys-
tems should be considered as urban robots, too.

To consider something to be an urban technology does 
not imply that the technology in question is exclusively 
designed for and used in cities. The car is a prominent exam-
ple. On the one hand, it is reasonable to consider the car 
to be an urban technology because cars have a tremendous 
effect on city life. If any proof is needed, the discussion of 
the idea of the car-friendly city should be sufficient in the 
context of this paper (Lundin 2008). On the other hand, the 
use of cars is obviously not limited to urban spaces. Follow-
ing Mumford (1963), one may even argue that the fact that 
cars are used in the city as well as on the highway is one 
of the challenges presented by the car, as cities and high-
ways ask for differently designed cars. However, cars were 
designed for highways rather than cities, especially when 
highways were introduced. We should not overlook this ten-
sion when considering cars as urban technology. Consider-
ing something as urban technology is not meant to reduce 
its meaning to urban usage but to recognize the interplay 

between that technology and cities regardless of where else 
the technology is being used.

Finally, to consider something as an urban technology 
highlights certain features but should not lead to the dis-
missal of more mundane aspects. To stay with the example 
of elevators, one still can and should ask how the design of 
a particular elevator meets and challenges posed by safety 
standards. In this respect, recent questions concerning the 
reliability and responsibility of self-driving cars is indeed 
necessary.

Robots as urban technologies

As stated earlier, in the context of this paper, “urban robot-
ics” does not refer to a specific class of robots but is used as 
a term by which to address robots as urban technologies. To 
say that “X is an urban robot” should therefore be read as 
“X is considered to be an urban technology in the sense that 
it shapes or is shaped by city life.”

“Urban robots” have already been introduced in other 
research projects and initiatives. For example, the Interac-
tive Urban Robot (IURO) project presented a robot that 
“navigates autonomously around the city-centre of Munich 
and commences interaction with pedestrians” (http://www.
iuro-proje​ct.eu). The European Coordination Hub for Open 
Robotics Development has created a “Public end-user Driven 
Technological Innovation (PDTI)” for Urban Robotics, which 
focuses on sewer inspection (Ajuntament de Barcelona 2014). 
The Urban Robotics Lab at the Korea Advanced Institute of 
Science and Technology aimed to combine “Robotics with 
Civil and Environmental Engineering applications” (Urban 
Robotics Lab 2018). However, the proposed understanding 
of both “urban robot” and “urban technology” is broader 
than in the above examples. In line with what has already 
been stated regarding “urban technologies”, “urban robots” 
will refer to maintenance robots, social robots interacting in 
urban spaces and smart transportation systems; these include 
various forms of self-driving vehicles, wearable robotics, etc. 
Thus, the term is not limited to the common use of “urban 
technologies” as a particular field of civil engineering.

Viewing construction robots as urban robots is justified 
by their direct impact on the built urban environment, but 
what is the added value of considering other types of robots 
to be urban technologies? Let us consider the example of the 
self-driving car. As we have seen in the previous section, it is 
reasonable to address cars in general as urban technology. Let 
us further assume that self-driving cars should be considered 
robots since they are spatial entities that sense the environ-
ment, process information, and act in the world based on 
the information processed. Hence, they meet the traditional 
“sense-think-act” paradigm of robotics. The current discus-
sion on the responsibility for accidents caused by self-driving 
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cars (e.g., Lin 2016) also points to a clear connection to the 
field of the Ethics of Robotics. Additionally, whereas the cur-
rent focus on questions of safety and responsibility obviously 
highlights crucial aspects of the discussion, there is more to 
be said about the interplay between self-driving cars and the 
city. For example, self-driving cars may increase the number 
of vehicle miles travelled (Smith 2012) and therefore contrib-
ute to urban sprawl, creating a negative impact on sustainabil-
ity. At the same time, urban designers have started to consider 
what streets may look like in a future in which self-driving 
cars may enable shared spaces (e.g., Skinner and Bidwell 
2016). However, debating the type of an urban future self-
driving cars might and should enable is outside the scope of 
this paper considering that self-driving cars and other forms 
of smart transportation systems as urban technologies—and 
thus urban robots—requires the expansion of our discussion 
on the responsible design and use of such robots in cities by 
taking into account broader implications for the city.

Responsible robotics

Before further exploring what the responsible design and 
usage of urban robotics might entail, let me briefly outline 
my understanding of responsible robotics as part of the gen-
eral idea of “Responsible Research and Innovation” (RRI). 
In Europe, RRI is a central idea that has shaped the research 
funding schemes provided by the European Commission 
(such as the “Horizon 2020” program) (van den Hoven et al. 
2013). In this context, von Schomberg (2013) has offered the 
following working definition:

“Responsible Research and Innovation is a transparent, 
interactive process by which societal actors and innovators 
become mutually responsive to each other with a view to the 
(ethical) acceptability, sustainability and societal desirability 
of the innovation process and its marketable products (in 
order to allow a proper embedding of scientific and techno-
logical advances in our society).”

From the perspective of Ethics (as an academic disci-
pline), three features of this definition need to be empha-
sized: (1) RRI asks that the ethical acceptability and societal 
desirability of future products be considered. Whereas the 
role of Ethics was mostly reduced to the ethical issues of the 
research undertaken within a specific project, RRI asks for 
an examination of the broader ethical and societal implica-
tions of the outcome of a project. (2) Due to this shift, the 
idea of value sensitive design3 has become a key element in 

RRI. Hence, RRI favours a non-instrumental perspective on 
technologies that are considered to be value-laden (Franssen 
et al. 2013). (3) The emphasis is on innovations that aim to 
“expand the set of relevant feasible options regarding solv-
ing a set of moral problems.” (van den Hoven 2013a; see 
also:; van den Hoven et al. 2012) In other words, RRI asks 
researchers and developers of technologies to address mor-
ally relevant problems and to strive towards solutions that 
do not have a negative impact on other moral values. For 
example, security technologies should incorporate privacy-
by-design features to do justice to both security and privacy 
values (van den Hoven et al. 2012).

When expanding the scope to Practical Philosophy by 
including Political Philosophy, it further needs to be rec-
ognized that—following von Schomberg (2013)—RRI is 
understood as a process that ought to be interactive and 
transparent and that considers the views of various stake-
holders. Thus, RRI includes elements of procedural jus-
tice, which is understood as the requirement to involve in 
a decision-making process all those who are affected by 
the outcome of that process. As we will see, this allows us 
to connect the ideas of Responsible Urban Innovation and 
Urban Justice. At the same time, RRI should not be reduced 
to a procedural approach as it aims to achieve “(ethical) 
acceptability, sustainability and societal desirability” (von 
Schomberg 2013), which requires the commitment to shared 
societal values. However, as we will see, urban justice can-
not be reduced to a procedural account either.

Let us first examine the meaning of RRI in the context of 
innovations in the field of robotics in general. As we have 
seen, RRI asks us to develop robots that are (1) helpful in 
addressing morally relevant challenges and (2) do so in a 
manner that minimizes any negative impact on other moral 
values.

Since robots sense the environment in which they act, 
they are generally likely to have a negative impact on pri-
vacy. Since the amount and type of data collected and pro-
cessed varies for different types of robots, we are asked to 
distinguish between different robots. At the same time, we 
need to recognize that different societal domains are gov-
erned by different information policies (Nissenbaum 2010). 
For example, with regards to unmanned aerial vehicles 
(UAVs), the acceptability of surveillance capabilities differs 
between military and civilian use, which should be reflected 
in the design of drones (Van Wynsberghe and Nagenborg 
2016).

Context is also important for understanding whether 
and how robots of a certain type can be used to address 
morally relevant societal challenges. For example, the 
argument might be made that care-giving robots should be 
designed to assist rather than replace human care-givers 
(van Wynsberghe 2013). Here, providing care is seen as a 
morally relevant societal challenge in ageing societies. At 

3  This term was introduced by Friedman (1996). The idea has 
inspired different and related approaches such as values in design 
(Flanagan et  al. 2008) or care-centred value-sensitive design (van 
Wynsberghe 2013). In the context of this paper, the term “value sen-
sitive design” will be used to cover all these distinctive approaches.

348



Urban robotics and responsible urban innovation﻿	

1 3

the same time, a deeper understanding of the specific context 
of professional care is required to choose between alternative 
types and designs of robots.

The first requirement of RRI (developing robots that are 
helpful in addressing moral relevant challenges) asks us not 
only to give preference to morally relevant challenges but 
also to take seriously the moral character of the specific 
challenges. If we consider providing security to be a moral 
obligation and the use of drones to be a valid option in assist-
ing police forces, we also need to consider the particular 
moral standards within the domain of policing to evaluate 
the design and use of drones in this particular context. For 
example, while stealth capabilities might be acceptable in 
the context of military usage, one may argue in favour of 
increasing the visibility of drones used for crowd-monitoring 
(Van Wynsberghe and Nagenborg 2016). Hence, for devel-
oping a substantive understanding of Responsible Urban 
Robotics we need to take into account the specific obliga-
tions for designing urban spaces.

Responsible urban robotics

“Responsible Urban Robotics” refers to the responsible 
design and use of urban robots. At a minimum, this includes 
consideration of the idea of value sensitive design and leads 
to the obligation to design robots to be safe, non-exclusive, 
privacy-sensitive, environmentally friendly, etc. This is what 
we should expect from all responsible robotics and every 
kind of responsible technological innovation. The same 
is true for the requirement to include multiple stakehold-
ers in a participatory design approach. Again, this general 
requirement stems from the idea of Responsible Research 
and Innovation. To arrive at a more substantive concept of 
“Responsible Urban Robotics,” we need to understand what 
sets this type of robots apart from others. Therefore, under-
standing robots as urban technologies is important. We need 
to recognize or anticipate the interplay between these robots 
and the city.

Although I am unaware of any specific report on RRI 
in the context of urban robotics, developing guidelines and 
provisions for this particular field will benefit from the 
examination of approaches from related fields. For exam-
ple, reports on smart transportation systems can benefit 
from work undertaken on the political and ethical implica-
tions of transportation systems in general. In the domains of 
both smart and traditional transportation systems, we need 
to recognize that “today’s planners and engineers … must 
build around existing transportation infrastructures to pro-
duce good outcomes … For the planner and the engineer, 
the ‘different trolley problem’ is building or incorporating 
alternative means such as streetcars or light rail systems into 
existing transportation systems to produce moral outcomes.” 

(Epting 2016) Thus, self-driving vehicles of different kinds 
need to be viewed as potential alternatives to already exist-
ing and envisioned transportation systems. Following Epting 
(2016), one could, for example, ask how self-driving busses 
could replace or compliment traditional busses and whether 
they might be helpful in overcoming the bias towards light 
rail systems and other less just alternatives (including the 
use of automobiles for individual transport). Additionally, 
designing urban transportation systems gives rise to justice 
issues. Those who do not have access to current transporta-
tion systems are exposed to harmful consequences either by 
the general negative impact on the environment or by being 
exposed to specific risk.

“For instance, suburban commuters outside Atlanta ben-
efit from the highway system, but inner-city minority resi-
dents must endure the adverse effects from pollution. Poor 
residents living near highways in the Bronx visit hospitals 
for asthma-related illness more than any other group. … 
What is more, minority groups that depend on inadequate 
transit systems lack access to several jobs, cannot access 
social services, or cannot partake in recreational activi-
ties due to scheduling restraints and time conflicts.” (Ept-
ing 2016) A first step towards Responsible Urban Robotics 
and the use of robots as Responsible Urban Innovation is 
to acknowledge what is already known about the interplay 
between technologies and the cities, especially since such 
robotic systems will be integrated into pre-existing urban 
landscapes.

We may also gain insight from the discussion of so-called 
“smart cities.” With regard to bringing the idea of value sen-
sitive design in this particular context, Harbers et al. (2010) 
have argued that “citizens should be involved in the elicita-
tion of current practices, concerns and wishes, in the evalua-
tion of prototypes, and possibly even in the co-design of new 
solutions.” They also highlighted the increased “chance of 
value tensions to occur” given the diversity of city inhabit-
ants “with different cultural backgrounds, socio-economic 
statuses, preferences, priorities and values. … The chal-
lenge is to design solutions that are still meaningful for all 
its users, despite their diverse values.” (Harbers et al. 2010).

One may ask if values sensitive design is not bound to 
fail due to the diversity of the stakeholders involved and the 
size of the techno-social system. This is a valid question. 
However, first, we do have models for applying value sensi-
tive design in architecture (van den Hoven 2013b) and larger 
techno-social systems such as offshore wind energy systems 
(Künneke et al. 2015). Second, the question of how to do 
justice to the diversity of city dwellers is addressed in the 
discussion on urban justice. We will return to this point later.

Another lesson to be learned is that “the fundamental 
question of ‘what kind of cities do we want to create and live 
in?’ is largely reduced to technical issues within smart city 
discourse (e.g., a city where the traffic flows more efficiently, 

349



M. Nagenborg 

1 3

energy consumption is reduced, the crime rate is lowered, 
etc.) as opposed to considering this at a more profound level 
with respect to issues such as fairness, equity, justice, citi-
zenship, democracy, governance and political economy.” 
(Kitchin 2016) Neglecting this fundamental question might 
be partly due to the tendency to focus on specific aspects of 
city life. To stay with Kitchin’s examples, a focus on traf-
fic flows, energy consumption, or crime rates can be seen 
as positive. The current focus on smaller projects and ini-
tiatives marks a break from the market-driven, technology-
focused, one-size-fits-all approach favoured by industry and 
incorporates “participation, citizen engagement, bottom-up 
perspectives, and generally a complex and broad understand-
ing of city life and urban planning into the drive for smart-
ness.” (Galdon-Clavell 2013) However, the more focused 
and sectoral approach may contribute to ignorance regarding 
the city as a whole. In this light, within the field of urban 
robotics, it may become important not only to design and 
implement robots for a specific aspect of city life but also 
to ask how innovation within one particular domain may 
impact development in other domains. For example, changes 
in the transportation system may impact the accessibility of 
education, work, or health care. Additionally, we also need 
to ask how innovations within one domain may or may not 
contribute to the kind of city we would prefer to live in.

Designing robots for cityness

One way to ensure attention to that more fundamental ques-
tion is to ask how robots (or urban technologies in general) 
may promote the desirable qualities of city life. In this paper, 
the term “cityness” will be used as an umbrella term to refer 
to these desirable qualities.

Asking how robots may be designed for cityness may 
seem like an indirect approach towards addressing the fun-
damental question raised by Kitchin (2016), but the question 
provides us with a clear link between the specific design and 
use of robots and the broader discussion of what makes a 
good city. Furthermore, it indicates the possibility of making 
use of a discussion on a particular technology as an entry 
point for the general debate.

The term “cityness” has been introduced by Sassen 
(2010) to capture “types of urbanity that are ‘non-western’ 
or that in the West are novel and depart from traditional 
notions.” The latter is relevant for our subject, since robots 
may indeed enable an urban future outside the traditional 
norms. Sassen herself has proposed thinking of cityness as 
the productive intersection of different lifeworlds. In her 
paper, she points to a street vendor in Midtown Manhat-
tan who is creating a meeting point for tourists, secretar-
ies, and businesspeople alike. Thus, selling food promotes 
cityness despite the fact that a built environment “sends 

out signals of neutrality, precision, engineering.” (Sassen 
2010, p. 15) We may imagine a robot creating intersections 
in a similar fashion not only by serving a few—or only 
its “master”—but also by stimulating interaction with and 
between many people. Unlike current devices that allow 
the creation of privacy bubbles and act as shields against 
the public, the presence of robots in public spaces might 
be seen as an invitation for engagement.

With regard to self-driving vehicles, considering cityness 
may encourage us to move beyond the idea of individual 
vehicles and design an alternative mode of (semi-)public 
transportation through which people may meet—or at least 
experience the presence of others. Robots may become 
instrumental in realizing some of the city virtues suggested 
by Young (1990) in her work on the city as normative ideal. 
These virtues need to be rooted in the experience of the city, 
including the erotic: “City life … instantiates difference as 
the erotic, in the wide sense of an attraction to the other, the 
pleasure and excitement of being drawn out of one’s secure 
routine to encounter the novel, strange, and surprising” 
(Young 1990, p. 239) In the foreseeable future, the presence 
of robots might be sufficient to contribute to experiencing 
the novel and strange. However, the implications of foster-
ing the erotic aspect of city life might be more subtle and 
deeper. Where might the robots take us? Will a robot be a 
permanent feature of a specific place—a point of attraction 
becoming part of a pre-set routine of appreciation? Or will 
a robot guide—perhaps even persuade and seduce—us to 
playfully engage with the city and our fellow city dwellers?

In thinking about the design and use of urban robots, we 
may also consider another city virtue, the ideal of social dif-
ferentiation without exclusion: “In the ideal of city life, free-
dom leads to group differentiation, to the formation of affinity 
groups, but this social and spatial differentiation of groups 
is without exclusion.” (Young 1990, p. 238) Urban social 
robots may contribute towards this ideal by being open to and 
respectful of various user groups. However, urban robots also 
pose a threat to this ideal. Vertical and horizontal smart trans-
portation systems may become yet another example of “code/
space” (Kitchin and Dodge 2011). It is easy to imagine a verti-
cal city in which smart transportation becomes a way to ensure 
that a user will meet only ‘their own kind of people’ and 
amplify the process of social sorting (Lyon 2007, Chap. 5). 
We should not be blind to this all- too-obvious threat.

Urban justice

As Weinstock (2011) has rightfully noted, the city has 
received relatively little attention in Political Philosophy, and 
discussions on justice still focus almost exclusively on the 
level of individual states and relationships between states. 
However, “…residents of cities affect one another to a greater 
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degree than is the case for fellow citizens of a nation state that 
do not share space in the way that city-dwellers do.” (Wein-
stock 2011) The idea of stakeholder involvement in RRI and 
value-sensitive design provides a good link to the discussion 
of urban justice. One could, for example, argue that we need to 
ensure that various groups of inhabitants and others (commut-
ers, visitors of various kind, etc.) must be involved if they are 
affected by the introduction of a new technology into a city.

A typical challenge in the realm of urban justice is the 
spatial distribution of risks, as mentioned in the discus-
sion on transportation systems by Epting (2016). We may 
also ask how new forms of transportation or new forms of 
human-robot interaction may play a role in working towards 
a just society. The use of UAVs for mapping of unplanned 
settlements to improve the living conditions of the inhabit-
ants (e.g., Gevaert et al. 2015) may serve as an example here. 
Hence, urban robots are a potential threat to urban justice but 
also instrumental in overcoming injustice.

Finally, Young’s work suggests a link between urban justice 
and cityness: “Because city life is a being together of strangers, 
diverse and overlapping neighbours, social justice cannot issue 
from the institution of an Enlightenment universal public. In 
contrast, social justice in the city requires the realization of a 
politics of difference.” (Young 1990, p. 240) The city virtues of 
variety, eroticism, publicity, and social differentiation without 
exclusion need to be understood as parts of these politics of 
difference. Therefore, promoting cityness contributes to urban 
justice, since justice (and political deliberation and articula-
tion in general) require publicity. At the same time, preventing 
exclusion contributes to minimizing injustice. It’s worth not-
ing that like “Responsible Research and Innovation,” Young’s 
account of “city life as a normative ideal” (Young 1990) cannot 
be reduced to a procedural account of justice. Young does, 
indeed, emphasize the need to create opportunities for inter-
action: “As a normative ideal city life provides public places 
and forums where anyone can speak and anyone can listen.” 
(Young 1990) However, the deliberations in the public spaces 
should be informed by a democratic ideal, which she refers to 
as the “politics of difference.”4

One may still argue that a more substantial account of 
(distributive) justice is needed. However, in the context of 
this paper, it first must be recognized that the design and use 
of urban robots has to be considered within a larger discus-
sion of urban or spatial injustice.

Robots as responsible urban innovation

Thus far, we have discussed the specific requirements for 
the responsible design and use of robots in the context of 
the city. The focus has been on the design and use of urban 
robots. An alternative approach is to take cities and their 
needs as the starting point.

For example, the “Strategic Research and Innovation 
Agenda of JPI Urban Europe”5 asks for a “mission- and 
demand-oriented, long-term programme addressing 
city and societal needs,” “interdisciplinary approaches 
to enhance understanding of urban complexity,” and 
“transdisciplinarity to ensure impact and relevance.” (JPI 
Urban Europe 2015, p. 17) One of the key elements in the 
research projects funded by the JPI are so-called “Urban 
Living Labs,” which strive for knowledge co-production 
and stakeholder involvement, especially in the context of 
experimental research in an urban environment. They also 
might provide viable opportunities for the development 
and use of urban robotics. In the context of sustainable 
development, Urban Living Labs “constitute a form of 
experimental governance, whereby urban stakeholders 
develop and test new technologies and ways of living 
to address the challenges of climate change and urban 
sustainability.” (Voytenko et al. 2016) Although existing 
Urban Living Labs are diverse, the key idea is to develop 
and test new technologies in close collaboration with 
various stakeholders in an urban setting. Thus, Urban 
Living Labs can be viewed as both a forum and an approach 
(Voytenko et al. 2016). Given the potential impact on city 
life, it seems reasonable to ask for the use of this approach 
for developing and testing urban robots.6, 7

4  In the context of urban planning, Fainstein (2010) has pointed out 
that participatory approaches have been developed since the 1970-ties 
in response to an overall technocratic top-down approach of urban 
governance. Although I do share her concern that participation has 
become the new standard tool, which may not be always adequate, 
her proposal to develop and focus on a theory of just urban planning 
goes too far and overlooks the benefits that stem from participatory 
practices (such as informing urban dwellers about planned and ongo-
ing projects, community building, creating a sense of ownership, 
etc.).

5  “JPI Urban Europe” is one of the so-called “Joint Programming 
Initiatives,” which were established by the European Commission in 
2008 to implement the European Research Area (ERA). “JPI Urban 
Europe” was established in 2010 and currently has 13 member states. 
(http://jpi-urban​europ​e.eu).
6  In the private sector, Alphabet’s Sidewalk Labs (https​://www.sidew​
alkla​bs.com/) is an initiative designed to bring together technologists, 
urban research, and cities. Although one should remain sceptical 
about the long-term goal of establishing one integrated platform, we 
may nevertheless acknowledge that there are places in the cooperated 
world that seem to be willing to listen to the needs of cities.
7  (Urban) Living Labs are not without their critics. For example, 
Evans and Karvonen (2011) have voiced the concern that living labs, 
which often involve partners from the private sector, open the door 
“… for private interests to gain market share in the guise of helping 
society at large. Living laboratories aid and abet this appropriation by 
transforming the real world into a de facto research and development 
facility for capitalist modes of ecological modernisation.” (Evans and 
Karvonen 2011) Although a detailed discussion on the criteria for the 
use and design of Living Laps lies outside the scope of this paper, 
it is safe to say that the idea of Living Labs requires considerable 
thought when being applied.
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Another entry point into exploring the responsible design 
and use of urban robots is the discussion on Public-Interest 
Architecture (Fisher 2008) or “Architecture for the other 
90%.” (Lepik 2010) In addition to the use of robots in 
architecture and urban design, there are at least two links 
to urban robotics that must be recognized here. (1) Robots 
are spatial objects. They need to be somewhere. Therefore, 
they may require us to adopt the urban environment to their 
(functional) needs in a way similar to the required rearrange-
ment of public space for the car and other forms of modern 
transportation. However, finding a suitable arrangement of 
material elements in space is the traditional domain of the 
disciplines of architecture, urban design, and urban plan-
ning. (2) As with architecture, robotics has the professional 
orientation towards serving the lucky few who are able to 
afford the services offered.

We must find a good spatial solution for integrating robots 
into the urban fabric, which first indicates that we need to 
recognize robots as spatial entities. Aside from taking (away) 
space by their mere presence, robots may also enable space-
taking practices since human–robot interaction occurs some-
where. Hence, as the practice of using mobile communica-
tion (especially smart phones) changed the practice of using 
public space, we must be aware of the potential changes 
introduced by more frequent human–robot interactions. Fur-
thermore, we need to recognize the likely dependence of 
robots on the urban information ecosystem. For example, 
urban robots may need access to information about the area 
in which they are operating. For the built environment, this 
may lead to the question of whether geo-information systems 
and other forms of information infrastructure should be built 
for human beings, machines, or both? Will the city of the 
future be machine or human readable?

Finally, not all robots or robotic systems are or will be 
visible. They may very well find their place in the backstage 
of city life. Maintenance robots, such as the sewer inspecting 
robots mentioned above, are a prime example of this. Others, 
such as advanced vertical transportation systems, might be 
visible in principle but will still be perceived as being in 
the background of everyday activities. The way that urban 
robots will or will not become visible not only depends on 
their particular design but also on the design of the built 
environment. Although one may assume that humanoid 
social robots will be visible in public spaces just as humans 
are, the history of architecture recalls the hidden spaces of 
nineteenth century mansions in which the servants and maids 
were hidden from the eyes of the other inhabitants. In other 
words, recognizing (urban) robots as spatial entities requires 
us to think through the interplay between architecture and 
the built environment at large. Not only will robots need 
to find a place, but the design of the environment will also 
shape our interactions with them.

However, the dialogue between robotics, architecture, 
and urban design should not be limited to finding a suit-
able solution for the few who can afford both the services of 
robots and architects. The starting point for the movements 
advocating for social engagement in architecture has been 
summed up by Lepik (2010) as follows:

“Architecture can be a powerful instrument to affect 
social change. … However, successful architecture—that 
which transcends the barest requirements to create a place 
of usefulness and beauty—is far from reaching all segments 
of global society, including large parts of the population that 
do not even have housing that meet basic needs. … Faced 
with such challenges, … questions inevitably arise regarding 
the role of the architect at the beginning of the twenty-first 
century: is it enough to simply be a service provider who 
works solely to fulfil commissions for clients who can afford 
such services? What proportion of the world’s population is 
good architecture reaching today? How can architects use 
their training for the greater good?” (Lepik 2010, p. 12).

Along similar lines, we may ask how robots could be 
designed and used to serve the public interests rather than 
to meet the needs and desires of those who can afford the 
services provided. The previously mentioned use of UAVs 
for mapping slum areas might be seen as a first step in this 
direction since so-called “slum-upgrading” is one of the 
focus areas into which architecture might be extended (Bell 
and Wakeford 2008; Lepik 2010, pp. 12–22). Here, urban 
innovation may take the form of new designs, as in the work 
of the group ELEMENTAL (Aravena and Iacobelli 2016). 
Hence, we may ask, for example, how new forms and modes 
of construction may serve to address the needs of poor com-
munities. We may also consider how new forms of smart 
transportation systems could provide people better access 
to education, the labour market, or food. This is not to claim 
that smart transportation systems or other forms of urban 
robotics should be considered as the prime solution to soci-
etal challenges. However, asking how urban robots may be 
helpful in serving the needs of the less well-off could be 
beneficial in reorienting the discussion about the design and 
use of (urban) robots in general.

Summary of the findings

In this paper, I have argued that we first must acknowledge 
that an interplay does in fact occur between robots and the 
city if we are to have a better understanding of that interplay. 
To highlight this co-shaping, I suggested studying robots as 
urban technologies similar to other technologies such as the 
car, the smart phone, or the elevator.

I have further distinguished between two approaches, 
Responsible Urban Robotics and robots as parts of 
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Responsible Urban Innovations. In the first step, Responsible 
Urban Robotics was considered from the perspective of 
Responsible Research and Innovation. This led to the 
conclusion that urban robots should conform to basic RRI 
principles. We should expect a participatory design process 
to both ensure the societal desirability of the innovation 
process and its adherence to the idea of value sensitive 
design. In the second step, the need to consider that the 
specific design requirements for cities are addressed. I have 
suggested considering the findings from related fields, such 
as general works on transportation justice in the development 
of smart transportation systems, or the rich literature on 
so-called “smart cities.”

One important insight from the smart city literature is the 
neglect of the fundamental question of which city we want 
to live in. To address this potential blind-spot, it has been 
suggested that we ask how we can design for cityness, which 
refers to the desirable qualities of city life. Here, I have sug-
gested considering Young’s city virtues as one potential 
starting point, especially since her work can also serve as 
an entry point into the discussion on urban justice.

By linking the idea of Responsible Urban Robotics with 
the discussion on urban justice, we arrived at the more 
demanding concept of “Responsible Urban Innovation.” 
In contrast to “Responsible Urban Robotics,” the second 
approach takes as a starting point both the needs of cities 
and the way that robots might be useful in addressing urban 
challenges. I suggested that this approach may require us to 
make use of “Urban Living Labs” to identify the relevant 
challenges and to explore how urban robots could be used 
to address these challenges. We may also find inspiration 
in the work undertaken on expanding the concept and 
field of architecture to ensure that architects not only 
provide services to the lucky few but also create useful and 
beautiful spaces for the many. A dialogue with architects, 
urban designers, and urban planners may also be needed to 
successfully address the spatial issues raised by the presence 
of robots in the city.

Concluding remarks

As stated in the Introduction, “Responsible Urban Robotics” 
and “Robots as part of Responsible Urban Innovations” are 
not mutually exclusive approaches. Ideally, every responsible 
design and usage of urban robots should be part of a 
responsible urban innovation. Still, the discussion should not 
be reduced to the latter approach as robots may simply enter 
urban spaces without being thought of as urban innovation. 
This will typically be the case with robots and robotic 
systems which are also used in urban spaces. Examples are 
social robots, mostly used in private spaces or professional 
settings, which also make use of public spaces. However, 

one may also think of smart transportation systems, which 
are also used in cities. In addition, it seems advisable to 
treat the two approaches distinctively, since designing for 
cityness also aims to benefit the city as a whole, whereas 
Urban Innovations may occur in a specific domain or part 
of a given city.

Although I could only outline the two approaches and 
the basic requirement of RRI in robotics in this explorative 
paper, we may nevertheless consider the following ranking 
of the three approaches:

(1)	 Responsible Robotics: The design and usage of all 
urban robots should confirm to the general require-
ments of responsible robotics.

(2)	 Responsible Urban Robotics: Urban robots should aim 
to promote and protect the desirable qualities of city 
life (“cityness”).

(3)	 Responsible Urban Innovation: Urban robots should 
aim to identify and address the specific challenges of 
cities as part of responsible urban innovations.

This ranking suggests that we should consider urban 
robots to be problematic if they do not comply with the basic 
requirements. If a robot or robotic system is frequently used 
in urban spaces or directly impacts the built environment, the 
“Responsible Urban Robotics” approach should be applied. 
If robots or robotic systems are considered as “Urban Inno-
vation,” by contrast, we should still ask for protecting and 
fostering cityness.

Although I have proposed making use of the city virtues 
suggested by Young (1990) to develop a sound understand-
ing of cityness, more work is obviously needed to further 
develop the concept. One advantage of using Young (1990) 
as a starting point is that she provides us with a link between 
cityness and urban justice. However, how cityness and urban 
justice relate to each other needs to be demonstrated in more 
detail. There might also be alternative accounts of both city-
ness and urban justice that need to be explored and devel-
oped. However, the findings presented in this paper suggest 
that both cityness and justice are two important values at 
stake.

Linking the discussion on urban robotics to the broader 
debate on Responsible Urban Innovations has the advantage 
of contributing to existing knowledge in other domains. It 
might also be helpful to address the question of professional 
identity, which is an important part of the discussion on 
expanding architecture. This route also comes at a price, as 
it may require robotics technologies to adapt to the research 
methodologies developed in this field and engage with the 
idea of “design as activism” (to quote the subtitle of Bell and 
Wakeford 2008) and forms of participatory action research 
(e.g., Freire 1982), which might not be suitable for the spe-
cific domain of robotics.
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Finally, it should be acknowledged that the concept of 
“urban robotics” might be misleading insofar as it gives pref-
erence to robots that are designed for use in cities or have a 
direct impact on the built environment. This may create a blind 
spot for the use of robots in production. The ongoing process 
of automation in industry and agriculture may actually have 
a greater impact on city life than the use of social robots in 
public spaces, smart transportation systems, and maintenance 
robots combined. We must be aware of this bias. In addition, 
we should also not ignore the fact that robots may simply not 
be the answer to the needs of cities and their dwellers.

Open Access  This article is distributed under the terms of the Crea-
tive Commons Attribution 4.0 International License (http://creat​iveco​
mmons​.org/licen​ses/by/4.0/), which permits unrestricted use, distribu-
tion, and reproduction in any medium, provided you give appropriate 
credit to the original author(s) and the source, provide a link to the 
Creative Commons license, and indicate if changes were made.
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