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Abstract
Cameras, microphones, and other sensors continue to proliferate in the world around us. I offer a new metaphor for concep-
tualizing these technologies: they are digital wormholes, transmitting representations of human persons between disparate 
points in space–time. We frequently cannot tell when they are operational, what kinds of data they are collecting, where the 
data may reappear in the future, and how the data can be used against us. The wormhole metaphor makes the mysteriousness 
of digital sensors salient: digital sensors have brought us to a strange place. If humans are to be capable of making sensible 
decisions while under observation by digital sensors, we must improve the epistemic position of potential sensor subjects.
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You’re in a science fiction movie. Small wormholes have 
begun to appear in ordinary places. Two feet from your face. 
Atop a light-pole. Over the neighbors’ door. On the dash-
board of the car rounding the street corner. You encounter 
them wherever you go. They don’t transmit matter—they 
won’t vacuum you up and shoot you to another planet. But 
they’re extracting facsimiles of your image and your voice, 
and they’re sending them elsewhere. Versions of you are 
continuously flowing through these wormholes, yet you 
yourself only get flashes of information about what’s going 
on. You can see some of the wormholes, but you can’t see 
others. Even when you can see a wormhole, you can’t tell 
what’s actually getting transmitted—full conversations? 
Your heart rate and a map of your bloodflow? Images taken 
from a hundred meters away, so detailed that they show the 
pores of your skin? You can’t tell when a wormhole’s opera-
tional. And, these being wormholes, connecting potentially 
distant points in space–time, you don’t know where or when 
the data will go. It could pop up tomorrow, next year, or 
on your deathbed. It may go to London or Beijing, your 
employer or your cousins, law enforcement or a public that 
will recognize you as you walk down the street. The people 
who receive these representations of you may keep them 
as long as they like. They may do with them whatever they 

wish: they may manipulate the representations so you appear 
to do or say grotesque things—for their own amusement, to 
upset you, for blackmail, or to damage your reputation.

The wormholes are metaphor; the scenario’s not sci-
ence fiction. Every day, you are subjected to cameras and 
other sensors whose presence you cannot reliably detect and 
whose intended purposes, let alone illicit uses, you cannot 
reliably ascertain. How the material gathered could be used 
against you in the future—combined with other informa-
tion and processed using AI techniques—we have no way of 
beginning to guess. In sum, we face a sociotechnical world 
of information-gathering systems that’s a lot more mysteri-
ous than the world anyone encountered a few hundred years 
ago or even a few decades ago.

As Nissenbaum (2009) has observed, a principle of reci-
procity (“information flows bidirectionally,” 145) and prin-
ciple of notice (“subjects normally are aware when others 
see them,” 192) have historically operated in the background 
of our practices of interpersonal observation. If a human 
nearby is watching you, you can usually see them watching 
you; if they are close enough to listen to you, you can often 
hear them, too. If you cannot, it may be because they are 
being sneaky or peeping or doing something else that we 
characterize in pejorative terms to discourage the behavior. 
We are highly attuned to the presence of others’ eyes on 
us (Barret 2014, 134–137); we can detect another person’s 
gaze unconsciously (Chen et al. 2012). By comparison, 
when ubiquitous cameras or other sensors replace physi-
cally-present human perceivers, we’re in an alien world. We 
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can’t rely on our instincts to tell us when we’re in danger. 
At the same time, given the newness, complexity, and fast-
changing nature of our circumstances, we’re also not capable 
of reasoning through what hazards we might be facing at any 
given moment.

Action must be taken to buttress the epistemic position 
of the potential sensor subject. To begin with, more must 
be done to ensure that the subject can tell that she is being 
observed. Even in the case where individuals voluntarily 
bring cameras and microphones into their own homes, the 
design of the sensors is inadequate. In 2020 and 2021, a time 
of obligatory online meetings and courses, it has become 
quite clear how difficult it is for people to continuously mon-
itor whether the cameras and microphones in their vicinity 
are transmitting or not. Thus we have cases like the mother 
that inadvertently exposed herself to her daughter’s elemen-
tary school class (Fox 2020) and the politicians and journal-
ists that have unintentionally appeared naked or engaged 
in sexual activities in meetings (Guy 2021; Walsh 2021; 
Embury-Dennis 2020). Worse than the accidental operation 
of these digital wormholes are cases of purposeful hijack-
ing—e.g. the many cases in which personal cameras have 
been hacked for the purpose of obtaining footage of people 
undressed or in compromising circumstances, for the sexual 
gratification of the hacker or for so-called sextortion (Kelley 
2019; Wittes 2016; Perez et al. 2014). Then there are the 
cases where sensors are imposed on people against their 
preferences and sometimes without their knowledge—e.g., 
in restaurants and stores, workplaces, institutional settings, 
classrooms, public spaces, bathrooms, and so on.

One option is to follow an epistemic balancing principle 
for sensor design and use, with the aim of returning the sen-
sor subject to the condition in which information reciprocity 
and notice are in force. For any sensor capable of collecting 
information about identifiable human persons or protected 
groups of persons, it must be immediately obvious to any 
potential sensor subjects whether the sensor is operating, 
the sensor’s range, and what kind of data is being collected; 
and there must be a procedure by which possible sensor 
subjects can easily acquire more information about how the 
sensor operates, the intended uses of the data gathered, and, 
if applicable, when the data will be destroyed. The reason 
we need such a principle is that the functioning of inter-
connected digital sensors diverges so significantly from the 
functioning of the traditional interpersonal interactions in 
which our norms and psychology originated.

I don’t claim to have a complete solution for the digital 
wormhole problem—the proliferation of mysterious infor-
mation-collecting systems. But I do want to highlight one 
small piece of the solution: a simple, reliable technology 
that already exists yet has not been made standard issue—
namely, the physical slider or lens cap that can be used to 
cover cameras on laptops, phones, TVs, and similar devices. 

Presumably, this technology has not been made standard 
issue—not even on personal devices—because the public 
does not yet recognize the extent of the dangers posed by 
proliferating sensors. Among other things, various device 
producers have repeatedly claimed that their software or 
other (internal, unobservable) elements of their products 
will suffice to give device users full control over their cam-
eras. For instance, some promised that their cameras cannot 
be activated without an indicator light also turning on. An 
Apple Support article from 2020 regarding Macbooks states, 
“you will always know when the camera is on” (Apple Sup-
port 2020). Yet the multiple instances in which people have 
managed to activate device cameras without the associ-
ated indicator light (Anderson 2013; Soltani and Lee 2013; 
Brocker and Checkoway 2014; Winder 2020) suggest a secu-
rity cat-and-mouse game, in which we naïve users are not 
in a position to tell whether or not the internal design of the 
device will protect us at any given moment. The physical 
slider easily addresses the problem of how the user and any 
other people in the vicinity of a camera can be confident that 
the device is not collecting visual representations of them. 
With a physical slider, one can tell at a glance from across 
a room whether a webcam is covered or not; if one is using 
one’s phone in a crowd, one can easily communicate to those 
in the vicinity that they are not being recorded. A physical 
slider slams the wormhole shut.

Unfortunately, cameras on personal devices are just 
one small part of the digital wormhole problem. Society 
still faces the question of what to do about the prolifera-
tion of microphones and other types of sensors (e.g., ther-
mal, LiDAR, radar, infrared, chemical, radio tomography, 
ultrasonic). For some of these, in contrast with cameras that 
can be physically blocked, it may be that there is no tech-
nological mechanism that simultaneously can ensure and 
clearly and reliably indicate that the sensor is not operating. 
This would mean that we are forced to rely on alternative 
mechanisms—e.g., laws or norms—for protecting the rights 
and interests of the potential subjects of these sensors. With 
regard to cameras, too, many questions remain. What should 
be done about high definition cameras that are located so 
far from subjects that they cannot be seen? There is also a 
critical question about what to do about the easy availabil-
ity of undetectably small and hidden cameras, which have 
facilitated a terrible problem with spy-cam pornography—
e.g,. filming in bathrooms, hotels, and changing rooms 
(Armesto-Larson 2020). Again, if there is no technological 
mechanism that can assure potential sensor subjects of a lack 
of wormholes in their vicinity, society may have to rely on 
alternative protective mechanisms, such as severe criminal 
punishments for people who create or transmit nonconsen-
sual pornography.

Until much stronger technological, legal, or other precau-
tions are put in place, sensors will remain digital wormholes. 
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To place an internet-connected baby monitor in the nurs-
ery is to open a wormhole. Installing a doorbell camera 
unleashes a wormhole on one’s neighborhood. With every 
robot come wormholes. In the absence of lens covers, a 
crowd of people with cell phones is a crowd escorted by 
wormholes. Where possible, then, sensor designers should 
(at minimum) supply users with the technological means 
for ensuring and indicating to others that a sensor is non-
operational. Where this is not possible, society will need to 
develop alternative ways to protect sensor subjects, given 
that our traditional psychological mechanisms for detecting 
observers and anticipating the consequences of observation 
no longer suffice to protect us.

Curmudgeon Corner  Curmudgeon Corner is a short opinionated 
columnon trends in technology, arts, science and society, comment-
ing onissues of concern to the research community and wider society. 
Whilstthe drive for superhuman intelligence promotes potential benefits 
towider society, it also raises deep concerns of existential risk, thereby-
highlighting the need for an ongoing conversation between technolo-
gyand society. At the core of Curmudgeon concern is the question: 
Whatis it to be human in the age of the AI machine? -Editor.
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