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Abstract

The notion of equality between two observables will play many important roles

in foundations of quantum theory. However, the standard probabilistic interpreta-

tion based on the conventional Born formula does not give theprobability of equal-

ity between two arbitrary observables, since the Born formula gives the probability

distribution only for a commuting family of observables. Inthis paper, quantum

set theory developed by Takeuti and the present author is used to systematically

extend the standard probabilistic interpretation of quantum theory to define the

probability of equality between two arbitrary observablesin an arbitrary state. We

apply this new interpretation to quantum measurement theory, and establish a log-

ical basis for the difference between simultaneous measurability and simultaneous

determinateness.

Keywords: quantum logic, quantum set theory, quantum theory, quantum

measurements, von Neumann algebras

1 Introduction

Set theory provides foundations of mathematics; all the mathematical notions like num-

bers, functions, relations, and structures are defined in the axiomatic set theory, ZFC

(Zermelo-Fraenkel set theory with the axiom of choice), andall the mathematical the-

orems are required to be provable in ZFC. Quantum set theory,instituted by Takeuti

[32] and developed by the present author [24], naturally extends the logical basis of set
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theory from classical logic to quantum logic to explore mathematics based on quantum

logic.

Despite remarkable success in axiomatic foundations of quantum mechanics [35,

12], the quantum logic approach to quantum foundations has not been considered pow-

erful enough to solve interpretational problems [29, 9]. However, this weakness is

considered to be mainly due to the fact that the conventionalstudy of quantum logic

has been limited to propositional logic. Since quantum set theory extends the under-

lying logic from propositional logic to predicate logic, and provides set theoretical

constructions of mathematical objects such as numbers, functions, relations, and struc-

tures based on quantum logic, we can expect that quantum set theory will provide much

more systematic interpretation of quantum theory than the conventional quantum logic

approach. This paper represents the first step towards establishing systematic interpre-

tation of quantum theory based on quantum set theory, and naturally focusses on the

most fundamental notion in mathematics, namely, equality.

The notion of equality between quantum observables will play many important

roles in foundations of quantum theory, in particular, in the theory of measurement and

disturbance [22, 23]. However, the standard probabilisticinterpretation based on the

conventional Born formula does not give the probability of equality between two ar-

bitrary observables, since the Born formula gives the probability distribution only for

a commuting family of observables [36]. In this paper, quantum set theory is used to

systematically extend the probabilistic interpretation of quantum theory to define the

probability of equality between two arbitrary observablesin an arbitrary state based on

the fact that real numbers defined in quantum set theory exactly corresponds to quantum

observables [32, 24]. It is shown that every observational proposition on a quantum sys-

tem corresponds to a statement in quantum set theory with thesame projection-valued

truth value and the same probability in any state. In particular, equality between real

numbers in quantum set theory naturally provides a state-dependent notion of equality

between quantum mechanical observables. It has been broadly accepted that we cannot

speak of the values of quantum observables without assuminga hidden variable the-

ory, which are severely constrained by Kochen-Specker typeno-go theorems [14, 29].

However, quantum set theory enables us to do so without assuming hidden variables

but alternatively with the consistent use of quantum logic.We apply this new interpre-

tation to quantum measurement theory, and establish a logical basis for the difference

between simultaneous measurability and simultaneous determinateness.

Section 2 provides preliminaries on complete orthomodularlattices, commutators

of their subsets, quantum logic on Hilbert spaces, and the universeV(Q) of quantum
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set theory over a logicQ on a Hilbert spaceH . We give a characterization of the

commutator of a subset of a complete orthomodular lattice, improving Takeuti’s char-

acterization, and give a factorization of the double commutant of a subset of a complete

orthomodular lattice into the maximal Boolean factor and a complete orthomodular

lattice without non-trivial Boolean factor. Section 3 introduces a one-to-one corre-

spondence obtained in Refs. [32, 24] between the realsR(Q) in V(Q) and self-adjoint

operators affiliated with the von Neumann algebraM = Q′′ generated byQ, deter-

mines commutators and equality inR(Q), and gives the embedding of intervals inR

into V(Q). Section 4 formulates the standard probabilistic interpretation of quantum

theory and also shows that the set of observational propositions for a quantum sys-

tem can be embedded in a set of statements in quantum set theory without changing

projection-valued truth value assignment. Section 5 extends the standard interpretation

by introducing simultaneous determinateness, i.e., state-dependent commutativity of

observables. We give several characterizations of simultaneous determinateness for fi-

nite number of quantum observables affiliated with an arbitrary von Neumann algebra

in a given state, extending some previous results [23] on simultaneous determinate-

ness for two observables. Section 6 extends the standard interpretation by introducing

quantum equality, i.e., state-dependent equality for two arbitrary observables. We give

several characterizations of quantum equality for two observables affiliated with an ar-

bitrary von Neumann algebra in a given state, extending someprevious results [23] on

simultaneous determinateness for two observables. Sections 7 and 8 provide applica-

tions to quantum measurement theory. We discuss a state-dependent formulation of

measurement of observables and simultaneous measurability, and establish a logical

basis for the difference between simultaneous measurability and simultaneous deter-

minateness. The conclusion is given in Section 9.

Whereas we will discuss the completely general case whereM is an arbitrary von

Neumann algebra, some results for the case where dim(H ) < ∞ andM = B(H )

have been previously reported in Ref. [25]. In this special case, we can avoid the use of

quantum set theory to introduce simultaneous determinateness and quantum equality

into the language of observational propositions, since simultaneous determinateness

and quantum equality can be expressed, respectively, by observational propositions

constructed by atomic formulas of the formX = x with an observableX and a real

numberx. However, to prove a transfer theorem ensuring that all the classical tau-

tologies have the truth value 1, mentioned without proof in Ref. [25], Theorem 3, it is

necessary, even in this special case, to develop quantum settheory and to define the

embedding of the language of observational propositions into the language of quantum



4 Masanao Ozawa

set theory. The required machinery will be, for the first time, fully constructed in this

paper including the case with observables with continuous spectrum, though the full

power of this machinery will be revealed when applied to mathematical theorems be-

yond tautologies after we have enriched the language of observational propositions, in

the future research, with more sophisticated relations andfunctions than equality.

2 Quantum set theory

2.1 Quantum logic

A complete orthomodular latticeis a complete latticeQ with an orthocomplementa-

tion, a unary operation⊥ onQ satisfying

(C1) if P≤ Q thenQ⊥ ≤ P⊥,

(C2) P⊥⊥ = P,

(C3) P∨P⊥ = 1 andP∧P⊥ = 0, where 0=
∧

Q and 1=
∨

Q,

that satisfies theorthomodular law

(OM) if P≤ Q thenP∨ (P⊥∧Q) = Q.

In this paper, any complete orthomodular lattice is called alogic. A non-empty subset

of a logicQ is called asubalgebraiff it is closed under∧,∨, and⊥. A subalgebraA of

Q is said to becompleteiff it has the supremum and the infimum inQ of an arbitrary

subset ofA . For any subsetA of Q, the subalgebra generated byA is denoted

by Γ0A . We refer the reader to Kalmbach [13] for a standard text on orthomodular

lattices.

We say thatP andQ in a logicQ commute, in symbolsP |◦ Q, iff P= (P∧Q)∨(P∧
Q⊥). All the relationsP |◦ Q, Q |◦ P, P⊥ |◦ Q, P |◦ Q⊥, andP⊥ |◦ Q⊥ are equivalent. The

distributive law does not hold in general, but the followinguseful propositions hold

(Ref. [13], pp. 24–25).

Proposition 2.1. If P1,P2
|◦ Q, then the sublattice generated by P1,P2,Q is distributive.

Proposition 2.2. If Pα
|◦ Q for all α, then

∨
α Pα

|◦ Q,
∧

α Pα
|◦ Q, Q∧ (

∨
α Pα) =

∨
α(Q∧Pα), and Q∨ (

∧
α Pα) =

∧
α(Q∨Pα),

From Proposition 2.1, a logicQ is a Boolean algebra if and only ifP |◦ Q for all

P,Q∈ Q (Ref. [13, pp. 24–25]).
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For any subsetA ⊆ Q, we denote byA ! the commutantof A in Q (Ref. [13],

p. 23), i.e.,

A
! = {P∈ Q | P |

◦ Q for all Q∈ A }.

Then,A ! is a complete subalgebra ofQ. A sublogicof Q is a subsetA of Q satisfying

A = A !! . For any subsetA ⊆ Q, the smallest logic includingA is A !! called the

sublogic generated byA . Then, it is easy to see that a subsetA is a Boolean sublogic,

or equivalently a distributive sublogic, if and only ifA = A !! ⊆ A ! .

2.2 Commutators

Let Q be a logic. Marsden [15] has introduced the commutator com(P,Q) of two

elementsP andQ of Q by

com(P,Q) = (P∧Q)∨ (P∧Q⊥)∨ (P⊥∧Q)∨ (P⊥∧Q⊥). (1)

Bruns and Kalmbach [4] have generalized this notion to finitesubsets ofQ by

com(F ) =
∨

α :F→{id,⊥}

∧

P∈F

Pα(P) (2)

for all F ∈ Pω(Q), wherePω(Q) stands for the set of finite subsets ofQ, and

{id,⊥} stands for the set consisting of the identity operation id and the orthocom-

plementation⊥. Generalizing this notion to arbitrary subsetsA of Q, Takeuti [32]

defined com(A ) by

com(A ) =
∨

T(A ), (3)

T(A ) = {E ∈ A
! | P1∧E |

◦ P2∧E for all P1,P2 ∈ A }, (4)

of any A ∈ P(Q), whereP(Q) stands for the power set ofQ, and showed that

com(A ) ∈ T(A ). Subsequently, Pulmannová [28] showed:

Theorem 2.3. For any subsetA of a logicQ, we have

(i) com(A ) =
∧{com(F ) | F ∈ Pω(A )},

(ii) com(A ) =
∧{com(P,Q) | P,Q∈ Γ0(A )}.

Here, we reformulate Takeuti’s definition in a more convenient form. LetA ⊆ Q.

Note thatA !! is the sublogic generated byA , andA ! ∩A !! is the center ofA !! , i.e.,

the set of elements ofA !! commuting with all elements ofA !! . Denote byL(A ) the

sublogic generated byA , i.e., L(A ) = A !! , and byZ(A ) the center ofL(A ), i.e.,
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Z(A ) = A ! ∩A !! . A subcommutatorof A is anyE ∈ Z(A ) such thatP1∧E |◦ P2∧E

for all P1,P2 ∈ A . Denote byS(A ) the set of subcommutators ofA , i.e.,

S(A ) = {E ∈ Z(A ) | P1∧E |
◦ P2∧E for all P1,P2 ∈ A }. (5)

By the relationZ(A ) ⊆ A ! , we immediately obtain the relation
∨

S(A ) ≤ com(A ).

We shall show that the equality actually holds.

Lemma 2.4. Let A be any subset of a logicQ. For any P1,P2 ∈ A and E∈ A ! , we

have P1∧E |◦ P2∧E if and only if P1∧E |◦ P2.

Proof. Let E ∈A ! andP1,P2 ∈A . We have(P1∧E)∧(P2∧E)⊥ = (P1∧E)∧P⊥
2 , and

hence

[(P1∧E)∧ (P2∧E)]∨ [(P1∧E)∧ (P2∧E)⊥] = [(P1∧E)∧P2]∨ [(P1∧E)∧P⊥
2 ].

It follows thatP1∧E |◦ P2∧E if and only if P1∧E |◦ P2.

For anyP,Q∈ Q, the interval [P,Q] is the set of allX ∈ Q such thatP≤ X ≤ Q.

For anyA ⊆ Q andP,Q∈ A , we write[P,Q]A = [P,Q]∩A .

Theorem 2.5. For any subsetA of a logicQ, the following relations hold.

(i) S(A ) = {E ∈ Z(A ) | [0,E]A ⊆ Z(A )}.

(ii)
∨

S(A ) is the maximum subcommutator ofA , i.e.,
∨

S(A ) ∈ S(A ).

(iii) S(A ) = [0,
∨

S(A )]L(A ).

(iv) com(A ) =
∨

S(A ).

Proof. (i) It is easy to see thatP1∧E |◦ P2 for everyP1,P2∈A if and only if [0,E]∩A ⊆
A ! , and hence the assertion follows from Lemma 2.4. (ii) LetP1,P2 ∈ A . We have

P1∧E |◦ P2 for everyE ∈S(A ) from Lemma 2.4, andP1∧
∨

S(A ) |◦ P2 from Proposition

2.2. SinceS(A ) ⊆ Z(A ), we have
∨

S(A ) ∈ Z(A ). Thus,
∨

S(A ) ∈ S(A ), and the

assertion follows. (iii) IfP ∈ [0,
∨

S(A )]L(A ) thenP = P∧∨
S(A ) commutes with

every element ofL(A ). Thus, we have[0,
∨

S(A )]L(A ) = [0,
∨

S(A )]Z(A ). Now, let

P ∈ [0,
∨

S(A )]Z(A ). Then,P1
|◦ P and P1

|◦ P2 ∧
∨

S(A ), and henceP1
|◦ P∧P2 ∧

∨
S(A ) andP1

|◦ P2∧P. Thus, we haveP∈ S(A ), and the assertion follows. (iv) Since

com(F )∈Z(F ) for every finite subsetF of A , we have com(A )∈Z(A ), and hence

we have com(A ) ∈ Z(A ). Thus, relation (iv) follows.

The following proposition will be useful in later discussions.
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Theorem 2.6. LetB be a maximal Boolean sublogic of a logicQ andA a subset ofQ

includingB, i.e.,B ⊆A ⊆Q. Then, we havecom(A )∈B and[0,com(A )]A ⊆B.

Proof. Since com(A ) ∈ Z(A ) ⊆ B! = B, we have com(A ) ∈ B. Let P ∈ A .

Then, P∧ com(A ) |◦ Q for all Q ∈ B, so thatP∧ com(A ) ∈ B! = B, and hence

[0,com(A )]A ⊆ B.

The following theorem clarifies the significance of commutators.

Theorem 2.7. LetA be a subset of a logicQ. Then, L(A ) is isomorphic to the direct

product of the complete Boolean algebra[0,com(A )]L(A ) and the complete orthomod-

ular lattice [0,com(A )⊥]L(A ) without non-trivial Boolean factor.

Proof. It follows from
∨

S(A ) ∈ Z(A ) that L(A ) ∼= [0,
∨

S(A )]L(A ) ×
[0,

∨
S(A )⊥]L(A ). Then, [0,

∨
S(A )]L(A ) is a complete Boolean algebra, since

[0,
∨

S(A )]L(A ) ⊆ Z(A ). It follows easily from the maximality of
∨

S(A ) that

[0,
∨

S(A )⊥]L(A ) has no non-trivial Boolean factor. Thus, the assertion follows from

the relation
∨

S(A ) = com(A ).

We refer the reader to Pulmannová [28] and Chevalier [5] forfurther results about

commutators in orthomodular lattices.

2.3 Logic on Hilbert spaces

Let H be a Hilbert space. For any subsetS⊆ H , we denote byS⊥ the orthogonal

complement ofS. Then,S⊥⊥ is the closed linear span ofS. Let C (H ) be the set of

all closed linear subspaces inH . With the set inclusion ordering, the setC (H ) is

a complete lattice. The operationM 7→ M⊥ is an orthocomplementation on the lattice

C (H ), with whichC (H ) is a logic.

Denote byB(H ) the algebra of bounded linear operators onH andQ(H ) the

set of projections onH . We define theoperator orderingon B(H ) by A ≤ B iff

(ψ,Aψ) ≤ (ψ,Bψ) for all ψ ∈ H . For anyA ∈ B(H ), denote byR(A) ∈ C (H )

the closure of the range ofA, i.e.,R(A) = (AH )⊥⊥. For anyM ∈ C (H ), denote by

P(M) ∈ Q(H ) the projection operator ofH onto M. Then,RP(M) = M for all

M ∈ C (H ) andPR(P) = P for all P ∈ Q(H ), and we haveP ≤ Q if and only if

R(P)⊆ R(Q) for all P,Q∈ Q(H ), so thatQ(H ) with the operator ordering is also

a logic isomorphic toC (H ). Any sublogic ofQ(H ) will be called alogic onH .

The lattice operations are characterized byP∧Q = weak-limn→∞(PQ)n, P⊥ = 1−P

for all P,Q∈ Q(H ).
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Let A ⊆B(H ). We denote byA ′ thecommutant ofA in B(H ). A self-adjoint

subalgebraM of B(H ) is called avon Neumann algebraon H iff M ′′ = M . For

any self-adjoint subsetA ⊆ B(H ), A ′′ is the von Neumann algebra generated by

A . We denote byP(M ) the set of projections in a von Neumann algebraM . For

any P,Q ∈ Q(H ), we haveP |◦ Q iff [P,Q] = 0, where[P,Q] = PQ−QP. For any

subsetA ⊆ Q(H ), we denote byA ! thecommutantof A in Q(H ). For any subset

A ⊆Q(H ), the smallest logic includingA is the logicA !! called thelogic generated

byA . Then, a subsetQ ⊆Q(H ) is a logic onH if and only ifQ =P(M ) for some

von Neumann algebraM onH (Ref. [24], Proposition 2.1).

We define theimplication and thelogical equivalenceon Q by P → Q = P⊥ ∨
(P∧Q) andP↔ Q= (P→ Q)∧ (Q→ P). We have the following characterization of

commutators in logics on Hilbert spaces (Ref. [24], Theorems 2.5, 2.6).

Theorem 2.8. Let Q be a logic onH and letA ⊆ Q. Then, we have the following

relations.

(i) com(A ) = P{ψ ∈ H | [A,B]ψ = 0 for all A,B∈ A ′′}.

(ii) com(A ) = P{ψ ∈ H | [P1,P2]P3ψ = 0 for all P1,P2,P3 ∈ A }.

2.4 Quantum set theory over logic on Hilbert spaces

We denote byV the universe of the Zermelo-Fraenkel set theory with the axiom of

choice (ZFC). LetL (∈) be the first-order language with equality without constant

symbols augmented by a binary relation symbol∈, bounded quantifier symbols∀x∈ y,

∃x ∈ y (in addition to unbounded quantifier symbols∀x, ∃x. For any classU , the

languageL (∈,U) is the one obtained by adding a name for each element ofU .

Let Q be a logic onH . For each ordinalα, let

V(Q)
α = {u| u : dom(u)→ Q and(∃β < α)dom(u)⊆V(Q)

β }. (6)

TheQ-valued universe V(Q) is defined by

V(Q) =
⋃

α∈On
V(Q)

α , (7)

where On is the class of all ordinals. For everyu ∈ V(Q), the rank ofu, denoted by

rank(u), is defined as the leastα such thatu∈V(Q)
α+1. It is easy to see that ifu∈ dom(v)

then rank(u)< rank(v).

For anyu,v∈V(Q), theQ-valued truth values of atomic formulasu= v andu∈ v

are assigned by the following rules recursive in rank.
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(i) [[u= v]]Q =
∧

u′∈dom(u)(u(u
′)→ [[u′ ∈ v]]Q)∧∧

v′∈dom(v)(v(v
′)→ [[v′ ∈ u]]Q).

(ii) [[u∈ v]]Q =
∨

v′∈dom(v)(v(v
′)∧ [[u= v′]]Q).

To each statementφ of L (∈,V(Q)) we assign theQ-valued truth value[[φ ]]Q by

the following rules.

(iii) [[¬φ ]]Q = [[φ ]]⊥
Q

.

(iv) [[φ1∧φ2]]Q = [[φ1]]Q ∧ [[φ2]]Q.

(v) [[φ1∨φ2]]Q = [[φ1]]Q ∨ [[φ2]]Q.

(vi) [[φ1 → φ2]]Q = [[φ1]]Q → [[φ2]]Q.

(vii) [[φ1 ↔ φ2]]Q = [[φ1]]Q ↔ [[φ2]]Q.

(viii) [[(∀x∈ u)φ(x)]]Q =
∧

u′∈dom(u)(u(u
′)→ [[φ(u′)]]Q).

(ix) [[(∃x∈ u)φ(x)]]Q =
∨

u′∈dom(u)(u(u
′)∧ [[φ(u′)]]Q).

(x) [[(∀x)φ(x)]]Q =
∧

u∈V(Q) [[φ(u)]]Q.

(xi) [[(∃x)φ(x)]]Q =
∨

u∈V(Q) [[φ(u)]]Q.

We say that a statementφ of L (∈,V(Q)) holdsin V(Q) iff [[φ ]]Q = 1. A formula

in L (∈) is called a∆0-formula iff it has no unbounded quantifiers∀x or ∃x. The

following theorem holds [24].

Theorem 2.9 (∆0-Absoluteness Principle). For any∆0-formulaφ(x1, . . .,xn) of L (∈)
and u1, . . .,un ∈V(Q), we have

[[φ(u1, . . . ,un)]]Q = [[φ(u1, . . . ,un)]]Q(H ).

Henceforth, for any∆0-formulaφ(x1, . . .,xn) andu1, . . . ,un ∈V(Q), we abbreviate

[[φ(u1, . . . ,un)]] = [[φ(u1, . . . ,un)]]Q, which is the commonQ-valued truth value in all

V(Q) such thatu1, . . . ,un ∈V(Q).

The universeV can be embedded inV(Q) by the following operation∨ : v 7→ v̌

defined by the∈-recursion: for eachv ∈ V, v̌ = {ǔ| u ∈ v}×{1}. Then we have the

following [24].

Theorem 2.10 (∆0-Elementary Equivalence Principle). For any ∆0-

formula φ(x1, . . .,xn) of L (∈) and u1, . . .,un ∈ V, we have 〈V,∈〉 |=
φ(u1, . . .,un) if and only if[[φ(ǔ1, . . . , ǔn)]] = 1.

Foru∈V(Q), we define thesupportof u, denoted by Ł(u), by transfinite recursion

on the rank ofu by the relation

Ł(u) =
⋃

x∈dom(u)

Ł(x)∪{u(x) | x∈ dom(u)}. (8)
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For A ⊆ V(Q) we write Ł(A ) =
⋃

u∈A Ł(u) and for u1, . . . ,un ∈ V(Q) we write

Ł(u1, . . . ,un) = Ł({u1, . . . ,un}). Let A ⊆ V(Q). Thecommutator ofA , denoted by

com(A ), is defined by

com(A ) = com(Ł(A )). (9)

For anyu1, . . . ,un ∈V(Q), we write com(u1, . . . ,un) = com({u1, . . . ,un}). For bounded

theorems, the following transfer principle holds [24].

Theorem 2.11 (ZFC Transfer Principle). For any ∆0-formula φ(x1, . . .,xn) of L (∈)
and u1, . . .,un ∈V(Q), if φ(x1, . . .,xn) is provable in ZFC, then we have

com(u1, . . . ,un)≤ [[φ(u1, . . . ,un)]].

3 Real numbers in quantum set theory

Let Q be the set of rational numbers inV. We define the set of rational numbers in the

modelV(Q) to beQ̌. We define a real number in the model by a Dedekind cut of the

rational numbers. More precisely, we identify a real numberwith the upper segment

of a Dedekind cut assuming that the lower segment has no end point. Therefore, the

formal definition of the predicateR(x), “x is a real number,” is expressed by

R(x) := ∀y∈ x(y∈ Q̌)∧∃y∈ Q̌(y∈ x)∧∃y∈ Q̌(y 6∈ x)

∧∀y∈ Q̌(y∈ x↔∀z∈ Q̌(y< z→ z∈ x)). (10)

The symbol “:=” is used to define a new formula, here and hereafter. We defineR(Q)

to be the interpretation of the setR of real numbers inV(Q) as follows.

R(Q) = {u∈V(Q)| dom(u) = dom(Q̌) and[[R(u)]] = 1}. (11)

The setRQ of real numbers inV(Q) is defined by

RQ = R(Q)×{1}. (12)

Then, for anyu,v∈ R(Q), the following relations hold inV(Q) [24].

(i) [[(∀u∈ RQ)u= u]] = 1.

(ii) [[(∀u,v∈ RQ)u= v→ v= u]] = 1.

(iii) [[(∀u,v,w∈ RQ)u= v∧v= w→ u= w]] = 1.

(iv) [[(∀v∈ RQ)(∀x,y∈ v)x= y∧x∈ v→ y∈ v]].
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(v) [[(∀u,v∈ RQ)(∀x∈ u)x∈ u∧u= v→ x∈ v]].

From the above, the equality is an equivalence relation between real numbers inV(Q).

For anyu1, . . . ,un ∈ R(Q), we have

[[u1 = u2∧· · ·∧un−1 = un]]≤ com(u1, . . . ,un), (13)

and hence commutativity follows from equality inR(Q) [24].

Let M be a von Neumann algebra on a Hilbert spaceH and letQ = P(M ). A

closed operatorA (densely defined) onH is said to beaffiliatedwith M , in symbols

Aη M , iff U∗AU =A for any unitary operatorU ∈M ′. LetA be a self-adjoint operator

(densely defined) onH and letA=
∫

R λ dEA(λ ) be its spectral decomposition, where

{EA(λ )}λ∈R is the resolution of identity belonging toA (Ref. [36], p. 119). It is well-

known thatAη M if and only if EA(λ ) ∈ Q for everyλ ∈ R. Denote byM SA the set

of self-adjoint operators affiliated withM . Two self-adjoint operatorsA andB are said

to commute, in symbolsA |◦ B, iff EA(λ ) |◦ EB(λ ′) for every pairλ ,λ ′ of reals.

For anyu∈ R(Q) andλ ∈ R, we defineEu(λ ) by

Eu(λ ) =
∧

λ<r∈Q

u(ř). (14)

Then, it can be shown that{Eu(λ )}λ∈R is a resolution of identity inQ and hence

by the spectral theorem there is a self-adjoint operator ˆuη M uniquely satisfying ˆu=
∫

R λ dEu(λ ). On the other hand, letAη M be a self-adjoint operator. We defineÃ∈
V(Q) by

Ã= {(ř,EA(r)) | r ∈ Q}. (15)

Then, dom(Ã) = dom(Q) andÃ(ř) =EA(r) for all r ∈Q. It is easy to see that̃A∈R(Q)

and we have(û)̃ = u for all u ∈ R(Q) and(Ã)̂ = A for all A ∈ M SA. Therefore, the

correspondence betweenR(Q) andM SA is a one-to-one correspondence. We call the

above correspondence theTakeuti correspondence. Now, we have the following [24].

Theorem 3.1. LetQ be a logic onH . The relations

(i) EA(λ ) =
∧

λ<r∈Q

u(ř) for all λ ∈ Q,

(ii) u(ř) = EA(r) for all r ∈ Q,

for all u = Ã∈ R(Q) and A= û∈ M SA sets up a one-to-one correspondence between

R(Q) andM SA.
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For anyr ∈ R, we shall write ˜r = (r1) ,̃ wherer1 is the scalar operator onH . Then,

we have dom(r̃) = dom(Q̌) and ˜r(ť) = [[ř ≤ ť]], so that we have Ł(r̃) = {0,1}. Denote

by B(Rn) the σ -filed of Borel subsets ofRn andB(Rn) the space of bounded Borel

functions onRn. A spectral measure[10] on Rn in M is a mappingE of B(Rn) into

P(M ) satisfying∑ j E(∆i) = 1 for any disjoint sequence{∆ j} in B(Rn) such that
⋃

j ∆ j = Rn. Let X be a self-adjoint operator affiliated withM . For any f ∈ B(R), the

bounded self-adjoint operatorf (X) ∈ M is defined byf (X) =
∫

R f (λ )dEX(λ ). The

spectral measure of Xis a spectral measureEA onR in M defined byEX(∆) = χ∆(X)

for any∆ ∈ B(R). Then, we haveEX(λ ) = EX((−∞,λ ]).

Proposition 3.2. Let r∈ R, s, t ∈ R, and Xη MSA. We have the following relations.

(i) [[ř ∈ s̃]] = [[š≤ ř]] = Es1(t).

(ii) [[s̃≤ t̃]] = [[š≤ ť]] = Es1(t).

(iii) [[X̃ ≤ t̃]] = EX(t) = EX((−∞, t]).

(iv) [[t̃ < X̃]] = 1−EX(t) = EX((t,∞)).

(v) [[s̃< X̃ ≤ t̃]] = EX(t)−EX(s) = EX((s, t]).

(vi) [[X̃ = t̃]] = EX(t)−∨
r<t,r∈Q EX(r) = EX({t}).

Proof. Relations (i), (ii), and (iii) follows from [24, Proposition 5.11]. We have

com(t̃, X̃) = 1, so that (iv) follows from the ZFC Transfer Principle (Theorem 2.11).

Relation (v) follows from (iii) and (iv). We have

[[X̃ = t̃]] =
∧

r∈Q

X̃(ř)→ [[ř ∈ t̃]]∧
∧

r∈Q

t̃(ř)→ [[ř ∈ X̃]]

=
∧

r∈Q

EX(r)⊥∨Et1(r)∧
∧

r∈Q

Et1(r)⊥∨EX(r)

=
∧

r<t,r∈Q

EX(r)⊥∧
∧

t≤r∈Q

EX(r)

= [1−
∨

r<t,r∈Q

EX(r)]∧EX(t)

= EX(t)−
∨

r<t,r∈Q

EX(r)

= EX({t}).

Thus, relation (vi) follows.
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4 Standard probabilistic interpretation of quantum theory

Let S be a quantum system described by a von Neumann algebraM on a Hilbert space

H . According to the standard formulation of quantum theory, the observablesof S

are defined as self-adjoint operators affiliated withM , thestatesof S are represented

by density operators onH , and avector stateψ is identified with the state|ψ〉〈ψ|.
We denote byO(M ) the set of observables, byS (H ) the space of density opera-

tors. ObservablesX1, . . . ,Xn ∈O(M ) are said to bemutually commutingiff Xj
|◦ Xk for

all j,k = 1, . . . ,n. If X1, . . . ,Xn ∈ O(M ) are bounded, this condition is equivalent to

[Xj ,Xk] = 0 for all j,k= 1, . . . ,n. The standard probabilistic interpretation of quantum

theory defines thejoint probability distribution function FX1,...,Xn
ρ (x1, . . . ,xn) for mutu-

ally commuting observablesX1, . . . ,Xn ∈O(M ) in ρ ∈ S (H ) by theBorn statistical

formula:

FX1,...,Xn
ρ (x1, . . . ,xn) = Tr[EX1(x1) · · ·EXn(xn)ρ ]. (16)

To clarify the logical structure presupposed in the standard probabilistic interpreta-

tion, we defineobservational propositionsfor S by the following rules.

(R1) For anyX ∈ O(M ) andx∈ R, the expressionX ≤o x is an observational propo-

sition.

(R2) If φ1 andφ2 are observational propositions,¬φ1 andφ1∧φ2 are also observational

propositions.

Thus, every observational proposition is built up from “atomic” observational proposi-

tionsX ≤o x by adding finite number of connectives¬ and∧. We denote byLo(M )

the set of observational propositions. We introduce the connective∨ by definition.

(D1) φ1∨φ2 := ¬(¬φ1∧¬φ2).

For each observational propositionφ , we assign its projection-valued truth value

[[φ ]]o ∈ Q(H ) by the following rules [2].

(T1) [[X ≤o x]]o = EX(x).

(T2) [[¬φ ]]o = [[φ ]]⊥o .

(T3) [[φ1∧φ2]]o = [[φ1]]o∧ [[φ2]]o.

From (D1), (T2) and (T3), we have

(D2) [[φ1∨φ2]]o = [[φ1]]o∨ [[φ2]]o.
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We define theprobability Pr{φ‖ρ} of an observational propositionφ in a stateρ
by

(P1) Pr{φ‖ρ}= Tr[[[φ ]]oρ ].

We say thatan observational propositionφ holds in a stateρ iff Pr{φ‖ρ}= 1.

The standard interpretation of quantum theory restricts observational propositions

to be standard defined as follows.

(W1) An observational proposition including atomic formulasX1 ≤o x1, . . . ,Xn ≤o xn is

calledstandardiff X1, . . . ,Xn are mutually commuting.

All the standard observational propositions including only given mutually com-

muting observablesX1, . . . ,Xn comprise a complete Boolean algebra under the logical

order≤ defined byφ ≤ φ ′ iff [[φ ]]o ≤ [[φ ′]]o and obey inference rules in classical logic.

Suppose thatX1, . . . ,Xn ∈ O(M ) are mutually commuting. Letx1, . . . ,xn ∈ R. Then,

X1 ≤o x1∧· · ·∧Xn ≤o xn is a standard observational proposition. We have

[[X1 ≤o x1∧· · ·∧Xn ≤o xn]]o = EX1(x1)∧· · ·∧EXn(xn) = EX1(x1) · · ·EXn(xn). (17)

Hence, we reproduce the Born statistical formula as

Pr{X1 ≤o x1∧· · ·∧Xn ≤o xn‖ρ}= Tr[EX1(x1) · · ·EXn(xn)ρ ]. (18)

From the above, our definition of the truth values of observational propositions are

consistent with the standard probabilistic interpretation of quantum theory.

From Proposition 3.2 and (T1), we conclude

[[X̃ ≤ x̃]] = [[X ≤o x]]o (19)

for all X ∈ O(M ) andx∈ R. To every observational propositionφ the corresponding

statementφ̃ in L (∈,R(Q)) is given by the following rules for anyX ∈ O(M ) and

x∈ R, and observational propositionsφ ,φ1,φ2.

(Q1) X̃ ≤o x := X̃ ≤ x̃.

(Q2) ¬̃φ := ¬φ̃ .

(Q3) φ̃1∧φ2 := φ̃1∧ φ̃2.

Then, it is easy to see that the relation

[[φ̃ ]] = [[φ ]]o (20)
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holds for any observational propositionφ . Thus, all the observational propositions are

embedded in the set of statements inL (∈,R(Q)) with the same projection-valued truth

value.

We denote by Sp(X) the spectrum of an observableX ∈ O(M ), i.e., the set of

all λ ∈ R such thatX − λ1 has a bounded inverse operator onH . An observable

X ∈ O(M ) is calledfinite iff Sp(X) is a finite set, andinfinite otherwise. Denote by

Oω(M ) is the set of finite observables inO(M ).

Let X ∈ Oω(M ). Then, Sp(X) coincides with the set of eigenvalues ofX. Let

δ (X) = min
x,y∈Sp(X),x6=y

{|x−y|/2,1}. (21)

For anyx∈ R, we define the observational propositionX =o x by

X =o x := x−δ (X)< X ≤o x+δ (X). (22)

Then, it is easy to see that we have

[[X =o x]]o = EX({x}) (23)

for all x∈ R.

In Ref. [25] we have introduced observational propositionsfor the case where

dim(H ) < ∞ andM = B(H ) by rules (R’1), (R’2) of well-formed formulas and

rules (T’1)–(T’3) for projection-valued truth value assignment as follows.

(R’1) For anyX ∈ O(B(H )) andx ∈ R, the expressionX =o′ x is an observational

proposition.

(R’2) If φ1 andφ2 are observational propositions,¬φ1 andφ1∧φ2 are also observational

propositions.

(T’1) [[X =o′ x]]o′ = EX(x).

(T’2) [[¬φ ]]o′ = [[φ ]]⊥o′ .

(T’3) [[φ1∧φ2]]o′ = [[φ1]]o′ ∧ [[φ2]]o′ .

Denote byLo′(B(H )) the set of observational propositions constructed by rules(R’1)

and (R’2). In this language, for any observablesX ∈ O(B(H )) and any real number

x∈ R, we can introduce the observational propositionX ≤o′ x in Lo′(B(H )) by

X ≤o′ x :=
∨

x j∈Sp(X)∩(−∞,x]

X =o′ x j , (24)
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where the observational proposition
∨

j φ j is defined by
∨

j φ j = φ1∨ · · · ∨ φn for any

finite sequence of observational propositionsφ1, . . . ,φn. Then, we have

[[X ≤o′ x]]o′ = EX(x). (25)

Now, we can conclude that if dim(H ) < ∞, the languageLo(B(H )) and

Lo′(B(H )) are equivalent in the sense that there is a one-to-one correspondenceΦ
of Lo′(B(H )) ontoLo(B(H )) such that[[Φ(φ)]]o = [[φ ]]o′ , Φ(X =o′ x) = (X =o x),

and Φ(X ≤o′ x) = (X ≤o x) for all φ ∈ Lo′(B(H )), X ∈ O(B(H )), andx ∈ R.

Thus, in what follows for the case where dim(H ) < ∞ we shall identify the language

Lo′(B(H )) introduce in Ref. [25] with the languageLo(B(H )); in this case we

haveO(B(H )) = Oω(B(H )).

5 Simultaneous determinateness

In this section, we shall examine basic properties of the commutator com(X̃1, . . . , X̃n)

for observablesX1, . . . ,Xn ∈ O(M ). Let X1, . . . ,Xn ∈ O(M ). We denoted by

{X1, . . . ,Xn}′′ the von Neumann algebra generated by projectionsEXj (λ ) for all j =

1, . . . ,n and λ ∈ R, and denote byZ (X1, . . . ,Xn) the center of{X1, . . . ,Xn}′′, i.e.,

Z (X1, . . . ,Xn) = {X1, . . . ,Xn}′′ ∩{X1, . . . ,Xn}′. Thecyclic subspaceC (X1, . . . ,Xn;ρ)
of H generated byX1, . . . ,Xn, andρ is defined by

C (X1, . . . ,Xn;ρ) = {X1, . . . ,Xn}′′ran(ρ),

whereran stands for the closure of the range. Then,C (X1, . . . ,Xn;ρ) is the least invari-

ant subspace under{X1, . . . ,Xn}′′ containingρ . Denote byC(X1, . . . ,Xn;ρ) the projec-

tion of H ontoC (X1, . . . ,Xn;ρ). Then,C(X1, . . . ,Xn;ρ) is the smallest projectionP in

{X1, . . . ,Xn}′ such thatPρ = ρ .

Under the Takeuti correspondence, the commutator of observables are character-

ized as follows.

Theorem 5.1. For any X1, . . . ,Xn ∈ O(M ), the following relations hold.

(i) com(X̃1, . . . , X̃n) = P{ψ ∈ H | [A,B]ψ = 0 for all A,B∈ {X1, . . . ,Xn}′′}.

(ii) com(X̃1, . . . , X̃n) = P{ψ ∈ H | [EXj (r1),EXk(r2)]EXl (r3)ψ = 0

for all r1, r2, r3 ∈ Q and j,k, l = 1, . . . ,n}.

(iii) com(X̃1, . . . , X̃n) = max{E ∈ P(Z (X1, . . . ,Xn)) | XjE |◦ XkE

for all j ,k= 1, . . . ,n}.
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Proof. Let A = L(X̃1, . . . , X̃n). Then, com(X̃1, . . . , X̃n) = com(A ). We have

L(X̃1, . . . , X̃n) = {EXj (r j) | r j ∈ Q and j = 1, . . . ,n}∪{0,1},

and henceL(X̃1, . . . , X̃n)
′′ = {X1, . . . ,Xn}′′. Thus, relations (i) and (ii) follow from

Theorem 2.8 (i) and (ii), respectively. From Theorem 2.5 we have

com(X̃1, . . . , X̃n) = max{E ∈ Z(A ) | P1∧E |
◦ P2∧E for all P1,P2 ∈ A }

= max{E ∈ P(Z (X1, . . . ,Xn)) | XjE |◦ XkE for all j,k= 1, . . . ,n},

from which relation (iii) follows.

We say that observablesX1, . . . ,Xn ∈ O(M ) aresimultaneously determinatein a

stateρ iff Tr [com(X̃1, . . . , X̃n)ρ ] = 1.

A probability measureµ on B(Rn) is called ajoint probability distributionof

X1, . . . ,Xn ∈ O(M ) in ρ ∈ S (H ) iff for any polynomial p( f1(X1), . . . , fn(Xn)) of

observablesf1(X1), . . . , fn(Xn), where f1, . . . , fn ∈ B(R), we have

Tr[p( f1(X1), . . . , fn(Xn))ρ ] =
∫

· · ·
∫

Rn
p( f1(x1), . . . , fn(xn))dµ(x1, . . . ,xn). (26)

A joint probability distribution ofX1, . . . ,Xn in ρ is unique, if any. Since simultane-

ous determinateness is considered to be a state-dependent notion of commutativity, it

is expected that simultaneous determinateness is equivalent to the state-dependent ex-

istence of the joint probability distribution. This is indeed shown below together with

other useful characterizations of this notion.

Theorem 5.2. For any observables X1, . . . ,Xn ∈ O(M ) and a stateρ ∈ S (H ), the

following conditions are all equivalent.

(i) X1, . . . ,Xn are simultaneously determinate inρ , i.e.,Tr[com(X̃1, . . . , X̃n)ρ ] = 1

(ii) com(X̃1, . . . , X̃n)ρ = ρ .

(iii) C(X1, . . . ,Xn;ρ)≤ com(X̃1, . . . , X̃n).

(iv) [A,B]ρ = 0 for all A,B∈ {X1, . . . ,Xn}′′.
(v) There exists a joint probability distribution of X1, . . . ,Xn in ρ .

(vi) XjC(X1, . . . ,Xn;ρ) |◦ XkC(X1, . . . ,Xn;ρ) for all j ,k= 1, . . . .n.

(vii) There exists a spectral measure E inM on Rn satisfying

E(∆1×·· ·×∆n)ρ = EX1(∆1)∧· · ·∧EXn(∆n)ρ (27)

for all ∆1, . . . ,∆n ∈ B(R).
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(viii) There exists a probability measureµ on Rn satisfying

µ(∆1×·· ·×∆n) = Tr[EX1(∆1)∧· · ·∧EXn(∆n)ρ ] (28)

for any∆1, . . . ,∆n ∈ B(R).

Proof. Let B = {X1, . . . ,Xn}′′ andC=C(X1, . . . ,Xn;ρ),
(i)⇒(ii): The assertion follows from the relation‖P

√ρ −√ρ‖2
HS= 1−Tr[Pρ ] for

any projectionP, where‖· · ·‖HS is the Hilbert-Schmidt norm.

(ii)⇒(iii): Since com(X̃1, . . . , X̃n) ∈ B′, (iii) follows from (ii) by minimality of

C(X1, . . . ,Xn;ρ).
(iii)⇒(iv): It follows from (iii) that ran(ρ)⊆ ran(com(X̃1, . . . , X̃n)) so that (iv) fol-

lows from Theorem 5.1 (i).

(iv)⇒(v): It follows from assumption (iv) and Proposition 2.2 in Ref. [11] that the

GNS representation(H ,π ,Ω) of B induced byρ is abelian (i.e.,π(B) is abelian)

and normal. Letj = 1, . . . ,n. Let f j be a bounded Borel function onR. By normality

of π , there is a self-adjoint operatorπ(Xj) affiliated withπ(B) such thatEπ(Xj )(∆) =
π(EXj (∆)) for all ∆ ∈ B(R), and hence we have

π( f j(Xj)) = f j (π(Xj)).

Thus, the relation

µ(∆1×·· ·×∆n) = (Ω,Eπ(X1)(∆1) · · ·Eπ(Xn)(∆n)Ω),

where∆1, . . . ,∆n ∈ B(R), defines a probability measureµ onB(Rn) satisfying
∫

· · ·
∫

Rn
p( f1(x1), . . . , fn(xn))dµ(x1, . . . ,xn) = (Ω,π (p( f1(X1), . . . , fn(Xn)))Ω)

for any polynomialp( f1(X1), . . . , fn(Xn)) of f1(X1), . . . , fn(Xn). Thus, assertion (iv)

follows from the relation

Tr[Aρ ] = (Ω,π(A)Ω)

for anyA∈ B satisfied by the GNS representation(H ,π ,Ω).

(v)⇒(i): Suppose that there exists a joint probability distribution µ of X1, · · ·Xn in

ρ . Then, for anyj,k, l = 1, . . . ,n andr1, r2, r3 ∈ Q, we have

Tr[|[EXj (r1),E
X2(r2)]E

Xl (r3)|2ρ ] = 0

and we have[EXj (r1),EX2(r2)]EXl (r3)ρ = 0. From Theorem 5.1 (ii), it follows that

com(X̃1, . . . , X̃n)ρψ = ρψ for all ψ ∈ H . Thus, we have com(X̃1, . . . , X̃n)ρ = ρ and

henceX1, . . . ,Xn are simultaneously determinate in a stateρ .
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(iii)⇒(vi): Let G= com(X1, . . . ,Xn) andC =C(X1, . . . ,Xn;ρ). From Theorem 5.1

(iii), we haveXjG |◦ XkG for all j,k = 1, . . . ,n. SinceXjG |◦ C for all j, assertion (vi)

follows from (iii).

(vi)⇒(vii): Obvious.

(vii)⇒(ii): Let µ be a probability measure onRn satisfying (28). Let j,k, l ∈
{1, . . . ,n}. By taking an appropriate marginal measure ofµ there exists a probabil-

ity measureµ ′ on R3 such that

µ ′(∆1×∆2×∆3) = Tr[EXj (∆1)∧EXk(∆2)∧EXl (∆3)ρ ]

for all ∆1,∆2,∆3 ∈ B(R). Let ∆1,∆2,∆3 ∈ B(R) and

P = EXl (∆3)−EXk(∆c
2)∧EXl (∆3)−EXj (∆c

1)∧EXk(∆2)∧EXl (∆3)

−EXj (∆1)∧EXk(∆2)∧EXl (∆3),

where∆c stands for the complement of∆ ∈ B(R). Then, by the additivity ofµ ′ we

have

Tr[Pρ ] = µ ′(R×R×∆3)−µ ′(R×∆c
2×∆3)−µ(∆c

1×∆2×∆3)−µ(∆1×∆2×∆3) = 0.

Since Tr[(P
√ρ)†(P

√ρ)] = Tr[Pρ ], we haveP
√ρ = 0, so thatEXj (∆1)EXk(∆2)Pρ = 0,

and henceEXj (∆1)EXk(∆2)EXl (∆3)ρ = EXj (∆1)∧EXk(∆2)∧EXl (∆3)ρ . By symmetry

we also haveEXk(∆2)EXj (∆1)EXl (∆3)ρ = EXj (∆1)∧EXk(∆2)∧EXl (∆3)ρ . Thus, we

have[EXj (∆1),EXk(∆2)]EXl (∆3)ρψ = 0 for all ψ ∈H . Since∆1,∆2,∆3 were arbitrary,

it follows from Theorem 5.1 that ran(ρ)⊆ ran(com(X̃1, . . . , X̃n)), and (ii) follows.

The equivalence between (i) and (v) in the above theorem was previously reported

in Theorem 2 of Ref. [25] for the case whereM = B(H ) with H < ∞. The equiva-

lence of (ii), (vii), and (viii) was given in Theorem 5.1 of Ref. [23] for the casen= 2.

Note that for any X1, . . . ,Xn ∈ O(M ) there exists a propositionφ in

Lo(M ) such that[[φ ]]o = com(X̃1, . . . , X̃n), since com(X̃1, . . . , X̃n) ∈ Oω(M ) and

[[com(X̃1, . . . , X̃n) =o 1]]o = com(X̃1, . . . , X̃n). However, it is not in general possible

to construct suchφ from atomic propositions of the formXj ≤o λ for j = 1, . . . ,n with

λ ∈ R. In what follows, we shall show that this is possible for finite observables.

For any finite observablesX1, . . . ,Xn ∈ Oω(M ) we define the observational propo-

sition como(X1, . . . ,Xn) by

como(X1, . . . ,Xn) :=
∨

x1∈Sp(X1),...,xn∈Sp(Xn)

X1 =o x1∧· · ·∧Xn =o xn. (29)

Then, we have the following theorem.
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Theorem 5.3. For any finite observables X1, . . . ,Xn ∈ Oω(M ), we have

[[como(X1, . . . ,Xn)]]o = com(X̃1, . . . , X̃n). (30)

Proof. Let X1, . . . ,Xn ∈ Oω(H ). Let x(1)j < · · ·< x
(n j )
j ∈ R be the ascending sequence

of eigenvalues ofXj . Then, we have

L(X̃1, . . . , X̃n) = {EXj (x) | x= x(1)j , . . . ,x
(n j )
j ; j = 1, . . . ,n}∪{0}.

SinceL(X1, . . . ,Xn) is a finite set, it is easy to see that the relations

[[como(X1, . . . ,Xn)]]o = com({EXj ({x}) | x= x(1)j , . . . ,x
(n j )
j ; j = 1, . . . ,n})

= com(L(X̃1, . . . , X̃n))

= com(X̃1, . . . , X̃n)

hold.

The observational proposition como(X1, . . . ,Xn) was previously introduced in

Ref. [25] for the case whereM = B(H ) and dim(H ) < ∞. The following theo-

rem is a straightforward generalization of Theorem 1 in Ref.[25].

Theorem 5.4. Finite observables X1, . . . ,Xn∈Oω(M ) are simultaneously determinate

in a vector stateψ if and only if the stateψ is a superposition of common eigenvectors

of X1, . . . ,Xn.

6 Quantum equality

In this section, we shall examine basic properties of theQ-valued equality relation

[[X̃ = Ỹ]] defined throughV(Q) for any two observablesX,Y ∈ O(M ), whereQ =

P(M ). From Theorem 6.3 of Ref. [24], we have the following characterizations.

Theorem 6.1. For any X,Y ∈ O(M ), the following relations hold.

(i) [[X̃ = Ỹ]] = P{ψ ∈ H | EX(r)ψ = EY(r)ψ for all r ∈ Q}.
(ii) [[X̃ = Ỹ]] = P{ψ ∈ H | f (X)ψ = f (Y)ψ for all f ∈ B(R)}.

(iii) [[X̃ = Ỹ]] = P{ψ ∈ H | (EX(∆)ψ,EY(Γ)ψ) = 0

for any∆,Γ ∈ B(R) with ∆∩Γ = /0}.

We introduce a new atomic observational propositionX =o Y in Lo(M ) for all

X,Y ∈ O(M ) by the following additional rules for formation of observational propo-

sitions and for projection-valued truth values:
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(R3) For anyX,Y ∈ O(M ), the expressionX =o Y is an observational proposition.

(T4) [[X =o Y]]o = [[X̃ = Ỹ]].

We extend the correspondence between observational propositions and formulas in

L (∈,V(Q)) by the following rule for anyX,Y ∈ O(M ).

(Q4) X̃ =o Y := X̃ = Ỹ.

Then, from (T4) it is easy to see that the relation

[[φ̃ ]] = [[φ ]]o (31)

holds for any observational propositionφ . We denote byLo(M ,=) the set of ob-

servational propositions constructed by rules (R1), (R2),(R3). Then, the language

Lo(M ,=) is embedded in the set of statements inL (∈,R(Q)) by rules (Q1), (Q2),

(Q3), (Q4) with the same projection-valued truth value by rules (T1), (T2), (T3), (T4).

In general, the equality relation inV(Q) is not an equivalence relation inV(Q) [32].

From Theorem 6.3 of Ref. [24], however, we conclude that thatQ-valued equality

between two observables is indeed aQ-valued equivalence relation as follows.

Theorem 6.2. For any observables X,Y,Z ∈ O(M ), the following relations hold.

(i) [[X =o X]]o = 1.

(ii) [[X =o Y]]o = [[Y =o X]]o.

(iii) [[X =o Y]]o∧ [[Y =o Z]]o ≤ [[X =o Z]]o.

We say that observablesX andY areequal in a stateρ , in symbolsX =ρ Y, iff

Pr{X =o Y‖ρ} = 1, or equivalently iff[[X =o Y]]oρ = ρ . In general, we say that ob-

servablesX andY are equal in a stateρ with probability Pr{X =o Y‖ρ}. On the

other hand, we have explored another relation called quantum perfect correlation in

Ref. [23] as follows. Two observablesX andY are calledperfectly correlatedin a state

ρ iff Tr [EX(∆)EY(Γ)ρ ] = 0 for any disjoint Borel sets∆,Γ ∈B(R). It is noted that the

quantity Tr[EX(∆)EY(Γ)ρ ] = 0 for ∆,Γ ∈ B(R) is called theweak joint distribution

of X andY in ρ , and known to be experimentally accessible by weak measurement

and post-selection [26]. We shall show that the above two relations are equivalent to-

gether with other equivalent conditions to conclude that the relationX =ρ Y and the

probability Pr{X =o Y‖ρ} are experimentally accessible.

Theorem 6.3. For any observables X,Y ∈O(M ) andρ ∈S (H ), the following con-

ditions are all equivalent.
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(i) X =ρ Y, i.e.,[[X =o Y]]oρ = ρ .

(ii) X and Y are perfectly correlated inρ , i.e.,Tr[EX(∆)EY(Γ)ρ ] = 0 for all ∆,Γ ∈
B(R) with ∆∩Γ = /0.

(iii) Xψ =Yψ for all ψ ∈ C (X,ρ).

(iv)
〈
ψ,EX(∆)ψ

〉
=
〈
ψ,EY(∆)ψ

〉
for all ψ ∈ C (X,ρ).

(v) EX(∆)ρ = EY(∆)ρ for all ∆ ∈ B(R).

(vi) f (X)C(X;ρ) = f (Y)C(X;ρ) for all f ∈ B(R).

(vii) C(X;ρ) =C(Y;ρ) and XC(X;ρ) =YC(X;ρ).

(viii) There exists a joint probability distributionµX,Y
ρ (x,y) of X,Y inρ that satisfies

µX,Y
ρ ({(x,y) ∈ R2 | x= y}) = 1. (32)

Proof. The assertions follow from Theorem 6.1 above and Theorems 3.2, Theorem

3.4, Theorem 4.3, and Theorem 5.3 in Ref. [23].

The equivalence between (i) and (viii) was previously reported in Theorem 4 in

Ref. [25] for the case whereH < ∞ andM = B(H ).

Let φ(X1, . . . ,Xn) be an observational proposition that is constructed by rules (R1),

(R2), (R3) and includes symbols for observables only from the list X1, . . . ,Xn, i.e.,

φ(X1, . . . ,Xn) includes only atomic observational propositions of the form Xj ≤o x j or

Xj = Xk, where j,k = 1, . . . ,n andx j is the symbol for an arbitrary real number. In

this case,φ(X1, . . . ,Xn) is said to be an observational proposition inLo(X1, . . . ,Xn).

Then,φ(X1, . . . ,Xn) is said to becontextually well-formedin a stateρ iff X1, . . . ,Xn

are simultaneously determinate inρ . The following theorem answers the question as

to in what stateρ the probability assignment satisfies rules for calculus of classical

probability, and shows that for well-formed observationalpropositionsφ(X1, . . . ,Xn)

the projection-valued truth value assignment satisfies Boolean inference rules.

Theorem 6.4. Let φ(X1, . . . ,Xn) be an observational proposition inLo(X1, . . . ,Xn). If

φ(X1, . . . ,Xn) is a tautology in classical logic, then we have

com(X̃1, . . . , X̃n)≤ [[φ(X1, . . . ,Xn)]]o.

Moreover, ifφ(X1, . . . ,Xn) is contextually well-formed in a stateρ , thenφ(X1, . . . ,Xn)

holds inρ .

Proof. Suppose that an observational propositionφ = φ(X1, . . . ,Xn) is a tautology in

classical logic. Letφ̃ be the corresponding formula inL (∈,V(Q)). Then, it is easy
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to see that there is a formulaφ0(u1, . . . ,un,v1, . . . ,vm) in L (V(Q)) provable in ZFC

satisfyingφ0(X̃1, . . . , X̃n, r̃1, . . . , r̃m) = φ̃ with some real numbersr1, . . . , rm. Then, by

the ZFC Transfer Principle (Theorem 2.11), we have com(X̃1, . . . , X̃n)≤ [[φ̃ ]]. Thus, the

assertion follows from relation (31).

The above theorem was previously announced as Theorem 3 in Ref. [25] for the

case whereH < ∞ andM = B(H ), the proof of which needs quantum set theory

and the embedding of the language of observational propositions into the language of

quantum set theory developed in this paper.

Note that for anyX,Y ∈ O(M ) there exists a propositionφ in Lo(M ) such that

[[φ ]]o = [[X̃ = Ỹ]]. In fact, we have[[X̃ = Ỹ]]∈Oω(M ) and[[[[X̃ = Ỹ]] =o 1]] = [[X̃ = Ỹ]].

However, it is not in general possible to construct suchφ from atomic propositions of

the formXj ≤o λ for j = 1, . . . ,n with λ ∈ R. In what follows, we shall show that this

is possible for finite observables.

For any finite observablesX,Y, we define the observational propositionX =Y by

X =o Y :=
∨

x∈Sp(X)

X =o x∧Y =o x. (33)

Then, we have the following.

Theorem 6.5. For any finite observables X,Y ∈ Oω(H ), we have

[[X =o Y]]o = [[X̃ = Ỹ]]. (34)

Proof. Let ψ ∈ R([[X =Y]]o). Then, for anyx∈ Sp(X), we have

EX({x})ψ = EX({x})∩EY({x})ψ = EY({x})ψ,

and for anyx 6∈ Sp(X), we haveEX({x})ψ = 0 = EY({x})ψ. Thus, ψ ∈ R([[X̃ =

Ỹ]]) follows from Theorem 6.1 (i). Conversely, supposeψ ∈ R([[X̃ = Ỹ]]). Then, for

all x ∈ R, we haveEX({x})ψ = EY({x})ψ so that we haveEX({x})∧EY({x})ψ =

EX({x})ψ. Thus, we have[[X =Y]]oψ = ψ. Therefore, the assertion follows.

As shown in Ref. [25] for the finite dimensional case, state-dependent equality be-

tween finite observables are generally characterized in terms of eigenvectors as follows.

Theorem 6.6. Finite observables X and Y are equal in a vector stateψ if and only

if the stateψ is a superposition of common eigenvectors of X and Y with common

eigenvalues.
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7 Measurements of observables

In this and next sections, we shall discuss measurements fora quantum system de-

scribed by a von Neumann algebraM on a Hilbert spaceH .

A probability operator-valued measure (POVM)for a von Neumann algebraM on

Rn is a mappingΠ : B(Rn)→ M satisfying the following conditions.

(M1) Π(∆)≥ 0 for all ∆ ∈ B(Rn).

(M2) ∑ j Π(∆ j) = 1 for any disjoint sequence of Borel sets∆1,∆2, . . . ∈ B(Rn) such

thatRn =
⋃

j ∆ j .

A measuring processfor M is defined to be a quadruple(K ,σ ,U,M) consisting of a

Hilbert spaceK , a state (density operator)σ onK , a unitary operatorU onH ⊗K ,

and an observableM onK satisfying

TrK [U†(X⊗EM(∆))U(1⊗σ)]∈ M (35)

for everyX ∈M and∆ ∈B(R), where TrK stands for the partial trace onK [20, 16].

A measuring processM(x)= (K ,σ ,U,M)with output variablex describes a mea-

surement carried out by an interaction, called themeasuring interaction, from time 0

to time ∆t between the measured systemS described byM and theprobesystemP

described byB(K ) that is prepared in the stateσ at time 0. The outcome of this

measurement is obtained by measuring the observableM, called themeter observable,

in the probe at time∆t. The unitary operatorU describes the time evolution ofS+P

from time 0 to∆t. We shall writeM(0) = 1⊗M, M(∆t) =U†M(0)U , X(0) = X⊗1,

andX(∆t) = U†X(0)U for any observableX ∈ O(M ). We can use the probabilistic

interpretation for the systemS+P. Theoutput distributionPr{x ∈ ∆‖ρ}, the probabil-

ity distribution of the output variablex of this measurement on input stateρ ∈S (H ),

is naturally defined as

Pr{x ∈ ∆‖ρ}= Pr{M(∆t) ∈ ∆‖ρ ⊗σ}= Tr[EM(∆t)(∆)ρ ⊗σ ].

ThePOVM of the measuring processM(x) is defined by

Π(∆) = TrK [EM(∆t)(∆)(I ⊗σ)].

Then,Π(∆) ∈ M for all ∆ ∈ B(R) by Eq. (35) andΠ : B(R) → M is a POVM for

M on R satisfying

(M3) Pr{x ∈ ∆‖ρ}= Tr[Π(∆)ρ ].
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Conversely, from a general result in Ref. [20] it can be easily seen that for every POVM

Π for M on R, there is a measuring processM(x) = (K ,σ ,U,M) for M satisfying

(P3). In fact, for any fixedρ0 ∈ S (H ) the relationI (∆)∗X = Tr[Xρ0]Π(∆) for all

X ∈ M and∆ ∈ B(R) defines a completely positive instrument forB(H ) on R, and

by Theorem 5.1 in Ref. [20] there exists a measuring processM(x) = (K ,σ ,U,M)

for B(H ) such that Tr[Xρ0]Π(∆) = TrK [U†(X ⊗EM(∆))U(1⊗σ)] for all X ∈ M

and∆ ∈ B(R). Then, it is easy to see thatM(x) is a measuring process forM and

satisfies (P3). For further accounts of the universality of the class of measurement

models described by measuring processes we refer the readerto Ref. [20] for quantum

systems with finite degrees of freedom and to Ref. [16] for those with infinite degrees

of freedom.

Let A∈ O(M ) andρ ∈ S (H ). A measuring processM(x) = (K ,σ ,U,M) for

M with the POVMΠ is said tomeasure Ain ρ if A(0) =ρ⊗σ M(∆t), andweakly mea-

sure Ain ρ iff Tr [Π(∆)EA(Γ)ρ ] = Tr[EA(∆∩Γ)ρ ] for any∆,Γ ∈ B(R). A measuring

processM(x) is said tosatisfy the Born statistical formula(BSF) forA in ρ iff it sat-

isfies Pr{x ∈ ∆‖ρ} = Tr[EA(∆)ρ ] for all x ∈ R. The following theorem characterizes

measurements of an observable in a given state [23].

Theorem 7.1. Let M(x) = (K ,σ ,U,M) be a measuring process forM with the

POVMΠ(∆). For any observable A∈ O(M ) and any stateρ ∈S (H ), the following

conditions are all equivalent.

(i) M(x) measures A inρ .

(ii) M(x) weakly measures A inρ .

(iii) M(x) satisfies the BSF for A in any vector stateψ ∈ C (A,ρ).

In the conventional approach, a measuring processM(x) = (K ,σ ,U,M) with the

POVM Π is considered to be a measurement of an observableA iff Π = EA [20],

since in this case the probability distribution ofA predicted by the Born formula is

reproduced by the probability distribution ofΠ in any state. However, in this approach

it is not clear whether a measurement of an observableA actually reproduces the value

of the observableA just before the measurement. The following theorem, which is an

immediate consequence of Theorem 7.1, ensures that this is indeed the case (cf. the

remark after Theorem 8.2 in Ref. [23]).

Theorem 7.2. Let M(x) = (K ,σ ,U,M) be a measuring process forM with the

POVMΠ. Then,M(x) measures A∈ O(M ) in anyρ ∈ S (H ) if and only if Π = EA

for all x ∈ R.
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8 Simultaneous measurability

For any measuring processM(x) = (K ,σ ,U,M) for M and a real-valued Borel

function f , the measuring processM( f (x)) with output variablef (x) is defined by

M( f (x)) = (K ,σ ,U, f (M)). ObservablesA,B are said to besimultaneously measur-

ablein a stateρ ∈S (H ) by M(x) iff there are Borel functionsf ,g such thatM( f (x))

andM(g(x)) measureA andB in ρ , respectively. ObservablesA,B are said to besi-

multaneously measurablein ρ iff there is a measuring processM(x) such thatA andB

are simultaneously measurable inρ by M(x).

Simultaneous measurability and simultaneous determinateness are not equivalent

notions under the state-dependent formulation, as the following theorem clarifies; the

case where dim(H )< ∞ was previously reported in Ref. [25], Theorem10.

Theorem 8.1. (i) Two observables A,B∈O(M ) are simultaneously determinate in

a stateρ ∈ S (H ) if and only if there exists a POVMΠ for M on R2 satisfying

Π(∆×R) = EA(∆) onC (A,B,ρ) for all ∆ ∈ R, (36)

Π(R×Γ) = EB(Γ) onC (A,B,ρ) for all Γ ∈ R. (37)

(ii) Two observables A,B ∈ O(M ) are simultaneously measurable in a stateρ ∈
S (H ) if and only if there exists a POVMΠ for M onR2 satisfying

Π(∆×R) = EA(∆) onC (A,ρ) for all ∆ ∈ R, (38)

Π(R×Γ) = EB(Γ) onC (B,ρ) for all Γ ∈ R. (39)

(iii) Two observables A,B ∈ O(M ) are simultaneously measurable in a stateρ ∈
S (H ) if they are simultaneously determinate inρ .

Proof. Let C = C (A,B,ρ) andC=C(A,B;ρ).
(i) (only if part): LetG= com(Ã, B̃). Then,G∈M andAG |◦ BG. LetΠ be the joint

spectral measure ofAG andBG, i.e.,Π(∆×Γ) = EAG(∆)EBG(Γ) for all ∆,Γ ∈ B(R).

Then,Π is a POVM forM on R2. Suppose thatA andB are simultaneously deter-

minate in a stateρ . Then, ran(ρ) ⊆ ran(com(Ã, B̃)). By the minimality ofC(A,B,ρ)
among(A,B)-invariant subspaces, we haveC ≤ G andAG,BG |◦ C. Thus, we have

Π(∆×R)C = EAG(∆)C = EAC(∆)C = EA(∆)C and similarlyΠ(R×Γ)C = EB(Γ)C
for all ∆,Γ ∈ B(R). Thus,Π satisfies Eqs. (36) and (37).

(i) (if part): Let Π be a POVM forM on R2 satisfying (36) and (37). LetΠ′ be a

positive operator valued measure forB(H ) on R2 defined byΠ′(∆×Γ) = CΠ(∆×
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Γ)C for all ∆,Γ∈B(R). LetΠ′′ be a POVM forB(C ) onR2 obtained by restrictingΠ′

toC . Let∆,Γ∈B(R). By the definition ofC, we haveEA(∆)C=CEA(∆) =CEA(∆)C
andEA(∆)C is a projection. Similarly,EB(Γ)C = CEB(Γ) = CEB(Γ)C andEB(Γ)C
is a projection. Thus, we haveΠ′′(∆×R) = CΠ(∆×R)C = EA(∆)C, and similarly

Π′′(R×Γ) =CΠ(R×Γ)C= EB(Γ)C. Since∆ andΓ were arbitrary, the marginals of

Π′′ are projection-valued. By a well-know theorem (e.g., Ref. [8], Theorem 3.2.1), the

marginals commute andΠ′′ is the product of their marginals. Thus, we haveAC |◦ BC,

and hence by Theorem 5.2,A andB are simultaneously determinate.

(ii) (only if part): Suppose thatA,B∈O(M ) are simultaneously measurable inρ ∈
S (H ). Then, we have a measuring processM(x) = (K ,σ ,U,M) for M and real-

valued Borel functionsf ,g such thatM( f (x)) measuresA in ρ andM(g(x)) measures

B in ρ . Let Π0 be the POVM ofM(x). Let Π be a POVM onR2 such thatΠ(∆×Γ) =
Π0( f−1(∆)∩g−1(Γ)). Then, it is easy to see thatΠ satisfies Eqs. (38) and (39).

(ii) (if part) Let Π be a POVM forH onR2 satisfying Eqs. (38) and (39). Then, by

the remark after condition (M3) in Section 7 there exists a measuring processM(x) =

(K ,σ ,U,M) for M and real-valued Borel functionsf ,g such that

Π(∆×Γ) = TrK [U†(I ⊗E f (M)(∆)Eg(M)(Γ))U(I ⊗σ)]. (40)

Then, we have

Π(∆×R) = TrK [U†(I ⊗E f (M)(∆))U(I ⊗σ)], (41)

so that from Eq. (38) we haveM( f (x)) measuresA in ρ . Similarly, we can show that

M(g(x)) measuresB in ρ .

Assertion (iii) follows from (i) and (ii).

Discussions on physical significance of the state-dependent formulation of simulta-

neous measurability have been given in Ref. [25] for the finite dimensional case. Fur-

ther discussions on the state-dependent formulation of quantum measurement theory

will appear elsewhere.

9 Conclusion

Quantum set theory originated from the method of forcing introduced by Cohen [6, 7]

for the independence proof of the continuum hypothesis and from quantum logic in-

troduced by Birkhoff and von Neumann [3] for logical axiomatization of quantum me-

chanics. After Cohen’s work, Scott and Solovay [30] reformulated the forcing method

by Boolean-valued models of set theory [1], which have become a central method in
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the field of axiomatic set theory. In 1978 Takeuti [31] started Boolean-valued anal-

ysis, which provides systematic applications of logical meta-theorems for Boolean-

valued models tonot meta-mathematical problems mainly in analysis. Among others,

Boolean-valued analysis made a great successes in operatoralgebras [34, 33, 18] and

especially in solving a long-standing open problem in the structure theory of type I

algebras applying the forcing method for cardinal collapsing [17, 19, 21].

As a successor of those attempts, quantum set theory, a set theory based on the

Birkhoff-von Neumann quantum logic, was introduced by Takeuti [32], who estab-

lished the one-to-one correspondence between reals in the model (quantum reals) and

quantum observables. Quantum set theory was recently developed by the present au-

thor [24, 27] to obtain the transfer principle to determine quantum truth values of theo-

rems of the ZFC set theory, and to clarify the operational meaning of equality between

quantum reals, which extends the probabilistic interpretation of quantum theory,

To formulate the standard probabilistic interpretation ofquantum theory, we have

introduced the language of observational propositions with rules (R1) and (R2) for

well-formed formulas constructed from atomic formulas of the form X ≤o x, rules

(T1), (T2), and (T3) for projection-valued truth value assignment, and rule (P1) for

probability assignment. Then, the standard probabilisticinterpretation gives the sta-

tistical predictions for standard observational propositions formulated by (W1), which

concern only a commuting family of observables. The Born statistical formula is natu-

rally derived in this way. We have extended the standard interpretation by introducing

the notion of simultaneous determinateness and atomic formulas of the formX =Y for

equality. To extended observational propositions formed through rules (R1),. . ., (R4),

the projection-valued truth values are assigned by rule (T1), . . ., (T4), and the probabili-

ties are assigned by rule (P1). Then, we can naturally extendthe standard interpretation

to a general and state-dependent interpretation for observational propositions includ-

ing the relations of simultaneous determinateness and equality. Quantum set theory

ensures that any contextually well-formed formula provable in ZFC has the probability

assigned to be 1. This extends the classical inference for quantum theoretical pre-

dictions from commuting observables to simultaneously determinate observables. We

apply this new interpretation to construct a theory of measurement of observables in

the state-dependent approach, to which the standard interpretation cannot apply. We

have reported only basic formulations here, but further development in this approach

will be reported elsewhere.
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