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1. Introduction

The philosophical position that consciousness—feeling in a sentient organism implying awareness—could be expressed in a suitably programmed computational device, that is, algorithmically, is known as strong artificial intelligence or strong AI. Weak AI is a weaker version of the AI premise which holds that consciousness could be accurately simulated algorithmically but the simulation, however convincing, might only be a “zombie” and not actually conscious. With a reasonable capability to interact with surroundings, a device exhibiting strong or weak AI could perform tasks that seemed to involve an active mind. Artificial devices now perform tasks involving at least a semblance of consciousness, such as conversing with a human in a natural language (verbally or in writing), game playing at a high level, mathematical reasoning, and directing the behavior of a mobile robot in an onboard computer or artificial “mind.” The issue of whether AI is possible in either the strong or weak sense is important in considerations of personal identity and survival. We can expect it to have increasing practical significance as technology advances and options become feasible such as restoring or augmenting brain functions through implanted artificial devices.
To date our computer programs, despite many successes, fall well short of convincingly duplicating or imitating human consciousness and the (to all appearances) conscious behavior of the more intelligent animals such as dogs. Some skeptics doubt whether true AI, strong or weak, has been achieved at even a rudimentary level or ever can be achieved in what we now understand as a computational device, a notion which in turn can be given a precise mathematical formulation. The powers of such devices are nonetheless impressive—for example, a computer defeated the world chess champion in 1997—and they are also improving rapidly. These capabilities, certain theoretical considerations, and the evident considerable potential for further progress, together make a convincing case to some of the validity of AI in not just the weak but the strong form as well. 
On the other side of the argument, there could be many reasons for skepticism about AI. Here I will focus on the more theoretical issues, and will argue against the skeptics and in favor of strong AI, based on events at the quantum level. Events at this level are discrete and can be modeled algorithmically, as quantum theory itself guarantees. Moreover, a universal quantum simulator is theoretically possible (though no such device has actually been constructed), which simplifies the argument. The quantum simulator is, in fact, a type of computer and (on good authority) would have no abilities not open to classical computing, other than efficiency—notwithstanding that this one advantage could be a very considerable one in important cases.
Consciousness itself is a very complex and still poorly-understood phenomenon; a detailed elucidation is not presently possible. However I will maintain that the features of consciousness, whatever their precise form, are fully captured by events at the quantum level and do not require or depend on anything at a deeper level (supposing such a level exists). So in particular, a system that simulates a conscious entity at the quantum level (that is, models the changes that occur in the individual quantum states) must itself, at minimum, embody AI in its weak form. I will further argue that there would be no good reason to consider such a simulation to be an unconscious zombie (an unprovable assertion in such a case), so we would be justified in accepting it as conscious in its own right. The simulating system in turn could be a universal quantum simulator, a kind of computer, so that consciousness becomes an attribute of a certain class of computation. This then is a vindication of strong AI at what seems an appropriately deep level (the quantum level) though to inject a disclaimer it is still far from solving the major mysteries of consciousness. It will not tell us, for example, whether a given executing computer program should be considered conscious. But the property that consciousness is in some manner reducible to computation has important implications. 
Among other things it vindicates quantum state functionalism, a version of machine-state functionalism in which the machine states are quantum states. Functionalism itself is a physics-based (physicalistic) theory of mental states. A person or other sentient being is regarded as a mechanism that can be in one of a number of physical states, to each of which corresponds some mental state (with unconsciousness as one of the possible mental states). The correspondence is generally not one-to-one but many-to-one; that is, more than one physical state could produce the same mental state, and in general there will be many ways, physically, that a given mental state can be realized. On the other hand, two different mental states cannot be realized by the same physical state. (Mental states thus are supervenient on physical states.) What distinguishes one mental state from another one is not the difference in the underlying physical states but the functional role played by each mental state in the conscious experience of the person. In effect, then, there is a “black box” level of the mental states below which the details are unimportant. 

In machine-state functionalism the physical states are discrete states such as are found in computational devices; conscious systems thus are treated as discrete-state devices. By invoking states at the quantum level we obtain a machine-state functionalism in what would appear to be an especially strong and robust form, in which the “black box” level is as deep as possible, as far as we know.
Critics of strong AI are faced with a double difficulty, (1) to argue that some mental behavior is nonalgorithmic, and then (2) to propose a nonalgorithmic mechanism, hence something beyond standard quantum theory, that must apply to some commonplace happenings in our universe, consciousness in particular. Roger Penrose is a leading critic of strong (and also weak) AI who attempts to do these things in his 1994 book, Shadows of the Mind, and elsewhere. He thinks that Gödel’s incompleteness results demonstrate that humans think beyond the bounds of formal mathematical systems, thus beyond the capacities of any computational system, whose workings must in turn be completely described by some formal system. The fact that some formal system (quantum physics) describes events at the quantum level means that what happens in consciousness must extend beyond the quantum level. From this starting point he goes on to consider possible ways that non-quantum effects might both occur in nature and manifest themselves in human thinking. In particular he suggests that cytoskeletal microtubules play a substantial role in a neuron’s functioning, and in a manner not accountable by standard quantum theory. 
His arguments have attracted able critics, however, some of whose counterarguments I briefly summarize. (Further details will be found in the literature). On this basis I think we can discount any claims of there being strong evidence, either that thinking or consciousness must be nonalgorithmic, or that some proposed form of processing beyond the quantum level is significant in the expression or experience of consciousness. (The microtubule theory in particular has garnered little support.) Instead I think there is reason for confidence that standard quantum mechanics can adequately account for consciousness, again vindicating strong AI.
The plan of the paper is first to present the case for strong AI based on quantum simulation, then address objections, including those of Penrose. Previously published material of mine has been borrowed and adapted, where I have already dealt with the relevant issues to some degree. (See endnotes for the more important cases.) Some consequences of strong AI are explored. A resolution is offered of John Searle’s Chinese Room problem, and other problems are addressed including the issue of when and how we should consider consciousness to propagate to systems that can be considered isomorphic. 

2. Quantum Simulation and Strong AI
At the quantum level significant events, such as the successive repositioning of electrons in atomic orbitals that occurs in chemical reactions, do not transpire continuously but happen in discrete jumps. Such sudden changes lend themselves to the step-by-step modeling behavior of classical computers, which indeed are able to simulate the interactions of particles at the quantum level. (This includes unpredictability, which would not be hard to duplicate using suitable hardware, though for many purposes pseudorandom but predictable effects are adequate.) But computers are slow at quantum simulation and do not naturally adapt to quantum weirdness, in which multiple processes happen simultaneously and components can literally be in more than one state at once. Classical computing in theory should be capable of sustaining strong AI via quantum simulation leading to quantum-state functionalism. The complexity of such a task, however, may be prohibitive for practical implementation though some other approach to strong AI may still prove viable. 
There is a quantum analogue of the classical computer, however, which can handle the multiplicity and superposition of states and other features of quantum weirdness quite naturally. Further, a universal quantum computer is possible that can simulate the computations of any other quantum computer. The simulation is efficient enough to run in time proportional to the original execution time. Quantum systems evolve and behave unpredictably, though one can predict the probability of different events or state changes occurring. Quantum simulation (computation) creates a system that also evolves unpredictably, but whose probabilities match those of the system being simulated—to whatever accuracy is desired. As might be expected, greater computational effort is required to achieve higher accuracy in these probabilities, though not excessively so in a mathematical sense. (The number of operations, it turns out, is proportional to a measure of the complexity of the system divided by a measure of the permitted probability discrepancy.) Features which are (nearly) predictable in the original system, will be reproduced with corresponding predictability in the simulation, which means in particular that a classical computer can be simulated, along with other systems that have some predictable and some unpredictable features. Finally, the universal computer can also be used as a universal simulator. In effect, any finite process can be treated as a kind of computation in which the state changes can be exactly matched by equivalent or isomorphic (not identical) state changes in the suitably programmed, universal simulator. The programming itself can also be done efficiently, that is to say, with time and space requirements bounded by a polynomial in the complexity of the process being simulated. To simulate a different process requires only a change of program (chunk of information), not a change in the simulator itself, which remains fixed.1
At this point it should be clear that at least weak AI is possible in principle, provided we can trust quantum mechanics as an adequate description of reality, and in particular, of processing in the brain. A universal quantum simulator, a kind of computer, would simply be used to simulate a human brain in its workings. To flesh out a scenario we may imagine a future time in which such a simulator serves as the controller in a robot named Joe, who closely imitates a human but is made of nonbiological materials. Joe then is able to speak and move in a manner that seems entirely human. Moreover, peering (nondestructively, let us say) inside his head where the simulator is housed, we find, not a flesh-and-blood brain, but something that is completely analogous in all respects, down to the subatomic level. Joe’s “brain” is a simulation of a hypothetical, natural, prototype brain which need not  physically exist. In Joe’s head we find that brain structure—cerebrum, cerebellum, medulla, neurons, axons, dendrites, vasculature, neurotransmitters and other brain molecules—all present in simulated form, and functioning exactly like their natural counterparts. Joe certainly qualifies, at the least, as a demonstration of weak AI. Furthermore, a case can be made, and I will make it here, that there is no way in principle that we could ever establish that Joe is not actually conscious and feeling, but is instead only a cleverly constructed zombie and is completely unconscious or only partly conscious. I would give the benefit of doubt and accept Joe as demonstrating not only weak but strong AI, and in fact being the conscious human he seems to be, albeit made of different material from what today would be considered traditional. 
In the above scenario I have assumed that state changes in Joe’s simulated brain match, at the quantum level, state changes in the hypothetical, natural prototype. Though this is permitted by theory and should be both necessary and sufficient for strong AI, I will make a case for some variations which will also retain validity and provide useful insights. We noted earlier that the basic premise of functionalism is that mental states are supervenient on physical states though not necessarily identical; more than one physical state could give rise to the same mental state. Thus in Joe’s simulated brain it is possible that more than one quantum state would correspond to a single quantum state of the prototype brain. As long as the correspondence was well-defined and consistent, the family of different states in each case would form an equivalence class, and, from the standpoint of computation theory, could be treated as a single state. (Since only a finite number of discrete states would be involved in each equivalence class, it should be possible to make the notion of equivalence class mathematically rigorous.) The upshot is that Joe could be in different physical states and still have the same experience subjectively. In fact “Joe” might be simulated or “run” algorithmically in numerous but equivalent ways. Another important feature is that, in the natural brain too, generally more (many more in fact) than one physical state will correspond to the same mental state. As a trivial example, many different physical (quantum) states must correspond to the single subjective state of unconsciousness, which, we recall, is one of the allowable mental states. (Though matters get much more complicated when states of consciousness are considered, I am assuming in principle that it would be possible to determine which differing physical states could be considered equivalent, subjectively speaking, if one had perfect information.) The consequences would be to broaden the conditions under which different Joe-simulations should be considered equivalent and giving rise to the same subjective experience. So long as equivalent—not just identical—physical states in the prototype are being simulated, the same subjective experience will be produced, so that in particular, if one simulation exhibits consciousness, then so must every functionally equivalent simulation.
We have now considered a basic case for strong AI in terms of quantum-state functionalism, invoking a type of computer known as the universal quantum simulator, which should be constructible in principle. The universal simulator in its basic form matches the quantum states of the simulation with those of what is being simulated, and the distinction between what is simulation and what is original, or in other words, what is “map” and what is “territory,” becomes somewhat blurred. The simulator as it simulates is doing computation, so in effect, all that happens is computation, including consciousness. It is now time to turn to possible objections.
3. Is Quantum Theory Untrustworthy?
Although quantum theory allows us to make a solid-looking case for strong AI, we must question that theory itself in the interest of objectivity. Doing so, we find that quantum theory is very successful in explaining the observations it was mainly designed to predict, describing accurately the interactions of particles at very small scales of distance and time. Essentially no discrepancies between theory and observation have been directly observed. At larger scales, including our everyday world, quantum mechanics harmonizes with observation also, “decoherence” in particular erasing the weirdness that is seen in the topsy-turvy world of the very small and very brief, except in special circumstances. Quantum mechanics thus explains chemistry, which in turn accounts for biology and the effects we observe in living creatures, including brain behavior and consciousness. This is not to say that quantum theory has been found directly to account for the enormously complex system that is the human brain (or animal brains). The accounting is rather by what to appearances is reasonable inference, starting from the directly observable, subatomic level.
It is also appropriate, however, to mention a problem between quantum mechanics and the other great physical theory of modern times, relativity. Apparently they do not agree and cannot both be right. The reason is that relativity is a classical theory, predicting a continuum in space and time and calling for smooth variations in the finer details of processes, while quantum mechanics deals in sudden jumps. Another problem is gravity, which is treated as a warping of spacetime by the (general, in this case) theory of relativity, with great success in predicting observed effects, such as the bending of light as it passes by a heavy object. The search goes on for a generally-accepted theory of quantum gravity. That finding one would so far overturn the present standard quantum theory that it would no longer be computation-friendly is by no means assured, however. (It is interesting in this connection that the eminently computation-friendly, many-worlds version of quantum theory also predicts quantum gravity, that is particles, “gravitons,” whose exchanges between massive objects would transmit the gravitational force.2)
Work on harmonizing quantum theory and relativity has centered around such exotic quantum extensions as string theory. “Particles” are explained in terms of tiny, vibrating, extensions, or strings, or more recently and inclusively, membranes. Space and time do not make four dimensions but ten or eleven, with the extra dimensions tightly “rolled up” and reduced to a minute scale. String theory is very much still on the drawing boards at this writing, as are other approaches to quantum gravity such as loop quantum gravity, but the upshot seems to be that on a sufficiently small scale the familiar continuum of time and space breaks down and discreteness prevails. In the hopeful reconciliation of quantum mechanics and relativity, then, the discrete, basically digital nature of processing appears to be favored.3 

Contrary to this apparently digital paradigm, however, Penrose, working with anesthesiologist Stuart Hameroff, has endeavored to show that the human brain could process information in ways that would preclude duplication by any computational device, including a universal quantum simulator. Thus standard quantum theory must be wrong, Penrose maintains, and instead a new, nonalgorithmic variant must take its place, which he additionally speculates would deal successfully with the problem of gravity.4
Arguing in this way involves a double difficulty, beyond the fact that, aside from a few speculative suggestions, details of the new quantum-gravity theory have yet to be specified. First, it must be shown that events at the level where quantum mechanics specially comes into play, that is to say, at very small scales of time and distance, must also be important over the much larger, if still small stretches of time and distance that apply to brain components such as the neurons and their interconnecting network of axons and dendrites. Second, it must be shown that nonstandard quantum effects would additionally affect the functioning of the brain in a significant way, so that thinking and consciousness could attain their putative nonalgorithmic status. To accomplish this Penrose and Hameroff have constructed an imaginative theory of information processing based on microtubules in the cytoskeleton of the neuron. Microtubules would, it is claimed, possess the necessary sensitivity to events at the quantum level, including the quantum-gravity effects that would be necessary to render the brain nonalgorithmic. Microtubules could also be so organized as to constitute an important element or perhaps the main component of the neuron’s information-handling apparatus. 

The Penrose-Hameroff theory has garnered little support in the scientific community, however, and has attracted some criticism. Physicist Max Tegmark, for example, has challenged the claim that quantum effects could be significant at the neuronal level.  His main argument is that significant events in the brain, mainly, the firing of neurons, require time scales of the order of a millisecond or more, while quantum decoherence would take place in approximately a ten-billionth of this time or less, much too short for quantum events to have the effects required.5
It should be emphasized that, however the above issue is resolved, a finding that quantum weirdness is actually important in the brain’s functioning would not by itself overturn strong AI. One must additionally show that quantum processing itself is nonalgorithmic, precluding the universal quantum simulator. Physics, on the other hand, has so far been resolutely algorithmic, this applying to both relativity and quantum mechanics (as well as venerable predecessors such as Newton’s theory of gravity). Penrose’s firm conviction that it must nevertheless be otherwise, so that in particular thinking cannot be algorithmic, mainly comes from an entirely different quarter, which we now consider.
4. The problem of Gödel Incompleteness6
A human, it seems, must have capabilities no computing machine can ever have, however sophisticated its programming. This claim is based on results known as Gödelxe "Gцdel, Kurt"’s incompleteness theorems. Starting in the late 1920s Kurt Gödel made discoveries having to do with formal mathematicalxe "incompleteness theorem (Gцdel)" systems, in which results are expressed as theorems that are proved. Generally these systems are the comprehensive sort that can express all of ordinary mathematics including such topics as the arithmetic of whole and decimal numbers, Euclidean geometry, algebra in many and varied forms, and the various mathematical ideas that are used in physics. Such systems, moreover, can also describe themselves. (Another topic, the theory of computation, is also expressible in these systems, and its development was furthered by Gödel’s work.) It is both remarkable and beneficial to have a more-or-less all-inclusive system of this sort, in which so many different ideas and results can be expressed and developed. It is pushing toward a mathematician’s “theory of everything.”

But there is a big danger in pushing too far. Your theory, whatever it is, must be based on starting assumptions orxe "incompleteness theorem (Gцdel)" axioms that cannot be proved but must simply be accepted at the outset. (Other, outside evidence can be consulted in selecting the axioms, but they themselves cannot be derived from prior principles within the system, for they are the prior principles.) More or less, the more comprehensive or powerful you want your theory to be, the more axioms you have to assume. If you assume too much, however, you find that, following one train of reasoning, you can prove some proposition P, but with some other reasoning you prove not-P, that is, your system is inconsistent. A basic principle of logic, which essentially all useful mathematical systems incorporate, is “P implies that not-P implies Q” where Q is any other proposition whatever. In other words, in an inconsistent, formal system, any proposition that can be stated in the system can be proved, which reduces everything to triviality. Anything you can prove you can also disprove. For a system to be useful, then, it is very important that it be consistent. Something of the seriousness of this problem can be gathered by considering a little mathematics history.7
In the nineteenth century there was great interest in putting mathematics on a firm logical footing, which involved finding simple underlying principles from which it was hoped that all or a very large part of mathematics could be derived. One of the pioneers of this effort was Gottlob Fregexe "Frege, Gottlob"

xe "incompleteness theorem (Gцdel)", who worked for twenty years to construct, in essence, the first comprehensive mathematical system, a near “theory of everything.” It was all based on a few relatively simple concepts, an important one being the notion of set. Almost everything in mathematics, it turns out, can be defined as some sort of set. For example, one definition of the number one is “the set of all singletons,” where a singleton is a set having just one member or element. (This is not a circular definition, because “x has one member” means “there exists y such that y is a member of x, and for all z, if z is a member of x then z=y”; thus x’s having one member can be defined without already having a definition of “one.”) To make your theory as comprehensive and powerful as possible, then, it is desirable to have as many different sets as possible.

Fregexe "Frege, Gottlob" boldly rushedxe "incompleteness theorem (Gцdel)" in: his theory essentially allowed a set to be associated to every statable, mathematical property whatever. However, it had a fatal flaw. Consider “the set of all sets that are not members of themselves.” This set is a member of itself if and only if it is not a member of itself. Frege’s system was inconsistent and, as it stood, mathematically worthless—a magnificent airplane that would not quite fly. There was too much generality. Efforts at fixing the problem thus centered on how to restrict the notion of set and still end up with essentially all of mathematics. Frege himself tried to devise such a fix, but his new system was again shown inconsistent. The first real success (we think) was had by Alfred North Whiteheadxe "Whitehead, Alfred North" and Bertrand Russellxe "Russell, Bertrand", whose system, Principia Mathematica or PM, was published in three volumes, 1910–13.xe "Principia Mathematica (formalized logical system)" PM can derive all of ordinary mathematics, though it is cumbersome. Later some other, simpler systems of mathematical logic were devised that better met the intended needs and have not been shown inconsistent. In what follows I have used PM as a representative of these systems, following the practice of Gödelxe "Gцdel, Kurt" himself; his results apply to all of them.

PMxe "incompleteness theorem (Gцdel)" has not been shown inconsistent, but that does not guarantee it is consistent. Mathematicians such as David Hilbertxe "Hilbert, David", early in the twentieth century, worried over this problem. What you would really like is to prove such a system is consistent. Then (maybe) you could quit worrying or at least not worry as much. Ideally, you would start with PM and prove within PM itself that PM is consistent. This would avoid the problem that, if you had to use some more comprehensive system, say PM*, to prove PM consistent, it would still leave open the question whether PM* is consistent. (If PM* were inconsistent, then, as noted, anything you like would be provable within it, and consequently its theorems would be untrustworthy.) On the other hand, even if you did prove PM consistent, within PM, it still would not really show PM is consistent. The reason is that PM is comprehensive enough that “PM is consistent” is one of the statable propositions within PM. Thus if PM is inconsistent you can prove “PM is consistent.” Still, mathematicians agreed, it would be interesting if you could prove consistency, even if you could not quite trust the result.

Gödelxe "Gцdel, Kurt" showed, however, that if PMxe "incompleteness theorem (Gцdel)" is consistent, it is impossible to prove that within PM, so that PM, rather than deriving all of mathematics, is incomplete in at least this one respect. Gödel’s proof actually followed from another incompleteness result he obtained, which is interesting in its own right. Within PM there is a class of statements, the “closed well-formed formulas” or CWFFs, essentially just the statable propositions, expressed in a formal way, that is, according to specified rules. An example is “for all x there exists y, such that y is a member of x.” This statement happens to be false, since if x is the empty set (a permitted construct) there is no y that is a member of x. Let us call this statement S. Then not-S has the form “there exists x such that for all y, y is not a member of x.” Not-S is true. In general, if S is some CWFF then either S or not-S is true. One important class of CWFFs is the theorems, which are statements obtainable by applying allowed rules of inference to initial statements or axioms. Every theorem (provable CWFF) of a certain sort (a “Π-sentence,” for which a counterexample would be verifiable in a finite number of steps) is a true statement, provided your system is consistent. Consistency means that, if S is a theorem, then not-S is not a theorem. The system is said to be complete, on the other hand, if, for any CWFF S, either S or not-S is a theorem. The complete logical system, then, is able to decide the truth or falsity of all applicable statements we can make within it.

If we had enough time, in fact, we could start with any CWFFxe "incompleteness theorem (Gцdel)" S, and search exhaustively for proofs, of both S and not-S. PM and the other systems are constructed so that this process can be mechanized. In this way a computer must eventually find either a proof of S, which would establish that S is true within the system, or a proof of not-S. (Any such proof would be expressible as a finite string of symbols and could then be checked for correctness, a process that can also be mechanized.) If the computer ever found a proof of S, on the other hand, this would guarantee that it could never find a proof of not-S, and vice versa. All this would follow, however, only if PM is both complete and consistent. If PM is consistent but not complete there would be some CWFF S such that neither a proof of S nor of not-S could be obtained by exhaustive searching.

What Gödelxe "Gцdel, Kurt" showed was that, in fact, PMxe "incompleteness theorem (Gцdel)" and related systems, if consistent, are all incomplete. He did this by constructing a statement S for which he could show that both S and not-S are unprovable. S, the “Gödel sentence,” has the form “this statement is not provable within PM.” If S actually is provable, the contradiction leads to the inconsistency of PM, while if not-S is provable, that amounts to proving “S is provable,” which means that S really is provable after all, which again leads to inconsistency. It is worth remarking that this result—actually Gödel’s first incompleteness result (in a form slightly strengthened by J. Barkley Rosser8) establishes the impossibility of proving the consistency of PM within PM, which is Gödel’s second incompleteness result. Such a proof would prove that neither S nor not-S is provable, for the reasons we have just considered, and thus that S is true within the system, which would amount to a proof of S. Another point to make is that Gödel’s argument establishes that it is S, rather than not-S, that is true in PM. To establish this, however, it is clear we must use arguments not entirely formalizable within PM or otherwise S would be a theorem. However, these extra arguments can all be reduced to the one property, that PM is consistent! This, really, is all the extra knowledge we need, beyond what is in PM itself.

So, for instance, we could expand PMxe "incompleteness theorem (Gцdel)" slightly, adding one more axiom, “PM is consistent.” In this way we would create a new system, PM*, from which we could prove the Gödelxe "Gцdel, Kurt" sentence for PM, but it would be inadequate to decide the truth or falsity of an analogous Gödel sentence, “This statement is not provable within PM*.” Of course, we could iterate this process, adding another axiom, “PM* is consistent,” but that would just create a slightly bigger system, PM**, with the same problem all over again. In general, any reasonably comprehensive formal system—unless we make it too powerful and therefore inconsistent—must have this sort of defect. We can always construct a Gödel sentence that is true, but the system can never “know” that. A human, on the other hand, who has sufficiently studied the matter, does know that the Gödel sentence is true. A computer must always use some sort of formal system—a program—in anything it does, including mathematics. From this it may seem that the human must have capabilities that are forever out of reach of a computer, no matter how well programmed, and, in fact, this is the complaint of the critics of AI who base their argument on Gödel’s work.

Their criticism amounts to calling in question whether a computer could even really imitate things such as thinkingxe "incompleteness theorem (Gцdel)" and understanding, that is, achieve the same effects but by a different process, let alone actually “do” these things. (As a case of apparent confirmation, the chess playing computer defeated the human world champion by exhaustive but unimaginative searching rather than anything approaching human deliberation. Thus it successfully imitated human thinking, though in a limited domain and arguably without actually thinking.) So, as we have noted, it is a criticism of AI in the weak and not just the strong sensexe "artificial intelligence (AI):@strong AI". However, the criticism has a fairly simple but powerful rebuttal, connected with the idea that real thinking does not, in general, perfectly conform to the rules of mathematical proof so that it is either infallible or worthless depending on whether any inconsistency ever appears.
5.  Why Thinking Nevertheless Is Probably Algorithmic9tc "A Simple Rebuttal"
Suppose you have a computer programmed with PM, xe "incompleteness theorem (Gцdel)"or, more likely, one of the later improvements. The computer, then, has a superb system for answering questions of a mathematical nature, which extends to questions about the real world, since mathematics is important in physics and other sciences. If we assume the computer’s system is consistent, it will answer our questions infallibly—if it answers at all. On the other hand, there are certain questions it cannot answer—and, moreover, some of these, at least, a human can. The human can also answer any question the computer can—by doggedly emulating its program if necessary—and thus has additional ability that the machine, in this case, is lacking. So we then ask, what is the nature of the human’s extra ability? Would we say that it too is infallible? No one would seriously maintain this—humans are certainly fallible.

True, in the case at hand, where we consider the simple statement, “the system is consistentxe "incompleteness theorem (Gцdel)",” that the system itself can never prove, mathematically-minded humans may know it is true (provided it is true), even if unprovable. But, more generally, humans certainly disagree on matters of judgment and certainly make errors too, though human intelligence is still impressive. What then is the nature of the “programming” people have that enables them to make decisions outside of a formal system like PM, though the method is not foolproof?

The answer, as Daniel Dennett10xe "Dennett, Daniel", myself, and other proponents of AI think, is heuristicsxe "incompleteness theorem (Gцdel)", which are procedures to obtain answers that are not guaranteed to be correct or the absolute best; heuristics are used simply because they are found to be useful. We can imagine, in particular, that natural and social selection have equipped human minds with many and varied heuristics and, in fact, a far better apparatus overall than anyone has managed, so far, to code into any computer program. Indeed, this seems to be what makes us humans smart—certainly it is not some formal system like PM that has found its way into our brains and that we use for most of our thinking. Instead, a few, exceptional individuals may construct formal systems like PM, using good heuristics in the process. Such a system may then serve as an aid to thinking for them and a few others—but the real core process is elsewhere, even for such thinkers.

It is worth noting too that when actual attempts have been made to endow computers with reasoning powers based on systems like PMxe "incompleteness theorem (Gцdel)", the results have, by and large, fallen far short of human performance. Computerized theorem provers have not replaced human mathematicians, although computers have been found to be useful drudges—doing mountains of calculations and special testing that would otherwise be far out of reach for people. True, a computer, suitably programmed, will always solve a mathematical problem it can solve—if allowed to run long enough. The problem is that, for the really interesting cases, it usually takes an impractical amount of time, even at the superhuman speeds of electronic computing. On the other hand, computer performance is steadily improving. As one illustration, in 1996 a computer solved an important problem in symbolic logic, the Robbins Problemxe "artificial intelligence (AI):@Robbins Problem", adding a major contribution to the previous efforts of human mathematicians.11 Such performance depends somewhat on advances in hardware, such as faster processors and bigger memories, but better programming is vital too. Better programming often means better heuristics, especially on problems humans find intellectually challenging; computers have been using heuristics for decades now.

Heuristics are vital in many tasks for which we do not know an optimal approach, even tasks involving problem solving using systems like PMxe "incompleteness theorem (Gцdel)". For example, a computer may be asked to decide the truth of some mathematical statement. It can search exhaustively for proofs as well as disproofs. Exhaustive searching, however, is generally very inefficient and impractical. Some streamlining of the search procedure may be possible, but in the end we are confronted, in our searching, with numerous forks in the road, or branches in the search tree, where it is not clear which path is most promising. Here is where heuristics can greatly assist and make a huge difference in how fast an answer, if findable, is found.

Beyond this issue is one of reasoning outside of a formal, infallible, but limited system. Consider the sentence, “This statement is false.” It is true if and only if it is false. Natural language allows such sentences, thus natural language is inconsistent. But somehow we manage with it anyway, and, despite “P implies that not-P implies Q,” are not constantly fooled into thinking that day is night, rivers run uphill, or everything is free at the grocery store. In particular we have our senses, and our heuristicsxe "incompleteness theorem (Gцdel)" often tell us to trust them and other such indicators rather than arguments however fine-spun. But more than this, we find language a most useful tool, despite its inconsistency. Again, our heuristics tell us how seriously to take sentences such as the above that asserts its own falsity and, more generally, how to make language the useful tool it is, while navigating the pitfalls. 

Similarly, if on a presently simpler level, heuristicsxe "incompleteness theorem (Gцdel)" assist computers in all sorts of decision-making, in fields such as game playing, medical diagnosis, traffic control, and natural language processing. Heuristics enable the computer to break out of the rigid constraints of a formal system—with the price to pay that sometimes they do not give the right or the best answer. Humans, to be sure, have better all-around heuristics, but our heuristics too are subject to the same sort of fallibility, as we well know. The difference between a computer’s capabilities and ours, in areas calling for “intelligence,” seems to be one of degree and nothing more fundamental. 
6. AI and Mathematical “Certainty”

Anti-AI advocates such as Penrose nonetheless have an additional argument, again deriving from Gödel’s results12, which we will now address, based on arguments of Torkel Franzén.13 Mathematicians, in is claimed, have unassailable knowledge not open to any formal system or inference mechanism based on such a system. The unassailable knowledge is not simply a matter of fallible heuristics, but (granting a small margin for correctible error) provides a sure guide to truths that cannot be matched on an equal footing by any algorithm one could devise. Yes, a robot might simulate a mathematician to an extent, but when it came to unassailable knowledge, the best it could offer would be some type of formal system for affirming this knowledge. The formal system would have to be consistent to have validity, which would be an opening for the mathematician, who could study and master its details, then trump it by invoking a Gödel sentence! 
True, this would no doubt be absurdly impractical for a robot whose own mental complexity could exceed that of a human, especially assuming its “algorithm” would be executed at the quantum level. In practice we would expect the robot in turn could analyze the human, and might in fact possess superior knowledge. But still it could be argued that the weakness of formal systems, and the evident superiority of human mathematicians who understand this special “blind spot,” gives an edge in principle to the human that no algorithmic device could match. One thought here is that humans too, considered as question answerers and problem solvers, individually possess blind spots that render other humans “superior.” No person, for example, could truthfully state the sentence “I never talk about myself,” though someone else might truthfully say, “this person never talks about herself.” Each person then has powers that others through simple force of logic are barred from having, but this does not render any one person “superior” in some fundamental way. We note that the sentence “I never talk about myself” is so concocted that it destroys its own truthfulness, irrespective of the particular features or talents of whomever may utter it. In a similar way, when it comes to formal systems, “I am consistent” is a likewise self-invalidating assertion, even though it takes some nontrivial argument to show this. Such a blind spot must exist for systems that are infallible (that is, consistent in a formal sense)—it is an inevitable tradeoff—but we have to ask if human mathematicians can do any better.
Again, we might argue that at least there is one area of mathematical thinking where humans are fundamentally superior to what any algorithm-based robot could ever do. Earlier we considered the idea of starting with PM and adding as an axiom, “PM is consistent,” thereby obtaining a more powerful system, PM*. PM* is consistent if PM is consistent but it too is subject to the same fundamental weakness as its predecessor, meaning we can add a further axiom to affirm its consistency, thereby generating PM**. More generally, we could extend PM to a system PMn by adding n successive axioms of consistency in this manner. There is no reason this process could not be mechanized, so a robot could also work with formal systems more advanced than the original PM. The human, however, could still trump the robot by considering a formal system PMω which encompasses all the PMn’s and is therefore more powerful than any of them. It is significant, however, that making the jump from PMn for all (finite) n up to PMω is quite a different operation from the simple addition of a consistency axiom that would take us from PMn, for some n, up to PMn+1. 
More generally, the topic of Gödelian extensions of formal theories is quite an intricate one in its own right, and uncertainties abound as to whether some particular, proposed extension should be considered valid or might ultimately collapse in a paradox, much as happened in the beginning with set theory. Mathematicians do not have unassailable “certainty” that would always allow them to trump a formal theory. Some ways of trumping might indeed outpoint their predecessor theories much more than would happen by the simple addition of a consistency axiom—so we would want to use these superior methods if we could be sure they would work. And they might—but here is the rub—we cannot be sure. A robot that employed such a method might be outpointing a more conservative mathematican who did not care to take the risk—again we could not be sure.
The upshot is that mathematicians or natural brains do not possess any clearly demonstrated talents that would not be open to algorithmic devices. Perhaps a more definitive verdict on this matter will be rendered before long, as progress continues. At least we can expect computers to perform better as they are designed and programmed better, until—it seems reasonable—the human level is equaled and surpassed in more and more areas traditionally associated with intelligence. (Meanwhile, though, humans themselves will have unprecedented opportunities for self-improvement. In time we will be getting smarter too, right along with our machines, so that the threat of being outclassed by artificial devicesxe "artificial intelligence (AI):@humans not to be outclassed" is not what it may seem.) Much of this better programming will no doubt involve heuristicsxe "incompleteness theorem (Gцdel)", with powers not open to rigorous, error-free methods. One is reminded of the old problem of squaring the circlexe "squaring the circle". There the rigorous methods fail too—but not the heuristics—in this case, approximate procedures that give the correct answer within practical limits. In short we have to accept the possibility of inconsistency, of error, of some wrong answers, if we want to do our best—and this applies to automated devices too. Our machines can very likely acquire our mental strengths, but along with these come unavoidable weaknesses.

7. Summary of Main Points and Some Consequences
In the foregoing we have considered arguments that, I think, overall make a reasonable case for strong AI. Consciousness is computational in nature, as is everything else. Any system that simulated a conscious system at the quantum level would, as far as we know or are likely to be able to discover, be conscious itself—so long as quantum theory as we normally understand it is not overturned. The simulation of a conscious system could involve a one-to-one matching between states in the (possibly hypothetical) original and the simulation, but this would not be necessary. The reverse mapping from simulation to original could be many-to-one, and the states in the simulation that corresponded to a single state in the original would form an equivalence class which in turn would serve, mathematically, as a single state. More generally still, it is likely that mental states in the original would not correspond one-to-one with physical (in this case, quantum) states, but once again, a single mental state could have more than one corresponding, equivalent physical state. In this case the simulation would match equivalence classes of states to equivalence classes in the original. Once again, any simulation that accomplished this for a conscious system would possess consciousness itself.
Such a simulation could take many forms, and even involve conscious agents who themselves were distinct in their consciousness from the system being simulated. Thus we can see a resolution of the well-known Chinese Room problem of John Searle. A man in a room has memorized an elaborate set of rules that enable him to process Chinese text in such a way as to produce intelligent responses to written messages in that language, yet the man understands no Chinese. He cannot verbally communicate the meaning, either of the messages he receives or of the responses he makes. He is, however, simulating to some degree a person who understands Chinese. It would not necessarily follow that the simulation would be complete enough to embody an actual, conscious individual, but at least that is a possibility under our paradigm of quantum-state functionalism. Thus if the man was simulating the brain of a Chinese person at the quantum level or equivalent (a more-than-gargantuan task, of course, but allowable it is hoped for the sake of argument), the simulation would be conscious in its own right. It would understand Chinese even though the man did not, nor would the system “as a whole” (man + simulated person) which would not be one person but two. 

The foregoing, it will be seen, challenges the viewpoint that such a simulation, and computation more generally, is the mere manipulation of symbols which have “no intrinsic meaning” but whose meaning must be “given from the outside,” presumably by an entity such as a natural human who does have the feature that his/her processing is intrinsically meaningful. Instead I submit that a simulation of consciousness at the quantum level would carry meaning in the same sense as would the consciousness it simulated. This may be criticized for being a “mere assertion” but I offer in rebuttal that at least, in such a circumstance, a reasonable meaning should be extractable from the simulation much as could be done for what is being simulated. Thus if we regard certain processing in a natural brain as intrinsically “meaningful” we should extend this courtesy to a simulation which replicates the same details in identifiable form.
A universal quantum simulator, we noted, would simulate any process by running (executing) a stored program or chunk of information, and this would apply to a simulated consciousness. Detractors of strong AI sometimes see an easy pathway to the conclusion that zombie machines must be possible, supposing that in fact we had a computational device of whatever sort that could simulate a person in the manner suggested, that is, by running a program. Leaving aside the question of whether this simulation would be conscious, we imagine instead that the computer does not run the person-program at all but instead merely calculates and reports what its responses would be in all called-for circumstances. In this manner, then, the simulator would not be running the “real” program, hence it would be a zombie. This argument, however, has major flaw, which is that programs of any serious complexity, such as we must imagine our person-program would be, are essentially unpredictable. The only way to find out what they are going to do is to run them; there is no convenient “back door” or short cut. Anything that produced the called-for responses, assuming these were extensive and revealing enough, must in some way faithfully simulate the program’s execution, thus must actually execute the program, which under the strong AI premise would evoke consciousness. 

We must still ask, however, what would be “extensive and revealing enough.” Would it be enough, for example, if we required only that the computer reproduce, by whatever method it will, written or verbal communications which the person-program would have produced if it had been running? This would overlook anything that might be going on internally, that is to say, inside the (simulated) brain of the person in question. A communications test of this sort was proposed around 1950 by pioneering computer theorist Alan Turing and is known as the Turing test.14 Passing the Turing test, in its original form, would mean the machine (running its program) provides printed responses to questions that are indistinguishable from those of a human typing on a typewriter. Would such a system be conscious, necessarily? Here I will not pass judgment, but only remind the reader that, in addition to exterior behavior, I propose a check of the simulated brain itself, to verify that consciousness does indeed exist. I will not deny that zombie machines could seem quite conscious if not examined too carefully. With sufficient behavioral and internal features verified, however, consciousness seems assured, as well as the property that it must recur in a sufficiently faithful, algorithmic simulation. 
Consciousness thus could be propagated quickly by electronic means, and in the future could crop up in many and unexpected places, as information-processing devices become more powerful and more widespread. This leads to the thought that, turning for the moment to natural brains of today, consciousness may already be more ubiquitous than is commonly supposed. It is imagined, for example, that the human cerebellum is unconscious because we do not “feel” any consciousness there15, but only in our cerebrums. But this (if true) still overlooks the possibility that the cerebellum, which performs complex tasks involving coordinated motion and balance as we go about our affairs, could be an autonomous conscious agent of some sophistication, like a well-trained horse whose consciousness is not directly accessible to its rider.
8. The Problem of Isomorphism

There is a final issue I will consider, a problem of isomorphism that has been noted by Robert Ettinger.16 By our computational paradigm, consciousness if present in some system must also be present in another system that simulates it, which means the behavior of the two systems at an appropriate level is isomorphic. This seems reasonable, at least in a scenario in which we are comparing two systems running more or less in parallel, where one is simulating the other at an appropriately deep level (so that the other is actually also simulating the first). In this isomorphism, time maps to time and space to space, but we must ask (as does Ettinger) what really are the allowable isomorphic maps. In particular, what if we relax the rule that time must map to time? What if instead we consider, alongside a hypothetical original brain, a “simulation” consisting of nothing but a very large record of the brain’s behavior which we imagine describes events at the quantum level, notwithstanding the vast amount of information that might be required? This record would consist of successive “snapshots,” each recording the states of the brain at a particular time. A succession of such snapshots would give us a movie of the brain’s activity if we chose to run it, yet in its physical form it does not vary with time.
A static record, however detailed, could not be conscious, says our intuition, yet there is still the isomorphism between the real brain’s behavior and what we find in the record. The problem is significant, I think, because of the general, simple conditions under which we wish to allow that consciousness would occur. If consciousness must be flatly denied for one species of isomorphism it creates a slippery slope which seems to threaten the whole edifice. Instead I propose an alternative based on the idea of a “frame of reference.” A static record of the conscious experiences of a person, supposed to be of sufficient detail, must in effect reproduce that person’s environment as well, to whatever level was meaningful for that person. So I offer that the environment becomes the frame of reference for the individual embedded therein. Consciousness in its most general form should not be considered an absolute, stand-alone property but must be related in each case to a frame of reference. Within the frame of reference we may distinguish timelike and spacelike features and note, as may follow, that events proceed in expected ways and one or more systems are conscious. However, the timelike and spacelike features that hold in one frame of reference do not necessarily carry over to another frame of reference. All this should be sensible mathematically, even if it takes getting used to as a physical proposal.
So, do we conclude that characters in a novel or cartoon are conscious relative to their particular perceived environments, that is to say, frames of reference? Here I would say that the details are lacking; nothing approaching a brain in all its complexity is specified in our narratives and movies. Any (relative) consciousness that might be captured is rudimentary at best, however convincing it may sometimes appear. 
In any case, I do not think the issue of “static consciousness” should overly concern us, nor such issues as whether movie characters would be conscious. Of more significance will be the questions raised as our artificial devices become more powerful and play increasing roles as assistants, companions, replacements of parts or all of our neural structure, or even entire habitats into which our consciousness is uploaded. So our practical concern will be with systems that fall within our own frame of reference, where we ourselves must find our home.
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Abstract

The viewpoint that consciousness, including feeling, could be fully expressed by a computational device is known as strong artificial intelligence or strong AI. Here I offer a defense of strong AI based on machine-state functionalism at the quantum level, or quantum-state functionalism. I consider arguments against strong AI, then summarize some counterarguments I find compelling, including Torkel Franzén’s work which challenges Roger Penrose’s claim, based on Gödel incompleteness, that mathematicians have nonalgorithmic levels of “certainty.” Some consequences of strong AI are then considered. A resolution is offered of some problems including John Searle’s Chinese Room problem and the problem of consciousness propagation under isomorphism.
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