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Abstract

In this paper we analyse the time course of neuronal activity in temporal cortex to the sight
of the head and body. Previous studies have already demonstrated the impact of view,
orientation and part occlusion on individual cells. We consider the cells as a population
providing evidence in the form of neuronal activity for perceptual decisions related to recog-
nition. The time course of neural responses to stimuli provides an explanation of the variation
in speed of recognition across different viewing circumstances that is seen in behavioural
experiments. A simple unifying explanation of the behavioural effects is that the speed of
recognition of an object depends on the rate of accumulation of activity from neurones
selective for the object, evoked by a particular viewing circumstance. This in turn depends
on the extent that the object has been seen previously under the particular circumstance. For
any familiar object, more cells will be tuned to the configuration of the object’s features
present in the view or views most frequently experienced. Therefore, activity amongst the
population of cells selective for the object’'s appearance will accumulate more slowly when
the object is seen in an unusual view, orientation or size. This accounts for the increased time
to recognise rotated views without the need to postulate ‘mental rotation’ or ‘transformations’
of novel views to align with neural representations of familiar vielv4.998 Elsevier Science
B.V. All rights reserved
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1. Introduction
One phenomenon that has featured heavily in accounts of the way object recogni-
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tion processes cope with changes in view and orientation is that of ‘mental rotation’.
The basic finding is that the time to match two views of an unfamiliar object
differing by a rotation in depth or orientation in the picture plane is linearly related
to the 3-D angular difference between the views (Shepard and Metzler, 1971).
Introspectively, subjects feel that they are mentally rotating one version of the object
and then checking whether the rotated image matches the other. A consciously-
driven process has been envisaged whereby an internal representation of one object
is subjected to a continuous, analogue transformation until it matches the image of
the second object. The increasing reaction times (RT) with larger angular differ-
ences between views is taken as reflecting the greater degree of internal rotation
subjects need to perform to achieve a match.

An effect which appears analogous is the extra time taken to recognise familiar or
recently learnt objects when they are rotated in the picture plane from their usually
experienced orientation (Cooper and Shepard, 1973; Jolicoeur, 1985, 1990; Tarr and
Pinker, 1989, 1991). Here again the amount of extra time required for recognition is
related to the angular rotation from upright. The increase in reaction time with
orientation is not necessarily linear as with the original experiments on matching
of Shepard and Metzler (1971). Indeed the function relating RT to orientation is
usually monotonic but can have anomalous inflections (e.g. for inverted images;
see Tarr, 1995). However the similarity in the dependence of RT on orientation has
led to the assumption that one mechanism (mental rotation) underlies both phenom-
ena.

Similar accounts have been suggested for the effect of perspective view on the
recognition of familiar objects. Palmer et al. (1981) found that subjects could most
easily bring to mind one ‘prototypical’ or ‘canonical’ view of everyday objects (e.g.

a model car, shoe or house). Photographs taken from this same view were matched to
a category name (e.g. ‘car’) more quickly than photographs taken from different
perspective views. Reaction time to match names with pictures depended on how
much the objects were rotated in perspective from the canonical orientation. These
findings are often interpreted as suggesting that, for each object, a single canonical
view is represented in memory and that all other views and orientations of objects
are mentally rotated to bring them into alignment with the single stored view in its
normal orientation.

Analogous effects are present when subjects learn the appearance of a novel
object from one perspective view and then are tested with views of the same object
rotated in perspective. The time required for recognition increases as the angular
difference between trained and test views increases up to a maximumof TE80
and Pinker, 1989; Humphreys and Kahn, 1992; Edelman aittidf) 1992) or to a
‘virtual’ view (Vetter et al., 1994; Logothetis et al., 1994, 1995). Several authors
account for the monotonic increase in processing time by postulating a process
which is engaged to ‘align’, ‘normalise’, ‘transform’ or ‘mentally rotate’ the
image of the novel test view of the object so that it matches the representation of
the view previously experienced.

The effect of image size on simultaneous and successive matching of stimuli
follows a similar pattern, with subjects taking progressively longer the greater the
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difference in size between stimuli (Bundesen and Larsen, 1975; Besner, 1983;
Jolicceur, 1987; Jolicceur and Besner, 1987; Ellis et al., 1989). To account for
these findings, a process referred to as ‘mental adjustment of size’ or ‘size normal-
isation’ (Shepard and Metzler, 1971; Bundesen and Larsen, 1975; Besner, 1983;
Larsen, 1985) has been suggested in which the internal representation of a stimulus
is size specific and any image of the same stimulus in a non-standard size must first
be size transformed to match the internal representation. The greater the size dif-
ference between image and internal representation, the greater the degree of mental
size change before a match can be successful and recognition accomplished.
More recent theoretical accounts of recognition suggest that multiple views are
represented in memory for each familiar object (Koenderink and van Doorn, 1979;
Perrett et al., 1984, 1991; Poggio and Edelman, 1990; Edelman and Weinshall,
1991, Logothetis et al., 1994, 1995). Most models postulate that novel viewpoints
of familiar objects are recognised by transformation, or alignment to the nearest
stored view or by matching the input view to a view constructed as an interpolation
between stored views (Tarr and Pinker, 1989, 1990, 1991; Ullman, 198%offu
and Edelman, 1992; Tarr, 1995; Edelman, 1997). Such models extend to general-
isation across unusual orientations and sizes.

1.1. Problems with the mental rotation account

The main evidence for an involvement of ‘mental rotation’ or ‘mental size
change’ in recognition is circumstantial. It is assumed that a monotonic increase
in the time required to process images that are rotated in the picture plane or in 3-D
perspective, or changed in size from a training stimulus, is a reflection of the
operation of continuous transformation processes which are executed until comple-
tion. The increase in reaction times is not in itself evidence for mental rotation since
it is also consistent with any process that takes more time the greater with greater
differences between the test stimulus and the training stimulus.

There are several findings that make mental rotation implausible in accounting for
object recognition. The rate of mental rotation reported in matching experiments of
Shepard and Metzler (1971) was between 60 and/46This appears too slow to
account for the recognition of misoriented objects. With this speed of mental rota-
tion, an inverted object would take an extra 0.4 to 3 s to recognise compared to an
upright object. Yet in some experiments, the extra time taken to process misoriented
objects is only a few milliseconds and thus rotation speeds of 129@@uld be
necessary to account for the identification (Humphreys and Quinlan, 1987). In such
experiments subjects may employ recognition strategies that do not involve mental
rotation but still give rise to a dependency of RT on orientation. This dependency is,
however, the hallmark of mental rotation. Explaining different RT-orientation
slopes with different mechanisms lacks consistency.

When researchers use the same objects for both recognition tasks and for left-right
comparisons (equivalent to the Shepard and Metzler original mental rotation tasks)
then RT orientation functions are comparable across tasks (Tarr and Pinker, 1989;
Tarr, 1995). However, such consistency does not explain the radically different
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speeds of mental rotation that are supposed to underlie recognition of rotated objects
in different circumstances.

More problematic is the finding that the extra time required for recognising
rotated objects depends on the task and decreases with practice (Jolicoeur, 1985;
Tarr and Pinker, 1989; Perrett et al., 1988b). One might assume that practice
increased the efficiency of the transformational process and hence the speed of
mental rotation but the practice effect is selective for the training pattern and the
training orientation. Training at a particular novel orientation or view speeds up
recognition selectively at that view and orientation (Perrett et al., 1988b; Tarr and
Pinker, 1989; Tarr, 1995; Logothetis et al., 1994). If more efficient mental transfor-
mation to the canonical view accounted for the improvement with practice, then one
would expect an improvement for all orientations and views between trained and
canonical conditions.

Models postulating multiple stored representations account for practice effects by
assuming that new representations are formed as a result of experi€itbeffzund
Edelman, 1992; Tarr and Pinker, 1989). Subjects, frequently exposed to an object in
an inverted orientation, will form a representation of the object in the inverted
orientation. Such subjects will no longer need to transform the inverted orientation
to upright but horizontal orientations will still need transforming to match either the
canonical upright representation or the new inverted representation.

Problems with the mental rotation account of recognition are not restricted to
recognition by normal subjects. Mental rotation does not provide a parsimonious
account of the impact of brain lesions on object recognition. Farah and Hammond
(1988) describe a patient who was able to recognise objects presented in various
orientations but yet was impaired in the mental rotation tasks of Shepard and Metzler
(1971). Perrett et al. (1988a) described a patient who was able to discriminate face
configuration at any orientation yet (unlike normal subjects) showed no increase in
reaction time with rotation of stimuli from upright. Thus orientation invariant object
recognition can occur in individuals who do not show signs of mental rotation
processes.

Similarly, a patient (L.G.) described by Turnbull et al. (1995) could recognise line
drawn objects without being able to indicate the canonical orientation of the
drawings. Turnbull et al. (1995) suggest that there are two pathways in normal
object recognition, one displaying object-centred (view-independent) properties
and a second displaying view-dependent properties. The second pathway would
be selectively damaged in patient L.G. Such an explanation follows the account
of Goodale and Milner (1992) of two streams of cortical visual processing. They
suggest that the dorsal (parietal) pathway employs view-dependent visual descrip-
tions to guide motor reactions and that the ventral (temporal) pathway employs
view-independent descriptions to support recognition of what an object is. Such
accounts overlook the extensive view-dependent processes within the temporal
cortex (for review see Perrett and Oram, 1993). The patient described by Turnbull
et al. (1995) could also be interpreted as having intact orientation-dependent
descriptions in the ventral system. These descriptions may access limbic structures
containing view-independent descriptions and semantic associations but for the
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patient the descriptions may have no access to the parietal systems necessary for
defining orientation with respect to egocentric or gravitational axes.

1.2. A physiological explanation

The thesis advanced here is that mental rotation is not necessary to account for the
effect of view or orientation on recognition of familiar objects. An alternative
explanation relies on two assumptions. First, one stage in the processing leading
to recognition involves neurones tuned to the appearance of objects in an orientation,
view and size-specific manner and, second, the number of neurones tuned to an
object at a given orientation, view and size depends on the amount of experience for
the object in that circumstance. It follows that evidence for the presence of an object
(in terms of neuronal activity) will accumulate more slowly when the object is
presented at an unusual orientation, view or size.

If an object’s appearance is learned in a view-specific manner, then more cells
will become tuned to the view or views of the object that are commonly experienced.
Fewer cells will respond to the object the more it is rotated from the experienced
view(s). If we assume that any ‘decision making’ neural process guiding behavioural
output acts on the basis of evidence in the form of input neuronal activity, then
behavioural output will take longer and longer for progressively more unusual
views. This will be the case simply because visual neuronal populations weakly
activated by unusual views will take longer to provide sufficient input for the
neurones in the ‘decision apparatus’ to act upon. Physiological data support this
account of the generalisation across unusual viewing conditions with respect to
perspective view, orientation, size and part occlusion. Manipulations of perspective
view will be considered in the next section.

Explanations in which signals of different strengths require different durations for
detection are familiar to Experimental Psychology and follow from information
theory. Weak signals can give rise to longer reaction times compared with strong
signals because, in a noisy background, sampling of weak signals takes longer to
achieve a given level of evidence. Previous studies have presented such an account
for sensory processing and for the way reaction time relates to simple stimulus
parameters such as visual intensity (e.g. Vaughan et al., 1966; Lennie, 1981). We
argue that the same applies to higher stages of visual processing and can account for
what has been assumed to be a cognitive operation within visual recognition. We
show that the responses of populations of neurones processing faces collectively
exhibit the properties equivalent to those assumed in previous models of signal
processing.

2. View

In the mental rotation tasks of Shepard and Metzler, the effects of change in view
and change in orientation were comparable. The psychological impact of view and
orientation change on recognition was also noted to be similar in the introduction.
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Stimulus rotation in depth, however, changes the visibility of features while rotation

in the picture plane changes orientation with respect to gravity but does not change
feature visibility. In principal, the mechanisms by which the nervous system cope
with the two types of rotation may be fundamentally distinct. Therefore, the phy-
siological impact of the effect of view and orientation are considered separately in
Sections 1 and 2. Section 4 also addresses changes in view that affect feature
visibility.

From the studies so far, the vast majority of cells in temporal cortex that respond
selectively to complex objects are sensitive to perspective view (Perrett et al., 1985,
1991; Logothetis et al., 1995). Different cells are maximally responsive to different
views. View sensitivity is apparent for cells processing the appearance of socially
significant stimuli such as the face and body and for cells processing arbitrary
objects (amoeboid or angled wire frame shapes) that have acquired significance in
the context of behavioural tasks. For cells responsive to the head and body, the
distribution of view coding is uneven; more cells are tuned to particular character-
istic views (full face, profiles and back) and more cells are tuned to the frontal views
than to the back views (Perrett et al., 1991, 1994). There are probable behavioural
consequences of these anisotropies (Harries et al., 1991; Perrett et al., 1994). The
prevalence of cells tuned to frontal views presumably reflects greater experience and
attention to these views and might mean that front views are detected more effi-
ciently than back views. Stronger predictions for behavioural data can be made on
the basis of cell tuning for view.

Most cells show a gradual decline of activity for views progressively more rotated
from one (the cells preferred) view. The sharpness of the tuning function varies from
cell to cell. For cells selectively responsive to the head, a rotation dffrfé®n
optimal views reduces cell responses by approximately 1/2 and a rotation ©f 180
from optimal generally elicits responses barely different from background activity
or the responses to other classes of control object. This type of tuning function
characterises 83% of all cells responsive to the head (Perrett et al., 1991).

Tuning curves are usually calculated on the basis of the neural activity over
extended periods of time, 250-500 ms (Hasselmo et al., 1989; Perrett et al.,
1991; Logothetis et al., 1995). Responses of individual cells are assessed over
these time periods because fixation of the stimulus is constant for the initial 250
ms and therefore one can consider cell responses as reflecting processing of the same
stimulus. To make predictions for behavioural reaction times during recognition it is
appropriate to look in detail at how the neuronal responses develop over time. After
cells in temporal cortex have commenced firing they provide continuous output to
other brain systems. Control of behaviour can be generated in such systems as soon
as sufficient sensory evidence is available. This may occur well before temporal
cortex cells have been firing for 250-500 ms. The view tuning of cells responsive to
the sight of the face and other views of the head have been well characterised and the
methods of study detailed extensively elsewhere (Perrett et al., 1985, 1991; Oram
and Perrett, 1992, 1994; Wachsmuth et al., 1994). Here we present an analysis of the
time course of cells’ responses recorded in area STPa of the temporal cortex and
characterised in these other studies.
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Fig. 1. Post-stimulus time histogram of responses showing effect of rotation from face view. Average
response of a population of 20 cells selective for the face view of the head plotted as a function of time
relative to stimulus presentation (0 ms) in successive 5 ms bins. View is expressed as the angle of rotation
(45, 90 and 189 away from the face (optimal) view. Data from views (5-10 trials per cell per view)
rotated clockwise and anticlockwise by an equal angle from the face view have been pooled. At the
population level, responses to views rotated an equal amount from face view were statistically indis-
tinguishable (protected least significant difference post-hoc te®¥@5 each comparison; overall effect

of condition:F 171y = 35,P < 0.0005). The angle of rotation from face view is symbolised by schematic
head views. S.A., spontaneous activity.

Fig. 1 displays the average responses of a population of 20 cells to different views
of the head (Perrett et al., 1991; Oram and Perrett, 1992, 1994). The population is
comprised of cells that were selective for the face view with a declining response
function for views rotated from the face.

Fig. 1 gives the total number of spikes recorded in successive 5 ms time bins
before and after presentation of different views of the head. Non-face control stimuli
(not shown in Fig. 1) produced responses equivalent to the view rotated By 180
from best view. This peri-stimulus time histogram (PSTH) format is a conventional
way for neurophysiologists to display the time course of neuronal activity. Most
visually responsive neurones are spontaneously active even in the absence of visual
stimuli. For cells in the temporal cortex this spontaneous activity occurs at a rate of
about 10 spikes/s. During the presentation of an optimal stimulus the firing rate rises
to approximately 50—250 spikes per second (the exact magnitude of response and
spontaneous firing rate varies from cell to cell).

To compare activity of cells across a population all firing rates can be expressed as
a % of the difference between the cell’'s maximum rate (set to 100%) and the cell's
spontaneous activity (set to 0%). This normalisation allows each cell to make an
equivalent contribution to the estimate of the population activity displayed in Fig. 1
(Oram and Perrett, 1992, 1994). Since results of analysis with and without normal-
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isation were equivalent, data from different cells have been combined without
normalisation in subsequent analysis (Figs. 2—4).

For the cells tested in Fig. 1, all visual stimuli were presented at time O ms after a
0.5 s signal tone and continued to be visible for the following one second. Cells in
the temporal cortex commence stimulus related activity some 70—150 ms after the
presentation of a visual stimulus (time 0 ms on the abscissa). It is apparent in the
figure that the population activity rises after 70 ms for all stimuli; firing rate
increases to peak levels over the following 100-300 ms and then declines to
lower rates. In Fig. 1 it is evident that the overall activity declines as the head is
rotated from the face view. Cell responses to clockwise and anticlockwise rotations
of the head from the face view have been combined because the population
responses to rotations through an equivalent angle (clockwise or anticlockwise)
were statistically indistinguishabl® (> 0.5 each comparison). The precise nature
of the relationship between firing rate and view is, however, difficult to visualise
because of the moment by moment fluctuations in spike frequency due to the fine
time resolution of the data collection, the stochastic way neurones fire and because
of the relatively limited sample of cells and test trials.

Neural activity in conventional PSTHs is illustrated as the average firing rate at
each instant prior to and after stimulus onset. An alternative mode of display of the
same data is one in which the spike activity that has occurred recently has a cumu-
lative impact on the response assessed at any instant. Fig. 2 (upper) displays this
cumulative difference between firing rate for each stimulus type and spontaneous
activity. This cumulative analysis is like a statistical procedure in which a statisti-
cian does not want to base judgements on input occurring in a limited time window
but prefers to assess activity over the entire time period from sample onset up until
the present moment; this includes the current activity level and any evidence of
activity that has occurred previously. The cumulative neural response, in this ana-
logy, becomes equivalent to the level of certainty or weight of evidence for the
presence of the cells’ preferred stimulus in the visual scene.

Such evidence accumulation is biologically plausible in that it is equivalent to
temporal summation by neurones receiving multiple synaptic inputs at different
times. The postsynaptic membrane acts like a capacitor; the depolarisation caused
by input excitatory postsynaptic potentials therefore accumulates over time. Fig. 2
(upper) would be equivalent to the membrane potential of a cell receiving the input
activity displayed in Fig. 1. For simplicity, it is assumed here that the cells have a
long memory £1.0 s) and that membranes act like perfect capacitors. In reality
membranes act like leaky capacitors and lose charge slowly over time. The time
constant for this loss varies though for pyramidal cells the effect of synaptic activity
at the site of spike generation can persist for 200 ms (Stratford et al., 1989). For
clarity, cumulative analysis is presented in the following sections without modelling
information loss. Analysis incorporating a rate of ‘forgetting’ caused by membranes
discharging with an appropriate time constant, however, produces qualitatively
similar results.

In Fig. 2 (upper), prior to stimulus presentation, the firing rate fluctuates around
the level of spontaneous activity so there is on average, zero cumulative difference
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from spontaneous activity. When responses to stimuli commence, the cumulative
response curves show a positive deflection. The evidence for each view being pre-
sent in the image rises over time and this rise is fastest for the face view. The rate of
accumulation of response decreases in proportion to the angular rotation of the head
from the face. This difference occurs despite the onset of responses to the different
views occurring at the same latency (see also Oram and Perrett, 1992).

Neural populations upstream (i.e. those receiving output from populations equiva-
lent to those whose activity is displayed) will begin their own responses when the
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Fig. 2. Effect of rotation from face view on the time course of cell responses. Upper: the data from Fig. 1
plotted as cumulative neuronal activity (spikes) above spontaneous activity. Lower: the time for cumu-
lative responses to exceed different threshold levels.
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cumulated input activity exceeds a certain level above background. This is equiva-

lent to input excitatory post-synaptic potentials exceeding the threshold voltage for

action potential generation in the post-synaptic elements. Responses upstream will
be triggered fastest for the face view, and progressively slower for views rotated in

depth 45, 90, 135, 18taway form the face.

Another way of looking at the situation is to think of the differences between
activity in cell populations. If two types of object are to be discriminated (e.g. face 1
vs. face 2 or view 1 vs. view 2 of the same object) then a decision can only be
reached when the cumulative difference between the activity in two populations
exceeds a threshold. At the cellular level, this may correspond to excitatory post-
synaptic inputs from one population and inhibitory post-synaptic inputs from a
second population. Note for such a comparison speed of output or decision depends
not on the absolute rate of firing but on the difference between activity rates. Again if
the difference in activity accumulates rapidly then reaction can be quick. In general,
detecting a weak signal in noise takes longer detecting a strong signal imbedded in
the same noise.

With the assumption that learning about an object from one view leads to cells
optimally tuned to that view, then these results can be used to account for the impact
of view on recognition. If a previously unfamiliar object is experienced extensively
at a ‘training’ view, then it is assumed here that the visual appearance of the object
will be ‘stored in memory’, in the sense that the experience will establish neural
populations that are selective for the feature configuration of the object at the train-
ing view, orientation and image size. In subsequent recognition testing, the order in
which individual test views produce a supra-threshold level of accumulated activity
will depend on the angle of rotation between test and training views. This level will
be exceeded fastest when the test view exactly matches the trained view and pro-
gressively larger angles of rotations will exceed the threshold criterion at longer and
longer intervals after stimulus presentation.

While data are presented here for cells responsive to the sight of the head, view
tuning has been found for other classes of cell in the temporal cortex responsive to
other types of object. Logothetis et al. (1994) trained monkeys to discriminate 3-D
wire frame and amoeboid objects similar to the stimuli used in psychophysical
studies of humans (Bthoff and Edelman, 1992; Edelman and IBwoff, 1992;

Rock and DiVita, 1987). Like humans, the monkeys displayed view sensitivity at
the behavioural level with efficiency of recognition declining as the test stimuli were
rotated in perspective away from the trained views (Logothetis et al., 1994). Neu-
rophysiological studies of the trained monkey subjects revealed cells in the temporal
cortex that were tuned to particular familiar wire frame stimuli (Logothetis et al.,
1995). These cells displayed view sensitivity comparable to those selective for the
sight of the head and body. Thus the results presented in Figs. 1 and 2 will apply
equally to wire frame or amoeboid objects and presumably most other classes of 3-D
object.

The notion that the cumulative response rate must exceed a threshold level is
equivalent to a test of statistical significance or a decision criterion being applied at a
cognitive level such that behavioural output is made only when sufficient sensory
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evidence has accumulated. A statistical or decision criterion can be set at various
levels of evidence. The account provides no indication of what that level should be
but it should be apparent that the results are qualitatively similar over a range of
thresholds. This is confirmed in Fig. 2 lower which shows that the time for cumu-
lative responses to different views to exceed different threshold levels. Over a range
of arbitrarily defined threshold values (between 10 and 80 spike above spontaneous
activity), the time to threshold increases monotonically and approximately linearly
as the view is rotated from the best view. Highly rotated views (e.g?)1@0 not

evoke sufficient response to exceed thresholds greater than 40 spikes above sponta-
neous activity. The ordering effects may well be qualitatively similar for very low
thresholds €10 spikes) but limitation in the sample size and time resolution of
sampling (5 ms time bins) prevent the rank ordering from being apparent for small
angles of rotation. Indeed, when responses are calculated for cells with the same
response latency, then the rank order of response to views is the same during the
first 5 ms of response as it is several hundred milliseconds after response onset
(Oram and Perrett, 1992). This analysis implies that the rank ordering of effective-
ness is not dependent on integration over large time scales but is present at response
onset.

At the stage of processing studied here, responses to unusual views exhibit slower
rise times but do not have longer latencies compared to typical views. At subsequent
stages of processing, differences between typical and unusual views may amplify
and slower rise times for unusual views will translate into increased response laten-
cies. Cells receiving outputs from the visual representations in temporal cortex will
act as described, pooling information (input excitatory post-synaptic potentials) over
time until their threshold level for firing is reached. This will be slower for weak
inputs from the temporal cortex. By the time stages controlling behavioural output
are reached, neuronal responses (related to muscle contraction and limb motion) will
commence later for unusual views than for typical views since differences in the
latency of muscle operation will underlie RT differences.

The nature of generalisation (and the function relating RTs to view) will depend
on the recognition task and the view tuning functions of cell responses. These
functions could be steeper or more shallow depending on the degree of familiarity
with the object class and the discriminability of pattern features that differentiate
exemplars within the class. Cells tuned to wire frame objects show tighter view
tuning functions (Logothetis et al., 1995); behavioural performance in generalising
recognition from one trained view of such objects also shows a steeper decline with
perspective rotation (Logothetis et al., 1994).

Note that there is no need to postulate that an image of a novel view needs
transforming (Edelman, 1997), normalising or mentally rotating to establish align-
ment with the training view. The increase in recognition time arises simply from the
view tuning of neurones whose selectivity has been established from a training
experience with an object. This neuronal population will be the most appropriate
for identifying the trained object. By listening to the activity of this cell population,
evidence for the presence of the trained object in the image will accrue with a rate
proportional to the similarity between test and training views.
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Recognition depends only on how well the input image falls within the tolerance
of neural representations of familiar objects. The speed of classification of an unfa-
miliar exemplar of a familiar class of objects (e.g. recognising a new car model as a
car) should depend only on the novel item’s similarity or resemblance to familiar
exemplars (Moses et al., 1996; Gauthier and Tarr, 1997a). While this prediction is
straightforward, the point is that recognition does not need to rely on a continuous
imagined transformation of the visual appearance of the novel exemplar to match
that of familiar exemplars. To recognise a new car model we do not need to imagine
the new car gradually undergoing a change in shape until it conforms to the shape of
a familiar car model or a generalised prototype of all cars.

2.1. Object symmetry

Generalisation functions are likely to be affected by the view chosen for training.
Fig. 1 displays the response functions for cells whose optimal view was symmetric
(i.e. face) and for rotations about the axis of symmetry. The situation is different for
cells maximally responsive to a profile or 1/2 profile view of the head. Such cells are
often maximally responsive to the profile pointing to one side of the viewer (e.g. left
profile) but not all show a single peak of view sensitivity, a substantial number (25%
of cells tuned to profile images) show a bimodal tuning function with two peaks of
responsiveness, one for each of two mirror symmetric views (Perrett et al., 1991). In
general terms this cellular sensitivity means that the behavioural performance after
training on an asymmetric view (of a bilaterally symmetric object) will not be a
monotonic function of the angle of perspective rotation between training and test. As
the object is rotated away from the training view generalisation will first decline but
then performance may show a subsidiary peak as the object is rotated to a test view
that is the mirror image of the training view. Such effects have been seen at the
behavioural level (Logothetis et al., 1994; Hill et al., 1997). Indeed humans and
monkeys find it relatively hard to learn to discriminate between mirror symmetric
patterns and damage to temporal cortex (removing neurones generalising across
mirror reflection) can improve discrimination performance between mirror sym-
metric patterns (Holmes and Gross, 1984a).

3. Orientation

Studies of temporal cortex reveal that the majority of cells selectively responsive
to faces are orientation-sensitive (Tanaka et al., 1991; Wachsmuth and Perrett, 1997;
Wachsmuth et al., in preparation) as are the vast majority of cells sensitive to simpler
features (Tanaka et al., 1991). Cell sensitivity to head orientation appears to show
very similar tuning functions to the tuning functions for head view (Perrett et al.,
1991; Wachsmuth et al., submitted). Changes in view or in orientation of approxi-
mately 60 from optimal conditions reduce cell responses by half. Particular cells in
the superior temporal sulcus do generalise across all orientations and remain selec-
tively responsive for face patterns throughout 360rotation in the picture plane



D.l. Perrett et al. / Cognition 67 (1998) 111-145 123

(Perrett et al., 1982, 1984, 1985, 1988b). Such orientation invariant cells, however,
constitute a minority of those responsive to the head and body (16%, 4/25 of cells
tested, Wachsmuth and Perrett, 1997; Wachsmuth et al., submitted).

The similar tuning function for orientation and view means that the above descrip-
tion of the neural responses to unusual views will apply to unusual orientations as
well. For orientation, however, the physiological data provide an additional direct
link between recognition and neural processing of unusual viewing conditions. More
cells (15/21) are found tuned to the upright orientation than tuned to non-upright
orientations (Wachsmuth and Perrett, 1997; Wachsmuth et al., submitted; Tanaka et
al., 1991). This bias presumably arises because upright orientations are experienced
more often than non-upright orientations.

The consequence of greater numbers of cells responsive to upright faces is evident
in Fig. 3. This figure plots the activity of cells responsive to the sight of the head and
body that were recorded in the superior temporal sulcus (STS) (Wachsmuth et al.,
1994; Wachsmuth et al., submitted). Cells were included in the sample independent
of their orientation sensitivity. Fig. 3 represents a limited estimate of the relative
activity in the STS evoked by the sight of the head and body in different orientations.
Fig. 3 displays how the cumulative response of this population varies with orienta-
tion. It is not surprising that the response to the upright stimuli is largest as this
simply reflects the greater number of cells responsive to the normal orientation. The
rate of accumulation of response declines as the stimuli are rotated from upright.
This occurs despite the fact that the responses to different orientations commence at
approximately the same latency. The lower part of Fig. 3 shows the time for the
cumulative responses to exceed different threshold levels. Over a range of levels
(>15 spikes), the time to exceed threshold increases as a function of angle of
rotation from upright.

The curves plotted in Fig. 3 are an estimate of the population activity from a
limited sample of cells. An analysis of a larger sample of cells tested with fewer
orientations revealed equivalent results (the cumulative response to upright rising
faster than horizontal and inverted orientations). Reduced numbers of cells respon-
sive to inverted orientations have been revealed in recordings from 25 cells (Wachs-
muth and Perrett, 1997) and in a previous study of 40 cells (Perrett et al., 1988a).
Modelling based on the empirically defined orientation tuning function of the popu-
lation (including its greater response to upright than inverted) and the distribution of
cell response latencies, shows that the rank ordering of responses with rotation from
upright to inverted is independent of the number of cells sampled and occurs within
5 ms of population response onset (Oram et al., submitted).

3.1. Behavioural effects of orientation

Most experience of faces or any mono-oriented object (Rock, 1973; Yin, 1969,
1970; Carey, 1992) occurs in the gravitationally upright orientation. As a result of
this preferential experience it is suggested that more cells in the temporal cortex
become selectively tuned for the upright orientation of these objects. This numerical
bias in cell responsiveness to the upright orientation is sufficient to account for the
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greater ease of recognition of upright objects and the slower, less accurate recogni-
tion of more unusual orientations.

There are numerous studies of the effect of orientation change on recognition. The
vast majority of studies report a reduced efficiency (increased reaction times and
decreased accuracy) for recognising rotated images (Yin, 1969; Rock, 1973; Holmes
and Gross, 1984b; Weiskrantz and Saunders, 1984; Jolicceur, 1985, 1990; Larsen,
1985; Corballis, 1988; Perrett et al., 1988b; Flin and Dziurawiec, 1989; Tarr and
Pinker, 1989, 1990, 1991; Carey, 1992;lfBoff and Edelman, 1992; Edelman and
Bulthoff, 1992; McMullen and Jolicceur, 1992; Phelps and Roberts, 1994; for review
see Wachsmuth and Perrett, 1997; Tarr, 1995).

Under special conditions it is possible that rotated images are processed with
equal efficiency to upright images. One would not expect rotation to affect perfor-
mance in tasks requiring only the detection of simple features that can differentiate
target from non-targets at any orientation (e.g. colour or textural cues). Even without
such obvious cues there are face recognition tasks which do not require coding of a
face configuration per se but require only the detection of the presence of a feature
(e.g. the presence of hair or the presence of a circular iris) which will be equally
salient at any image orientation (Perrett et al., 1988b). The orientation dependence
of recognition performance in object classification tasks also depends on similarity
between stimuli (Edelman, 1995). Entry level or superordinate classification where
subjects allocate the class name (car, face, chair, etc.) are situations where orienta-
tion (and view) effects are less likely to occur (Tarr, 1995) because they do not
require discrimination of feature configuration. Superordinate tasks requiring face/
non-face classification which include judgements of feature configuration do show
sensitivity to stimulus orientation (e.g. Perrett et al., 1988b). The cells described here
could participate in such tasks since they are sensitive to configuration, exhibiting
reduced responses to displays of jumbled face or body parts (Perrett et al., 1982,
1988b).

Tasks which require differentiation of exemplars within the same class (subordi-
nate classification) are ones in which the effects of orientation are more prevalent
(for discussion see Tarr, 1995). The results described here are also appropriate for
subordinate-class discriminations because the same view and orientation tuning is
apparent for cells which show high degrees of selectivity amongst exemplars within
a class, discriminating between different faces (Perrett et al., 1984, 1988b, 1991;
Hasselmo et al., 1989; Young and Yamane, 1992) or different wire frame objects
(Logothetis et al., 1995).

Even within these subordinate-level tasks the slope relating RT to stimulus orien-
tation from behavioural studies can show various functions (linear, non-linear)
depending on the paradigm and depending on the subjects’ experience. For the
cellular account described here, the nature of the RT-orientation function is deter-
mined only by the relative responsiveness of the cell population to different orienta-
tions. While this should parallel experience exceptions may arise due to the tuning of
cells (e.g. cells tuned to horizontal eyes in an upright face may respond to eyes in an
inverted face). Non-linear slopes are more of a problem for mental transformation
models. A non-linear slope implies that the speed of transformation (mental rota-
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tion) depends on the object orientation. This does not appear to explain orientation-
dependent processing but rather restates the phenomenon.

4, Size

Studies of cells responsive to the sight of the face and the body indicate that the
majority are sensitive to image size (Wachsmuth and Perrett, 1997; Wachsmuth et
al., submitted). While the cells generalise over a range of image sizes (Perrett et al.,
1982, 1984), when unusually small images are presented the population response
declines. Using a constant projection distance of 4 meters (the greatest distance our
subjects see human faces), we have found that cells respond maximally to life-sized
projected images of humans and have monotonically declining responses to 3/4, 1/2
and 1/4 sized images. Analysis, with the methods described above, reveals that the
more unusual the image size, the smaller the population response and the longer the
cumulative population response takes to exceed threshold levels. By similar argu-
ments to those presented for view and orientation, it is, therefore, not necessary to
postulate ‘mental transformations of size’ to account for the extra time taken to
recognise objects seen at unusual image sizes (Shepard and Metzler, 1971; Bunde-
sen and Larsen, 1975; Besner, 1983; Larsen, 1985).

5. Recognition from the whole or part of an object

Neuropsychological tests of object recognition from unusual views often include
views of objects in which particular parts are occluded from sight or placed in less
salient positions (Warrington and James, 1986; Humphreys and Riddoch, 1984;
Warrington and Taylor, 1973). The analysis of the generalisation of temporal cortex
neural responses across perspective view and orientation described so far extends
easily to situations where object parts are occluded from sight.

Analysis of cells responsive to faces in the temporal cortex has revealed a spec-
trum of sensitivity to facial parts. Some cells respond only to one facial region (e.g.
eyes). Most cells, however, exhibit independent tuning to several facial parts (e.g.
eyes or mouth) and some cells respond only when multiple features are presented
simultaneously (Perrett et al., 1982; Oram and Perrett, 1994). The face is just one
component of a larger and more complex object (the body) and recent studies have
analysed the contribution of body parts for cells in the STS that respond to the sight
of the whole body (Wachsmuth et al., 1994; Oram et al., submitted).

Fig. 4 plots the responses of cells in the STS studied previously for sensitivity to
two parts of the body (the head and the rest of the body; Wachsmuth et al., 1994).
This study again revealed a spectrum of cell sensitivity to the two parts. Thirty-eight
percent of cells responded to only one part. These included 28% which responded to
the head presented in isolation but not to the rest of the body when the head was
occluded from sight and 10% responded conversely to the body but not to the head.
These cells continued to respond to images of the whole body that contained the
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effective and ineffective parts. A more common pattern of activity amongst the cell

population studied (43%) was for cells to respond to the head or to the rest of the
body. A final group of cells (19%) responded only when both the head and body
were simultaneously visible. Fig. 4 displays the responses of all the cells in this study
that were responsive to the whole body. The population therefore includes those
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requiring the whole body before response, those responsive to the one component
and those responsive independently to the head or the rest of the body.

From Fig. 4 it is evident that the population response to the head presented in
isolation was greater than that to the rest of the body with the head covered. This
reflects the greater number of cells responsive to the head alone (28%) than to the
body alone (10%). It is also evident in the figure that the response to the whole body
accumulates faster than the response to either part presented in isolation. The greater
response occurs for two reasons. First, a sub-population of 19% of cells responds
only when the whole body is presented and, second, the sight of the whole body will
activate both sub-populations tuned to one part (i.e. both the 28% of cells responsive
to the head alone and the 10% responsive to the body alone). (More generally, if one
considers an object made up of two parts (A and B) and that 10% of the cells respond
only to part A and 10% respond only to part B, then presenting the whole object will
activate twice as many cells as presenting just one part). For these reasons it is
apparent that the total brain activity will always be greater in response to the visual
image of an entire object than to the image of one component of the object presented
in isolation.

One can speculate from the data illustrated in Fig. 4 that the rate of accumulation
of neural evidence for the parts and whole will have an impact at the behavioural
level. Cumulative responses to the whole object will exceed a threshold level faster
than responses to parts (Fig. 4, lower). Reaction times to detect an entire object (e.g.
a human body) will be quicker for images containing the whole object than images
displaying just one part of the object. The finding of Biederman (1987), that the
more components visible in an object the quicker the time to name the object,
follows this pattern. Similarly it is expected that recognition of famous individuals
would be superior with whole face photographs than with photographs of isolated
facial regions (eyes).

This relationship of speed of detection of parts and the whole may not be surpris-
ing but it suggests caution in inferring the order of stages of processing from
differences in behavioural reaction times. Many theories of object recognition pro-
pose separate stages of processing for the definition of object parts and for access to
the overall structure of the whole object (e.g. Biederman, 1987). Some theories of
object recognition propose that the overall configuration of an object is processed
first before the details of the object’s parts (e.g. Baker Cave and Kosslyn, 1993).
Quicker reaction times for naming whole objects as compared to object parts could
be taken as evidence consistent with models in which the order of processing is
‘whole’ before ‘parts’. Such inferences from the reaction time ordering as to the
ordering of processing could be misleading. The data presented in Fig. 4 shows that
the rate of accumulation of neuronal activity can be faster for the entire object even
when cell responses to the entire object and to its separate parts begin at approxi-
mately the same latency.

It is interesting that a progressive ordering of reaction times for different types of
judgements is often taken as evidence for a progressive ordering of processing stages
in cognitive psychological models. For example, the finding that retrieving the name
of a face takes longer than retrieving other forms of personal information (e.g.
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profession) has been taken as supporting a serial processing model in which pro-
cesses underlying naming are only initiated after accessing other person identity
information (Bruce and Young, 1986). Similarly subordinate judgements between

exemplars of the same object class (e.g. face identity) may take longer than super-
ordinate judgements of object class (that a face is human). Smaller numbers of cells
tuned to specific identities (Perrett et al., 1984, 1989; Young and Yamane, 1992)
than tuned to the general structure of faces could produce this ordering of reaction
times, even if cells responsive to general and specific facial characteristics were
activated at the same time.

In this section, the neural responses to part and whole objects provide straight-
forward predictions for the speed of behavioural responses to part and whole objects.
What is more interesting is the realisation that neural responses can accumulate
at different rates when they have the same onset in time. Thus the relationship
between behavioural reaction times and underlying neural stages of processing is
not straightforward. One cannot assume that because two types of judgement take
different lengths of time the judgements necessarily reflect two different stages of
processing activated in serial order. Moreover, there is again no need to postulate
an extra transformational process, such as ‘mental completion’ (extrapolating the
presence of occluded parts), to explain slower recognition of parts than whole
objects.

The terms word, object or face advantage (or superiority effect) have been used to
describe the greater efficiency in recognition of normal configurations of words,
objects or faces as compared to jumbled configurations (Purcell and Stewart, 1988).
The difference between neural responses to whole objects and object parts can
provide a basis for understanding the advantages conferred by normal configura-
tions.

Cells responsive to one facial feature presented in isolation (and receiving no
inputs from cells sensitive to other face parts) will respond equivalently to that
feature in a jumbled face or a face with a correct configuration of features. Cells
sensitive to multiple features in a face will respond preferentially to the normal
configuration since jumbled configurations disrupt some local feature information
(Perrett et al., 1982, 1988b; Perrett and Oram, submitted). For example moving the
nose up in the face (a configuration change) will increase the gap between nose and
mouth (a change in the local upper lip feature). Sensitivity to combined visual
features imbues cells with selectivity for the configuration of face parts (Perrett et
al., 1984; Yamane et al., 1988; Perrett and Oram, submitted). A normal face will
excite more cells than a jumbled face; the normal configuration excites both cells
responsive to whole faces and cells responsive to individual face parts but the
jumbled face activates only the latter cell type. Therefore, the total response in
the temporal cortex to a normal configuration of a face will be greater than the
response to a jumbled face or an isolated part (Rolls et al., 1994). This is evident in
local evoked potentials to faces in the temporal cortex of humans (Allison et al.,
1994). From this one can predict that, provided subjects employ a search strategy
utilising configuration, the latency to detect a normal face will be shorter than that
required to detect a jumble (e.g. Perrett et al., 1988b). Likewise, if the visual patterns
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are degraded (e.g. by short exposure and backward masking), one can predict that
the normal face pattern will become detectable before the jumbled configuration
(Purcell and Stewart, 1988). The differences in recognition or perception times can
be attributed to different numbers of cells activated at the same time by different
stimuli.

6. Discussion
6.1. Recognition of unusual views following brain damage

One question which is left unanswered by the account here is why brain damage in
the right parietal area should disrupt object recognition at all (Warrington and
James, 1986; Warrington and Taylor, 1973). If viewer-centred representations in
the ventral temporal cortex account for object recognition from typical and unusual
views, then damage to ventral but not dorsal systems should produce impairment in
tests of unusual views.

The impact of damage to the dorsal system on recognition may arise indirectly
because any complex mental operation must have contributions from many brain
systems. Outputs from temporal cortex may well provide evidence that a particular
object is present in a particular orientation but if the amount of evidence is small
(because the image is degraded, the view unfamiliar, or because early visual proces-
sing is defective), then the observer may need to check and form a considered
opinion before reacting. If so, an entire strategy for gathering more visual informa-
tion needs to be executed. For example, on the basis of the first fixation there may be
evidence for a horizontal rabbit ear shape or a bird beak shape. Given the orientation
and size of the object part and the current position of the eyes, a prediction can be
made that moving the eyes to a hew location should bring rabbit paws or a bird tail
into central vision and window of attention. This prediction needs translating into
action and the visual image resulting from the second fixation will need analysing.
This cycle of operations might just be the first in a series of evaluations extending
over several predictions and fixations. A single inspection saccade may fail to result
in confirming evidence and a new test location would need to be chosen, alterna-
tively the image interpretation and object hypothesis (Gregory, 1980) may need
modifying after the first inspection saccade. As objects are presented at increasingly
unusual orientations one expects the information processing requirements to
increase. This could be reflected in number of inspections or their duration. Indeed,
in the Shepard and Metzler matching paradigm, Carpenter and Just (1978) found that
the time spent looking at each shape increased as the angle of rotation between the
stimuli increased.

Visual search strategies of the type just described require planning (perhaps
involving frontal cortex), awareness of position of eye fixation, decisions as to
how to direct eye movements to selected locations (involving a whole variety of
systems including parietal cortex, frontal eye fields and superior colliculus) in addi-
tion to information about the nature of visual features and object parts from ventral
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occipito-temporal cortex. One could add to the list of requirements the need for a
short term memory to remember the object hypothesis from preceding fixations and
the need for semantic associations (or object-centred representations) to predict the
relationships between object parts and features and the capacity to translate these
spatial relations into image co-ordinates. Damage in parietal or frontal regions could
produce deficits in recognising unusual views for a variety of reasons, including
difficulties in implementing an organised visual search.

Normal subjects may make decisions in speeded reaction tasks after a single pass
through the ventral cortical system that engages the relevant detailed viewer-centred
description of objects. Recognition under degraded viewing conditions or on the first
trial with an object experienced in a completely novel view may involve many brain
systems even for normal subjects with checks being made to assess the viability of
the current interpretation. Damage, particularly in parietal systems, would impact on
recognition not so much because this system contains detailed viewer-centred
descriptions of objects but more because damage here disrupts search strategies,
translation of spatial relations to action plans, or control of fixation and attention. All
these processes are essential for gathering sufficient evidence for recognition in
difficult circumstances.

This explanation might account for some aspects of the original mental rotation
tasks of Shepard and Metzler (1971). The larger the difference between stimuli to be
matched the more difficult and time consuming the checking processes. It should be
noted, however, that the accumulation of cell responses described here does not
depend on sequences of eye movements made after an image is presented. The
effects on cell responses are seen before the onset of saccades and in situations in
which the eyes remain on fixation points (e.g. Oram and Perrett, 1992; Logothetis et
al., 1995).

6.2. The limits of generalisation

One question which arises concerns how generalisation is possible for totally
novel objects or for a familiar object experienced in a totally novel view/orientation.

If selective viewer-centred neural codes in temporal cortex are formed only after
experience, then they cannot be used for generalisation on the initial trial with a
totally novel object.

After becoming familiar with an object in just one specific circumstance (one
view, orientation and retinal size), one can ask how does recognition occur after a
dramatic rotation in depth or change in viewing circumstances? There are several
mechanisms which might contribute to generalisation of recognition in this circum-
stance.

First, view sensitive cells, that we presume are formed through experience with an
object from one view, may well aid recognition even after a dramatic change in
viewing circumstance. The success of recognition depends on where the novel test
view falls relative to the view, orientation and size tolerance functions of the rele-
vant cells. If the test view falls within the tuning functions, then the speed of
recognition will be a function of the difference between novel and familiar views.
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When the novel view is dramatically different but still within the tuning function, the
reaction time will be dramatically increased, and the recognition accuracy drama-
tically reduced (but still above chance). If the test view falls completely outside the
tolerance, then the cells we describe will be irrelevant.

It should be realised that the pattern sensitive representations described here are
tolerant to quite an extensive range of viewing conditions. Thus although the cells
depicted in Fig. 1 are selective for view, their response remains above baseline even
after 135 of rotation (baseline response to controls was approximately equal to the
180 rotated view). Generalisation on the initial trial after 1 8% rotation should be
possible for some familiar objects, although the rate of recognition would be very
slow because of the slow rate of accumulation of evidence in the relevant cell
populations. As noted the tuning functions of cells selective for a complex wire
frame (trained in a specific view) are narrow. Recognition may fail when the test
view is rotated 40 from a training view.

Second, some authors have argued that generalisations on initial and subsequent
trials with a new view employ different mechanisms (Jolicceur, 1985, 1990); the
account here may apply more to trials subsequent to the initial trial. It is relevant
here to ask, ‘what experience with an object from one view is necessary to derive
selective neural populations in temporal cortex?’ The answer will depend on
how much experience the observer has already had with a particular class of stimuli.
Evidence shows that cells in temporal cortex can show very quick adaptations to
new patterns of input that are versions of familiar objects and faces (Dolan et al.,
1997). Cells already responsive to faces can show modifications in selectivity to
new faces within a relatively short time course of 1-2 trials (Rolls et al., 1989). Of
course it may take far longer for temporal cortex cell populations to become
selectively tuned to subtleties of new object classes (Logothetis et al., 1994,
1995; Gauthier and Tarr, 1997b). Even when the relevant cells are wired up and
‘ready to go’ in temporal cortex, one can assume that synaptic connections allowing
such cells to have influence over neural control systems for arbitrary motor
responses (such as those chosen by experimental psychologists as an index of
recognition, e.g. ‘press right button if the stimulus is familiar’) take time and prac-
tice to optimise.

Third, the significance of an object (and semantic codes more generally) may be
accessed through multiple routes, they may be reached not only from the high level
view-centred pattern-selective cells described here but also from ‘elaborate feature’
sensitive cells in inferior temporal cortex or prestriate areas (Tanaka et al., 1991).
These cells code simple characteristics that may be sufficient to differentiate objects
on a coarse level. Some elaborate feature sensitive cells code features (e.g. brown
and spiky, or spotted texture and round shaped) that are relatively unaffected by
changes in orientation and view and size.

Recognition should be seen as a graded ability where performance depends on the
similarity of the target to alternative distracters (non-targets). If the distracters are
very dissimilar, then recognition is simple and can be made on the basis of simple
view independent features (colour, texture, or idiosyncratic features visible from
virtually any view).
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6.3. Measures of recognition: detection, discrimination, and categorisation

To account for recognition of novel test views of an object, one needs to consider:
(1) the angle between training and test views, (2) the tuning functions of cell
populations that become adapted to the training view or views and (3) the task.
After training on one view or orientation alone, then as the angle between training
and test view increases so will the reaction time in detection tasks. This increase
would continue up to the point where the training view falls outside the tuning
function of cells selective for the training view. At this point reaction time would
increase to infinity and recognition would fail.

For faces, view tuning at the cellular level is relatively broad’ 6Drotation is
required to reduce cell responses to 1/2 maximal response (Perrett et al., 1991). After
extensive training with paper clip and amoeboid figures the view tuning curves of
cells in temporal cortex are narrower (Logothetis et al., 1995). Thus, one would
expect generalisation across view to be more limited for paper clips than faces which
is what is observed psychophysically (Edelman, 1995; Logothetis et al., 1994).

In the situation where two views of the same object have become equally familiar
through training, we presume that two populations of cells would become tuned to
the object, each population specialised for one view and each showing a tuning
function. For recognition of the object class, activity in either population will pro-
vide evidence. One again predicts an increase in time for detection in proportion to
the difference in angle between the test view and nearest training view. Unlike the
mental rotation account, there is no need to define which training view is closest to
the test view; recognition is successful when activity in either population exceeds a
particular threshold.

If the two views have been associated with the same response or reward (i.e. the
subject ‘knows’ that two views are known to belong to the same object), then cells
higher up the processing stream will receive a convergent input from the two-view-
specific populations. In this case, recognition of the object class will be successful
when the summed activity of both view-specific populations exceeds a certain
threshold. Such association would have the effect of smoothing out the reaction
time dependence on view between the two trained views.

If a subject experiences two views of an object, the front viely é0d the side or
profile view rotated by 99 experience would result in cells that become tuned to the
features of the object. Amongst these cells there would be two populations of cells,
tuned to the 0 and 9Wiews. If we assume that the view tuning is broad (equivalent
to that observed for heads), seeing a novéMéw (lying directly between the front
view and side views) will activate both cell populations tuned to familiar front and
side views. The novel view is not more detectable than training views because it will
be sub-optimal for both front and side view-tuned cell populations. The combined
activity in both populations to the new view will not exceed that evoked by one of
the original training views.

It may help this description of generalisation to provide an analogy for colour
vision. We have three cone mechanisms tuned to short (blue), middle (green) and
long (red) wavelengths. The cones have wide spectral adsorption characteristics or
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tuning functions. If we take the red and green cones to stand for two populations of
view tuned cells, then the novel intermediate 4&st view is equivalent to light of
mid-long (yellow) wavelengths which will excite both red and green cones. Yellow
light is sub-optimal for red and green cones since it does not match the peak spectral
sensitivity of either cone. The total cone output to intermediate yellow light will not
exceed that produced separately by red or green light. Hence detection will not be
superior at stimulus values that fall between the peak sensitivities of two populations
of neuronal detectors.

In some circumstances, object and face discrimination performance can be super-
ior for the half profile view (with the front and side vies at°46 the line of subject’s
sight, Palmer et al., 1981; Harries et al., 1991; Perrett et al., 1994). In these tasks the
most efficiently recognised views may well be intermediate to the views represented
most numerously by visual cells in the subjects’ nervous system. This must, how-
ever, remain conjecture because the subjects’ perceptual history of views of familiar
objects and faces is usually unknown (though see Perrett et al., 1994).

In tasks where subjects are required to perform same-difference discriminations,
performance can depend on how activity in neural populations is modified by small
changes in the stimuli. Activity change in a neural population is greatest when a
stimulus falls on the slope of a tuning function, rather than close to the peak sensi-
tivity.

Supra-threshold wavelength discrimination is most efficient in the yellow region
of the spectrum, intermediate to wavelengths matched to the peak spectral sensitiv-
ities of green and red cones. This is because a small change in wavelength in the
yellow region of the spectrum will modulate the responses of red and green cones
more than an equivalent change at wavelengths close to the peak sensitivities of the
cones in the red or green regions of the spectrum. Thus, even for elementary sensory
processing, ‘intermediate stimuli’ can produce superior or inferior psychophysical
performance compared to stimuli matched to peak detector sensitivity depending on
the nature of the task (detection or discrimination) and how the neural codes are
being read (detecting any modulation above background activity or discriminating
changes in the level of population activity when activity is already above back-
ground).

In higher level visual processing, detecting stimulus change is more efficient (just
noticeable differences are smaller) at the boundary between two categories than
detecting change for stimuli at the centre of categories. Indeed superior discrimina-
tion between categories is the hallmark of categorical judgements (Young et al.,
1997). Superior discrimination at category boundaries has also been found for dis-
criminating facial expression (Etcoff and Magee, 1992; Calder et al., 1996), facial
identity (Beale and Keil, 1995) and discriminating object class (F. Newall, personal
communication). Categorical judgements are assumed to reflect the existence of
specialised neural populations with peak tuning matched to the centre of categories
(i.e. the underlying neural ‘detectors’ are tuned to the prototypical or canonical
examples of categories). Stimuli falling at the boundary between two categories
will therefore fall on the slopes of the tuning functions of neurones tuned to the
category prototypes. Superior same-difference judgements (in successive or simul-
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taneous discriminations) at category boundaries can be interpreted as resulting from
the fact that stimulus change at such boundaries will induce the greatest change in
neuronal activity amongst the cells tuned to the category prototypes.

Classification of stimuli as examples of one or other of two categories will suffer
further if the stimuli are moved away from the category prototypes. This will be
because the stimuli will fall further from the peak sensitivity of cells tuned to the
category prototypes, and evidence for the presence of either category prototype will
accumulate progressively more slowly. Object categorisation like object detection
will therefore show costs rather than benefits as one moves towards stimuli inter-
mediate to familiar categories (Young et al., 1997). Both the costs and benefits for
recognising intermediate stimuli in different types of recognition tasks can be seen
to arise from consideration of the response functions of detectors tuned to category
prototypes (Young et al., 1997).

For cells tuned to the front view of the head (the face Yr & 10 rotation of the
head starting with the half profile view (45—55will produce a greater change in
population activity than the same rotation starting with the face view (€-10
Predicting performance for same-different discrimination for head views is compli-
cated by unknown perceptual history with faces in general and by the fact that same-
different judgements could be performed with other strategies (e.g. judging degree
of symmetry). Predictions can be made from above considerations for the recogni-
tion of an asymmetric novel object (e.g. the paper clip stimuli of Poggio and Edel-
man, 1990; Logothetis et al., 1994; or symmetric ‘greeble’ stimuli of Gauthier and
Tarr, 1997b) trained extensively at two views separated by a rotation equal to twice
the band width of view sensitivity function for one view (1/2 width at 1/2 height).
With such training, a task requiring same-difference discrimination between view
pairs should peak in efficiency for views intermediate between the two training
views. By contrast, a task requiring detection of the object from any view, or a
task requiring categorical labels ‘Training view 1’ vs. ‘Training view 2’, should
show the highest cost function (lowest accuracy and longest reaction time) for
intermediate views.

6.4. Population vector hypothesis

Georgopoulos et al. (1982) and Georgopoulos (1995) have used ‘population vec-
tor analysis’ to read the activity of cell populations in motor cortex. Such analysis
has also been used to analyse cell responses in the visual system (Young and
Yamane, 1992; Hdidk, 1993; Oram et al., 1998). Under this analysis each cell
‘votes’ for its preferred direction with strength proportional to the activity evoked in
a test situation. Georgopoulos et al. (1989) observed that the population vector for
cells in motor cortex rotated over time, during the interval between the presentation
of a visual cue and an arm movement response matio8e direction of the cue.

At the beginning of the trial the direction of the population vector pointed towards

the sensory cue and later pointed in the direction of the monkey’s reaching move-
ment. The gradual rotation of the population vector direction through intermediate
directions was likened to mental rotation (see also Lurito et al., 1991). Whatever
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neural mechanisms underlie this sensory-motor phenomenon in motor cortex, they
need not necessarily relate to the recognition of familiar objects from unusual views
and the processing in temporal cortex.

To study recognition of objects from unusual views, we have been recording
activity in visual areas rather than in motor cortex since the subjects are not required
to make movements. In our test situation objects were presented in a variety of views
and orientation. When unusual views of familiar objects were presented, subjects in
our test situation were not required to make any imagined rotations, though mental
rotation accounts of recognition would suggest that such rotations take place
whether they are consciously imagined or implemented without subjects awareness.

It is relevant to review the time course of activity in cells when an object is
presented at some intermediate angle to the cells’ preferred view. In this situation
mental transformation models of recognition would predict that activity in such cells
would commence at an intermediate time. Our findings show that cells tuned to
views intermediate to the test stimulus are activated at intermediate rates, but not at
intermediate times.

When an unusual orientation or view is presented our recordings show that cells
tuned to a range of different views or orientations are activated. Each cell is acti-
vated in proportion to the angle between the test view and the cell’s preferred view/
orientation. For an inverted stimulus orientation, cells tuned to inverted orientations
are activated most, those tuned to upright are activated least and those tuned to
intermediate orientations at activated at intermediate amounts. The same is true for a
back view with cells tuned to the back activated most, those tuned to the front are
activated least and those tuned to intermediate side views activated to intermediate
amounts. Our analysis shows that cells tuned to different orientations and views
begin firing at the same latency but with different rates. We find that the cells tuned
at intermediate views or orientations are activated at intermediate rates but not at
intermediate latencies; they begin activity at the same time as those tuned to the test
view or orientation. The relative degree of activation amongst cells (tuned to the test
view, intermediate view or opposite view) does not change with time since stimulus
appearance.

We hypothesis that the speed of recognition of the object is determined by the
time for activity in the entire population of differently tuned cells to exceed a given
criteria. This time to threshold reflects the frequency of cells with different orienta-
tion and view tuning. For unusual test views the small numbers of cells tuned to
these unusual views will fire at high rates while larger numbers of cells tuned to
more typical views will fire at medium to low rates. By contrast, for frequently
experienced test views, large numbers of cells tuned to the typical views will fire at
high rates, and the rare cells tuned to unusual views will fire at low rates.

Consideration of population vector coding with the present data from temporal
cortex also suggests that there is no mental rotation in the recognition of faces. The
rank order of stimulus effectiveness is apparent at response onset and is maintained
throughout test periods of 1 s duration (Oram and Perrett, 1992). Moreover, the
tuning of cells is independent of their preferred view/orientation (Oram and Perrett,
1992). Therefore the population vector analysis applied to the entire population of
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cells responsive to the face (from any view or orientation) points in the same
direction from response onset to end of trial. If an inverted face image were
presented, the population vector would indicate an inverted orientation throughout
the trial period. While the direction of the population vector can be used to estimate
stimulus identity (including head view) with limited accuracy (Sanger, 1996;
Foldiak, 1993; Oram et al., 1998), it does not predict changes in behavioural changes
in recognition time from temporal cortical cell responses. The magnitude of the
vector is related to the total population response and might be more appropriate for
explanations of reaction times.

6.5. Evidence for mental transformations

The physiological explanation advanced here, accounts for the costs to object
recognition (in time and accuracy) that are associated with change in view. It should
be noted that the account does not address mechanisms underlying imagery. Ima-
gery and imagined sensory-motor transformations may well have a role in a variety
of tasks (e.g. subjects imagining moving their own hand to match an unusual view of
a hand, Bonda et al., 1995; Parsons et al., 1995).

The cellular mechanisms within the ventral cortical stream that are described here
are appropriate for the recognition of familiar objects encountered in unusual views.
Other brain mechanisms may be involved in matching unfamiliar objects, in sen-
sory-motor transformations or in the use of proprioceptive information to classify
images of body parts (Bonda et al., 1995; Parsons et al., 1995). Indeed Cohen et al.
(1996) note that classical mental rotation tasks do not engage the ventral visual
stream but rather areas of the dorsal cortical pathway and frontal lobes.

The phenomena most often cited as evidence for a transformational process
underling recognition of rotated stimuli include experiments in which prior informa-
tion about stimulus orientation can null the extra time required to recognise rotated
stimuli (e.g. Cooper and Shepard, 1973). These authors propose that ‘the subject
carries out a purely mental rotation of.... a mental image of the anticipated stimulus’.
To account for these effects without invoking transformations, we propose that prior
information about the upcoming stimulus (priming) acts on the same representation
(i.e. cell populations) as the visual stimulus itself. We assume that the efficiency of
priming is proportional to the degree to which the stimulus is therefore represented
in the nervous system. The effectiveness of priming will parallel the effectiveness of
visual activation during normal unprimed recognition. That is, priming will be less
effective for more unusual views. Hence an increasing amount of time will be
needed for prior information to prime increasingly rotated stimuli.

This explanation is post-hoc, as we do not have data on how cells are influenced
by prior information during tasks equivalent to the Shepard and Metzler tasks. Some
insight is available from ‘delayed matching to sample’ paradigms. With attention
directed to stimuli within a cell's receptive field, then when the match stimulus is the
same as the sample stimulus, cell responses are augmented during the match phase
compared to when the sample and match differ. The augmentation is proportional to
the cell’'s response to the stimulus when unprimed (McAdams and Maunsell, 1996).
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In other words, the enhancement is greatest for cells optimally tuned to the stimulus
in question. In this situation, priming due to prior information about the stimulus
(seeing the sample) acts on the same cell population that represents the visual
appearance of the stimulus itself. Furthermore, the magnitude of the priming is
proportional to the strength of the stimulus representation in the nervous system.

A further effect interpreted as supporting internal transformation processes
includes the impression that alternating presentations of differently oriented stimuli
give a compelling demonstration of continuous rotation. Indeed, subjects can place a
marker to indicate where the image passes at successive moments during the inter-
polated rotation. This phenomenon need not require the cellular explanation we have
provided relating RTs to neural population responses. The perceptual impression of
a smooth trajectory may be more related to the illusion of apparent motion. Early
work by Wertheimer (1912) showed that apparent motion of objects can extend over
large angles of rotation. Furthermore Kolers (1972) showed that the transition
between start and end shapes during apparent motion is perceived to be a smooth
transformation even when shape changes occur.

The perceptual history of apparent motion can influence the perceived trajectory.
For example seeing a bar rotating back and forward around one end with rotations
occurring over a gradually increasing angle, starting with an acute angle but slowly
increasing to an obtuse angle, can induce apparent rotation throughatldér than
motion through the shorter path with than an angle less thah Ii8fhental rotation
tasks too when subjects are given enough biasing they appear to rotate stimuli ‘the
long way around’.

Mirror image stimuli are recognised according to reaction time (RT) functions
that are predicted by the assumption that subjects mentally rotate stimuli along the
most efficient axis. For some 2-D stimuli this would appear to include a flip in depth,
since some 2-D stimuli rotated through 28fan produce faster RTs than stimuli
rotated 90 (Tarr and Pinker, 1989; Tarr, 1995). Such phenomena appear to lie
outside the physiological explanation advanced here. The unusually fast reaction
times when matching mirror equivalent stimuli may arise in part from equivalence in
orientation of some features across 188tation or mirror reflection. In general, the
resolution of mechanism will depend on obtaining comparable physiological and
psychological measures in the tasks requiring processing of the special stimulus
classes and orientations that produce anomalous results.

The mental rotation explanation of the paths taken, including flips in depth is,
however, not without problems. To rotate mentally the image (or its representation)
along the optimal path, it is necessary to know the start and end points of the path. A
difficulty with mental rotation accounts of object recognition concerns recognising
which way to rotate the object when encountered in an unusual view. Information
about an object might be pre-processed to establish which way to rotate it to bring it
upright, prior to a matching process for identification. Admittedly, there are some
cues from distinctive object features which might point to the relation of an object’s
axis to gravity and hence guide rotation (Ullman, 1989) but if one can recognise
which way an image needs to be rotated, then to some extent the process of rotation
is redundant since recognition has already been accomplished (Corballis, 1988).
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In the account provided here, there is no need to pre-process an object to realise its
likely orientation so that a mental rotation can take place subsequently. The system
just accepts evidence in proportion to the activity of the relevant visually responsive
cells in temporal cortex and elsewhere. Cells responsive to the face in temporal
cortex will have outputs to brain systems capable of accessing semantic associations
for faces (including verbal labels in the case of humans) and activating appropriate
behavioural outputs. These associations will be more likely to be retrieved when
face stimuli are presented in a frontal view, upright orientation and at a normal size,
because under these conditions there will be more activity from cells in the temporal
cortex already tuned to faces. Mental rotation has been invoked as an additional
process to cope with unusual views. By contrast it is argued here that both typical
and unusual views can be recognised using viewer-centred cells which operate in the
same manner; unusual views take longer simply because there is less machinery
dedicated to their processing.

Exposure to one particular view of an object increases the number of cells tuned to
that view (Logothetis et al., 1995). This will decrease the time taken for the cumu-
lative population response to exceed a threshold for that training view. This accounts
for the selective improvement in recognition seen at the trained view or orientation
(Logothetis et al., 1994; Perrett et al., 1988a; Tarr, 1995). Experience at all views
during a task will increase the proportion of cells tuned to the previously unfamiliar
views/orientations and may reduce the threshold of the population response required
for behavioural output. This neural population account covers the wide variation in
the RT-orientation slopes in different tasks without invoking different recognition
strategies.

6.6. Explaining behavioural generalisation from physiological mechanisms

The proposed account suggests that people take longer to recognise an object in
unusual orientations because the neural representation of that object is less strongly
activated. This does not provide a full explanation of recognition of unusual views
since it does not explain how and why the neurones fire as they do. This section
briefly considers why the neural representation of familiar objects is sensitive to
viewing conditions.

One can ask how individual cells exhibit response selectivity for complex stimuli
and simultaneously show sensitivity to orientation, size and view. We suggest that
the orientation and size sensitivity of cells at progressively higher levels of pattern
processing is inherited from preceding stages, as cells in each level pool the activity
of particular orientation and size specific feature detectors of lower levels (Perrett
and Oram, 1993; Oram and Perrett, 1994; Fukushima, 1980). This process could
establish the Elaborate feature detectors described by Tanaka et al. (1991) in the
inferior temporal cortex from simpler features in prestriate cortex. Increased com-
plexity of pattern selectivity and sensitivity to configuration can be achieved by
combining several the outputs of several elaborate feature detectors which are
themselves conjunctions of elements. Rearranged configurations (such as jumbled
face parts) yield images lacking some of the 2-D visual features present in the
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normal configuration (Perrett and Oram, submitted). Sensitivity to the configuration
of one view of a face can be generated in this way even when elaborate feature
detection exhibits translation invariance over the parafovea.

While this scheme may explain the orientation sensitivity of individual cells to
faces, it does not account for the overall tuning of the cell population. The popula-
tion of cells responsive to faces exhibits tuning with respect to orientation and is
biased to upright orientations. The bias can be explained by postulating that, through
learning, the tuning of cells comes to reflect the statistics (e.g. frequency) of the
images that we see. We see more upright than inverted faces. There is growing
evidence that temporal cortex cell selectivity is indeed biased towards images
experienced as an adult (Logothetis et al., 1995; Miyashita and Chang, 1988; Perrett
et al., 1984). Competitive learning mechanisms (e.ddiBk, 1991) coupled with
visual experience may account both for cell selectivity for objects that are frequently
seen and for the cell sensitivity to the viewing conditions in which the objects are
seen.

What is important for the current paper is the inheritance of orientation and size
specificity from early cortical processing. This specificity coupled with experience-
dependent plasticity will produce bias in the population activity towards frequently
seen views of faces. The dependence of RTs on orientation at the behavioural level
is therefore explicable just from considering cellular mechanisms. There is no
need to postulate additional mental operations to account for generalisation func-
tions.

Examination of Fig. 1 shows that there is no systematic variation in onset latency
of responses and viewing condition. Indeed, examination of cell responses to stimuli
of different effectiveness shows that response latencies are coincident (within the 5
ms accuracy of measurement, Oram and Perrett, 1992, 1994). Previous reports of
increased response latencies to rotated images of faces may reflect an artefact of
measurement. Most, though not all, cell responses to non-upright faces are smaller
and have slower rise times than responses to upright faces (Perrett et al., 1984, 1985,
1988b; Wachsmuth and Perrett, 1997). The smaller response magnitude means that
with limited samples of trials it takes longer for a cell’'s response to a rotated face to
exceed any statistical criterion (Perrett et al., 1984, 1985, 1988b).

If cell responses reflected mental transformations, then one would predict a
systematic change in latency of response onset with change in view, orientation,
size and part visibility. For example, a cell tuned to an upright face should not
respond to an inverted face until the image has been mentally rotated By 180
Thus inverted images should take longer to activate cells. We report here that
cells do not show this predicted change in onset latency. Separation in the cumula-
tive population response to different viewing circumstances occurs after response
onset and amplifies over time. So the cells are not themselves implementing trans-
formations nor are they reflecting the outputs of transformation processes occurring
elsewhere. Since the behavioural RT-orientation functions can be predicted from the
neural operations we describe, Occam’s razor can be applied to conclude that there
is no need to postulate additional transformation mechanisms for recognising famil-
iar objects.
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