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Many welfarists—be they utilitarians, prioritarians, or something else—
wish to assign to each possible state of the world a numerical value that
measures something like its moral goodness. Using this number, they can
compare the moral goodness of any two states of the world; and perhaps
they can use also this quantity to determine the morally right actions to
choose in a situation of uncertainty—perhaps the morally right action is
the one that maximizes moral goodness in expectation from the point of
view of the chooser’s subjective probabilities.

How, then, are we to determine this quantity? How should we measure
the moral goodness of a state of the world? For the welfarist, it is a func-
tion of the levels of well-being of each morally relevant individual who
inhabits that world. These individuals might include non-humans as well
as humans; they might individuals extended over their whole lifetime, or
instead temporal parts of individuals that span some shorter part of their
life. I take no position on either of these questions here. Formally, we need
only assume that there is a population of size n > 0; we assume this popu-
lation is fixed, so that it contains exactly the same individuals at each state
of the world; and for each individual i within that population, there is a
numerical measure ui of their well-being at that state of the world. (Later,
we will return to the scale on which their well-being is measured.)

Given this, we can state the utilitarian measure of moral goodness:

Utilitarianism.

U(u1, . . . , un) =
u1 + . . . + un

n

(Since we are working with a fixed population, the difference between av-
erage and total utilitarianism is not relevant.)
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For the utilitarian, increasing an individual’s well-being by a given amount,
while holding everyone’s fixed, increases the moral goodness of the state
by the same amount regardless of how much well-being that individual has
already. For the prioritarian, on the other hand, increasing someone’s well-
being by a set amount adds less to the moral goodness of the world the
greater their prior level of well-being (Parfit, 2000, 2012; Adler & Holtug,
2019). So, we can state the prioritarian measure of moral goodness as fol-
lows:

Prioritarianismg.

Pg(u1, . . . , un) =
g(u1) + . . . + g(un)

n

where g is a strictly increasing and strictly concave function, so that g(a +
ε) − g(a) > g(b + ε) − g(b) whenever a < b. Different choices of g give
different versions of prioritarianism.

Finally, we state a slight variant on standard prioritarianism, which
we call expected equally distributed equivalent (or EEDE) prioritarianism
(Fleurbaey, 2010). This takes the prioritarian’s measure and applies to it
the inverse of the concave function that was used to generate it. An impor-
tant consequence of this is that the moral goodness of a state is the level of
well-being such that, if everyone were to have it, that would be the moral
goodness of the state.

EEDEg.

Eg(u1, . . . , un) = g−1
(

g(u1) + . . . + g(un)

n

)

(Note: Eg(u, . . . , u) = g−1(g(u)) = u. Also note: Eg is well-defined, since g
is strictly increasing.)

How are we to motivate the utilitarian’s measure of moral goodness, or
the prioritarian’s, or the EEDEist’s? On the standard approach, we axioma-
tise them. That is, we lay down a set of axioms that govern the ordering
of states of the world by their moral goodness and we prove that only the
orderings that agree with our measure of moral goodness satisfy them all;
or we lay down a set of axioms that govern the preferences of the social
chooser over uncertain prospects, and show that they must be combining
their subjective probabilities with our favoured measure of moral goodness
to set those preferences. So Harsanyi (1955) axiomatizes the utilitarianism
in the second way, McCarthy (2008) axiomatizes prioritarianism in the first
way, and Fleurbaey (2010) introduces and axiomatizes the EEDE approach
in the second way. In this paper, I want to explore an alternative approach.
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1 Justifying the measure of moral goodness to each

The central idea behind this alternative approach is contractualist: it says
that a legitimate measure of moral goodness is one that could be justified to
each member of the population in question. Contractualists tend to focus
on the legitimacy of decisions made on behalf of the population, and they
say that such a decision is legitimate if it can be justified to each member of
the population. Here is Scanlon:

An act is wrong if its performance under the circumstances would
be disallowed by any set of principles for the general regulation
of behaviour that no one could reasonably reject as a basis for
informed, unforced, general agreement. (Scanlon, 2000, 153)

Our approach here is only slightly different: here, it is the measure of moral
goodness that must be justified to each, not the decisions made using it,
though of course those might be justified to each indirectly by appealing
to this measure of moral goodness and noting that it can be justified to
each. So we seek account of moral goodness that none of the individuals in
question could reasonably reject as a basis for measuring the moral value
of a state of the world.

How, then, do we justify a measure of moral goodness to each individ-
ual? Each individual i would prefer the social chooser to use i’s own mea-
sure of well-being to make choices that will affect her, just as i would prefer
them to use i’s own preference ordering for the choice. So, i would prefer
the social chooser to use ui. But they recognise that such a choice is not justi-
fiable to others in the population; some of the others could reasonably reject
that. They recognise that they must reach some sort of compromise with
those others. But of course some compromises are more reasonable than
others; and some are better justifiable to a given member of the population
than others. Each member recognises that the social chooser’s measure of
moral goodness is going to have to deviate from the well-being function of
at least some of the members of the population, providing some of them
have different levels of well-being. But we can nonetheless justify it to each
of them if it doesn’t deviate more than is necessary, and if the deviations
from each member are given equal weighting in whatever process we use
to determine it.

Here’s a proposal for how to satisfy those conditions. First, we need a
measure of the distance d from a proposed compromise to an individual’s
level of well-being. If u is the proposed compromise and ui is the individ-
ual’s well-being, d(u||ui) is the distance from u to ui. In fact, as we’ll see be-
low, we don’t want to restrict to functions that have all the standard mathe-
matical properties of a distance, such as symmetry and the triangle inequal-
ity, so instead we assume only that d is a divergence: that is, d(u||u) = 0
for all u in the domain of d, and d(u||v) > 0 whenever u ̸= v. (We’ll return
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to the domain of these functions below.) Given such a function d, a natural
way to ensure that, for each individual i, the divergence d(u||ui) from a can-
didate measure of moral goodness u to their level of well-being ui is given
due weight is to say that the moral goodness is the candidate compromise
that minimizes the sum of divergences from it to the individuals’ levels of
well-being. That is, the moral goodness of a state in which individual 1 has
well-being u1, individual 2 has well-being u2, and so on, is

arg min
u

n

∑
i=1

d(u||ui)

at least where such a unique minimum exists.
That’s the proposal. It is inspired by a suggestion from the judgment

aggregation literature. It appears first in work by Konieczny & Pino Pérez
(1998, 1999) on merging databases; it is then extended by Osherson & Vardi
(2006), Predd et al. (2008), and Pettigrew (2019, 2022) in their treatment of
aggregating sets of probabilistic judgments. The idea is that the set of prob-
ability judgments that aggregates the probability judgments of some set of
individuals is the one whose total distance to the probability judgments of
the individuals is minimal.

In what follows, I will list some well-known divergences and families
of divergences; I’ll show the measures of moral goodness to which they
give rise when combined with this proposal; and I’ll end by adapting two
existing axiomatic characterizations of such divergences to pin down di-
vergences that give us utilitarianism and some natural versions of EEDE,
respectively.

2 Measuring divergence between individual and com-
promise

In this section, I describe some divergences. These are all popular diver-
gences in the wide variety of disciplines that appeal to such measures. I
will define them on S × S, where S is either the set of all real numbers R or
the set of positive real numbers R+.

Quadratic.1 q(u||v) = (u − v)2 (u, v ∈ R)

I-divergence.2 k(u||v) = u log u
v − u + v (u, v ∈ R+)

1This is sometimes known as the squared Euclidean distance and it is used in the least
squares method in statistics.

2This is sometimes known as the generalized Kullback-Leibler divergence, where the
Kullback-Leibler divergence measures distance from one probability distribution to an-
other, and is sometimes known as the relative entropy (Kullback & Leibler, 1951). The
generalization is due to Imre Csiszár (1991).
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Itakura-Saito.3 i(u||v) = log v
u + u

v − 1 (u, v ∈ R+)

Powerα. pα(u||v) = 1
α (v

α − uα) + vα−1(u − v) (u, v ∈ R+, α < 1, α ̸= 0)

Each of these four divergences belongs to the family of Bregman diver-
gences, which is defined as follows. Suppose S = R or S = R+. Then, if φ
is a strictly convex, differentiable function on S, then

Bregmanφ.4 dφ(u||v) = φ(u)− φ(v)− φ′(v)(u − v) (u, v ∈ S)

So, to calculate dφ(u||v), we take the linear function that gives the tangent
to φ at v, extend it to u and take its value there, and subtract that from the
value of φ at u. This is illustrated in Figure 1.

The following table gives the strictly convex, differentiable functions
that generate the four divergences given above:

Divergence φ(x)

Quadratic x2

I-divergence x log x

Itakura-Saito − log x

Powerα − 1
α xα

Next, I define the α-divergences:

α-divergence. aα(u||v) = v
α − u

α−1 +
uα

vα−1α(α−1) (u, v ∈ R+, α ̸= 0, 1)

Each divergence in this set is a member of the family of f -divergences intro-
duced by Imre Csiszár (1963). These divergences have the form d(u||v) =
v f
( u

v

)
, for a continuously differentiable, strictly convex function f on R+.

The α-divergence is the f -divergence generated by the function fα(x) =
xα−αx+α−1

α(α−1) . The so-called Hellinger distance is the α-divergence for α = 1
2

(Hellinger, 1909).

3 Minimizing the total divergence to the individuals

In this section, I work through the divergences we met in the previous sec-
tion and say what happens when we minimize total divergence from com-
promise to the individuals. In each case, the fact is an easy consequence of
calculus, since the divergences are all differentiable in their first argument.

3This is due to Itakura & Saito (1968).
4This definition is due to Bregman (1967).
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φ(v)

φ(u)

φ(v) + φ′(v)(u − v)

φ(u)− φ(v)− φ′(v)(u − v)

Figure 1: The blue line graphs the function φ, the red line graphs the linear function that
gives the tangent to φ at v, and the length of the dashed line gives the difference between
the value at u of φ, and the value at u of that linear function; that difference is the Bregman
divergence from u to v.

Proposition 1.

q arg minu ∑i q(u||ui) = u1+...+un
n

k arg minu ∑i k(u||ui) = n
√

u1 . . . un

i arg minu ∑i i(u||ui) = n
1

u1
+...+ 1

un

pα arg minu ∑i pα(u||ui) =
(

uα−1
1 +...+uα−1

n
n

) 1
α−1

where α < 1, α ̸= 0.

dφ arg minu ∑i q(u||ui) = g−1
(

g(u1)+...+g(un)
n

)
where g = φ′.

aα arg minu ∑i aα(u||ui) =

(
n

1
uα−1

1
+...+ 1

uα−1
n

) 1
α−1

=
(

u1−α
1 +...+u1−α

n
n

) 1
1−α

The first thing to note is that:

(i) the quadratic divergence gives utilitarianism;5

(ii) the I-divergence gives EEDE prioritarianism with gk(x) = log x;6

5Of course, this has the form of EEDE definitions of the moral goodness of a state, with
g(x) = x; but since g(x) = x isn’t strictly concave, it is not a version of EEDE.

6This is because n
√

u1 . . . un = e
log u1+...+log un

n .
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(a) g(x) = x (b) g(x) = log x (c) g(x) = − 1
x (d) g(x) = x

1
2

Figure 2: The linear function that generates utilitarianism (a), and concave functions that
generate different versions of EEDE prioritarianism (b)-(d).

(iii) the Itakura-Saito divergence gives EEDE prioritarianism with gi(x) =
− 1

x ;

(iv) the powerα divergence gives EEDE prioritarianism with gpα(x) =
−xα−1, for α < 1, α ̸= 0;

(v) the Bregmanφ divergence gives EEDE prioritarianism with gdφ(x) =
φ′(x), whenever φ′ is strictly concave (φ′ is guaranteed to be strictly
increasing because φ is strictly convex, and so φ′′ > 0).

(vi) the α-divergence gives EEDE prioritarianism with gaα(x) = x1−α, for
0 < α < 1.

These functions are plotted in Figure 2. To illustrate the differences be-
tween the versions of EEDE prioritarianism to which gk, gi, and gpα give
rise, consider populations with two individuals; write (u1, u2) for the wel-
fare distribution in which the first has well-being level u1 and the second
has u2; and write <U for the utilitarian ordering of worlds and <Eg for the
EEDE ordering with concave function g. Then:

(i) (28, 12) >U (18, 19) but (28, 12) <Egk
(18, 19).

(ii) (28, 12) >Egk
(18, 16) but (28, 12) <Egi

(18, 16).

(iii) (28, 12) >Egi
(3, 114) but (28, 12) <Egp1.5

(3, 114).

(iv) (28, 12) >Egk
(6, 40) but (28, 12) <Egp1.5

(6, 40).

Aside: Another interesting fact to note is that each of the quadratic
divergence, I-divergence, and Itakura-Saito divergence takes as its mini-
mum a different Pythagorean mean. The total quadratic divergence to a set
of numbers is minimized at the arithmetic mean; the total I-divergence is
minimized at the geometric mean; and the total Itakura-Saito divergence is
minimized at the harmonic mean.
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4 Minimizing the total divergence from the individu-
als

Above, I mentioned I would use divergences rather than distances because
I didn’t want to assume symmetry: that is, I want to allow that the diver-
gence from u to ui is different from the divergence from ui to u. Indeed, of
the divergences I introduced in Section 2, only the quadratic divergence is
symmetric. And it is well-known that it is the only symmetric divergence
in the whole family of Bregman divergences.

In Section 3, I described the definitions of moral goodness that minimize
total divergence to the individual levels of well-being. In this section, I
explain which definitions minimize total divergence from the individuals.
Since the divergences can be asymmetric, the answer might be different in
the two cases. And indeed, for all Bregman divergences except quadratic
divergence, it is. Indeed, for all Bregman divergences it is the utilitarian
account of the moral goodness of a state that minimizes divergence from
the individual levels of well-being.

Proposition 2. Suppose φ is a strictly convex and differentiable function on S =
R or S = R+, and dφ is the Bregman divergence it generates. Then

arg min
u

n

∑
i=1

dφ(ui||u) =
u1 + . . . + un

n

Interestingly, for the α-divergences, it is not the utilitarian account that
minimizes, but a very slightly different EEDE prioritarian account:

Proposition 3.

arg min
u

n

∑
i=1

aα(ui||u) =
(

uα
1 + . . . + uα

n

n

) 1
α

5 Characterizing the divergences

The specific divergences I introduced in Section 2 are popular in the areas
of science that use such measures, such as statistics, image reconstruction
in tomography, and content search in databases (Csiszár & Shields, 2004;
Herman & Lent, 1976; Zhang et al., 2009). But for the normative purposes of
telling between different varieties of welfarism, we need principled reasons
in favour of one divergence or another. In this final section, I briefly survey
two of the most interesting approaches to such characterizations.
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5.1 The Order-Sensitivity Approach

The first is due to Marcello d’Agostino and Valentino Dardanoni (2009).
Let’s assume that d : S × S → [0, ∞] for S = R or S = R+. Writing u for the
vector (u1, . . . , un) in Sn and v for the vector (v1, . . . , vn) in Sn, they make
two assumptions.

Difference Sensitivity. There is continuous and strictly in-
creasing G : R+ → R+ such that

d(u||v) = G(|u − v|)

Monotone-Order Sensitivity. For n > 1, define

Dd(u||v) =
n

∑
i=1

d(ui||vi)

Now suppose we have u, v and 1 ≤ i, j, k, l ≤ n with the follow-
ing properties:

(i) ui, uj are ordered the same way as vi, vj;
(ii) uk, ul are ordered the same way as vk, vl ;

(iii) d(ui||uj) = d(uk||ul);
(iv) d(vi||vj) ≤ d(vk||vl).

Then, if

• vij is the vector that swaps the ith and jth entries in v,

• vkl is the vector that swaps the kth and lth entries in v,

then
Dd(u||vij) ≤ Dd(u||vkl))

And they prove:

Theorem 4. If d : S × S → [0, ∞] satisfies Difference Sensitivity and Monotone-
Order Sensitivity, then d is the quadratic divergence, that is, d(u||v) = q(u||v) =
(u − v)2.

Now, recall from Proposition 1 that, if we measure divergence from one
level of well-being to another using the quadratic divergence, then the com-
promise between that minimizes the sum of divergence from it to the indi-
viduals in a population is the utilitarian measure of moral goodness. So,
if we can motivate the two axioms that D’Agostino and Dardanoni use to
characterize that divergence, we have an argument for utilitarianism. So
let’s turn now to these.

The idea behind Difference Sensitivity is straightforward: the diver-
gence from u to v should depend only on the difference between u and
v. One thing to note about this axiom is that it entails Symmetry:
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Symmetry. d(u||v) = d(v||u), for all u, v in S.

As we noted above, the only Bregman divergence that satisfies Symmetry
is the quadratic divergence q. We state that result formally here now:

Proposition 5. Suppose φ is a strictly convex, differentiable function on S. Then,
if dφ satisfies Symmetry, then it is the quadratic divergence, that is, dφ(u||v) =
q(u||v) = (u − v)2.

So, once we meet Csiszár’s characterization of the Bregman divergences
below, we can add this to obtain a characterization of the quadratic diver-
gence.

The idea behing Monotone-Order Sensitivity is this. Sometimes, you
need to measure the divergence from one sequence of levels of well-being
to another. This is common practice, for instance, in the study of intergen-
erational economic mobility, where you wish to measure how far the well-
being of one generation lies from the well-being of their offspring (Cow-
ell, 1985; Fields & Ok, 1996). In such cases, if two individuals in the first
generation are ordered in one way—let’s say that ui > uj—and the cor-
responding individuals in the second generation are ordered in the same
way—so that vi > vj—then if we look at the sequence of second generation
well-being levels, but we swap vi and vj, so that individual i in the second
generation now gets vj and individual j gets vi, then we call that an order-
reversing swap. And one assumption that is often made about divergences
from one sequence of well-being levels to another is that order-reversing
swaps should increase divergence (Atkinson, 1983; Dardanoni, 1993). The
idea is that, as well as measuring the sum of the divergences from one well-
being level to another, it would be beneficial if our divergence could reflect
similarities and differences between more global properties of welfare dis-
tributions, like the order of two individuals’ levels of well-being. Keeping
everything else equal, simply reversing the order of two individuals in the
second generation who were also ordered in that way in the first generation
increases the distance from the first generation.

Now that isn’t quite what Monotone-Order Sensitivity demands, and
indeed there is a whole family of divergences measures for which order-
reversing swaps increase divergence, namely, the Minowski distances (when
the power p > 1). Instead, Monotone-Order Sensitivity tells us something
about how two order-reversing swaps relate to one another. It says that,
if one order-reversing swap switches vi and vj, while another switches vk
and vl , and the first-generation well-being levels ui and uj are exactly as far
apart as uk and ul , and the second-generation well-being levels vi and vj
are no further apart than those of vk and vl , then the first generation and
the second generation with vi and vj switched are no further apart than the
first generation and the second generation with vk and vl switched. That is,
roughly, larger divergence between the swapped well-being levels leads to
larger increases in the divergence from first generation to second.
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5.2 The Projection Approach

The second approach I’ll describe is due to Imre Csiszár (1991). He is in-
terested in the following sort of situation, where, as before, S is either R or
R+. You have an n-dimensional vector of real numbers v from Sn, and you
have a set of such vectors L ⊆ Sn and you want to identify the vector in L
whose divergence from v is minimal. This problem comes up in a number
of different contexts. For instance, v might give your prior probabilities
over a range of possibilities and L might contain the probabilities that sat-
isfy certain constraints that your new evidence places on your posterior
probabilities, and you might wish to find the candidate posterior probabil-
ities that satisfy the constraints of your new evidence but deviate as little
as possible from your priors (Diaconis & Zabell, 1982). Another example,
closer to our purpose here: the vectors in Sn might give distributions of
well-being; v might be the ideal distribution of well-being within a society
with n members; and yet your society, in its non-ideal way, might be able
only to achieve a distribution of well-being that lies in the set L, and again
you might wish to identify the distribution from that feasible set that lies
the shortest distance from the ideal, for you think of that as the best you
can do within the limits of your constraints.

Throughout, Csiszár is interested only in sets L ⊆ Sn that are defined
by linear constraints. That is, he restricts to those L ⊆ Sn such that there is
a matrix A in Rm×n and a vector b in Rm for which

L = {u ∈ Sn | Au = b}

We write Ln
S for the set of such spaces. We write Mn

S for the set of (n − 1)-
dimensional spaces, so that L is in Mn

S iff there is a vector a in Rn and a
number b in R such that

L = {u ∈ Sn | aTu = b}

Given a divergence d, let

Πd(L | v) = arg min
u∈L

n

∑
i=1

d(ui||vi) = arg min
u∈L

Dd(u||v)

when this minimum exists and is unique. We can think of this as the projec-
tion of v into L. Initially, Csiszár makes four assumptions:

Existence. For any v in Sn and any L in Ln
S, Πd(L | v) exists.

Distinctness. Given any two L ̸= L′ in Mn
S,

Π(L | v) ̸= Π(L′ | v)

Continuity. d(u | v) is a continuous function of u.

Transitivity. For any v in Sn and any L′ ⊆ L in Ln
S,

Πd(L′ | Πd(L | v)) = Π(L′ | v)
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And he proves the following theorem (Csiszár, 1991, Theorem 4):

Theorem 6. If d : S × S → [0, ∞] satisfies Existence, Distinctness, Continuity,
and Transitivity, then there is strictly convex and differentiable φ such that d is
the Bregman divergence generated by φ, that is, d(u||v) = dφ(u||v) = φ(u) −
φ(v)− φ′(v)(u − v).

Note that, combining Proposition 5 and Theorem 6, we obtain:

Proposition 7. If d : S × S → R+ satisfies Existence, Distinctness, Continuity,
Transitivity, and Symmetry then d(u||v) = q(u||v) = (u − v)2.

He then states two further conditions. To state these, we introduce a
little standard notation:

• λu = (λu1, . . . , λun);

• λL = {λu | u ∈ L};

• u + µ1 = (u1 + µ, . . . , un + µ);

• L + µ1 = {u + µ1 | u ∈ L}.

Scale invariance. For any λ > 0, L in Ln
S, and v in Sn,

Π(λL | λv) = λΠ(L | v)

Translation invariance. For any µ, L in Ln
S, and v in Sn,

Π(L + µ1 | v + µ1) = Π(L | v) + µ1

And then he proves the following theorem (Csiszár, 1991, Theorem 4):

Theorem 8.

(i) If d : R × R → [0, ∞] satisfies Existence, Distinctness, Continuity, Tran-
sivity, Scale Invariance, and Translation Invariance, then d(u||v) = q(u||v) =
(u − v)2.

(ii) If d : R+ × R+ → [0, ∞] satisfies Existence, Distinctness, Continuity,
Transivity, and Scale Invariance, then one of the following holds:

• d(u||v) = k(u||v) = u log u
v − u + v

• d(u||v) = i(u||v) = log v
u + u

v − 1

• d(u||v) = pα(u||v) = 1
α (v

α − uα) + vα−1(u − v) (α < 1, α ̸= 0)
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So, if we can motivate Existence, Distinctness, Continuity, Transitivity,
and Scale and Translation Invariance for divergences defined on all the real
numbers, then we can pin down the quadratic divergence and thereby gain
another argument for utilitarianism, since it is their account of the moral
goodness of a welfare distribution that minimizes the total quadratic di-
vergence to the individual levels of well-being.

On the other hand, if we can motivate Existence, Distinctness, Continu-
ity, Transitivity, and Scale Invariance for divergences defined on all the pos-
itive real numbers, then we can narrow down the legitimate divergences
to: the I-divergence, the Itakura-Saito divergence, and the powerα diver-
gences (for α < 1, α ̸= 0). And if we use any one of these divergences to
measure how far an individual’s level of well-being lies from a putative
compromise, then the compromise that minimizes the total divergence to
the individual levels is a version of EEDE prioritarianism, as we saw in
Proposition 1.

So let’s work through these conditions to see what they have going for
them. Existence is a surprisingly powerful axiom. It requires that, for any v
and L, there is in u in L that uniquely minimizes divergence to v. Depend-
ing on whether we take S to be R or R+, this can rule out some standard
divergences:

• First, suppose S = R+. Then quadratic divergence doesn’t satisfy
Existence. For instance, if v = (2, 20) and L = {(u1, u2) ∈ R2

+ | u2 =
10 − u1}, there is no u = (u1, u2) in L that minimizes the quadratic
divergence from u to L. There is u in the line L∗ = {(u1, u2) ∈ R2 |
u2 = 10 − u1} of which L is a segment that minimises this uniquely,
namely, (−4, 14). But that minimizer, is not in L.

• Second, suppose S = R. Then I-divergence doesn’t satisfy Existence.
Indeed, k(u||v) is simply not defined for all u, v in R, specifically, if
u > 0 and v = 0.

This is why we see that, using similar conditions in the two parts of Theo-
rem 8, Csiszár characterizes quite different sets of divergences: in the first
case, S is R; in the second, S is R+. In our context, then, it matters the scale
on which well-being is measured.

Csiszár’s other powerful axiom is Transitivity. It is really this that does
much of the work in narrowing down to the Bregman divergences. And
yet it is a very natural assumption. Let us suppose that our task is to find
the welfare distribution, among those that are available to our imperfect
society, that minimizes distance to the ideal distribution. Suppose v repre-
sents the ideal distribution, L represents certain constraints, while L′ ⊆ L
represents more stringent constraints. Let u be the distribution in L that
minimizes divergence to the ideal v, that is, u = Π(L | v). That is, u is the
best distribution we can manage within the confines of L. So let’s assume
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we achieve that. But now say that further constraints come to be imposed
on our society, so that u is no longer feasible—these further constraints are
represented by L′. Then we might naturally say that we should move to
the distribution u′ within L′ that minimizes the divergence to u, that is,
u′ = Π(L′ | u). But we might also naturally say that we should simply
move to the distribution in L′ that minimizes divergence to the ideal v.
Transitivity says that these two strategies always agree. If we project v into
L, and then project the resulting vector into L′, then we obtain the same
vector as if we were to project v directly into L′.

The axioms that distinguish quadratic divergence from I-divergence,
Itakura-Saito divergence, and the powerα divergences, and that help distin-
guish all of them from the other Bregman divergences are Scale and Trans-
lation Invariance. (Symmetry also distinguishes quadratic divergence from
the other Bregmans.) Scale Invariance says that, if you scale up the con-
straints by a given factor and scale up the ideal vector by the same factor,
then the projection of the scaled up ideal onto the scaled up constraints is
the vector you get from scaling up the projection of the original ideal onto
the original constraints. One way to see why that might be desirable is
again to think of the projection of v onto L as the best possible welfare dis-
tribution among the feasible ones in L, that is, the one for which divergence
to the ideal is minimal. Scale Invariance then says that, if we multiply the
amount of welfare that can be distributed by a given amount, and thereby
scale up the ideal distribution by that amount as well as the feasible dis-
tributions, then the best in this new situation should be the best in the old
situation scaled up by that amount.

Translation Invariance says something similar, but instead of scaling up
the amount of wealth available and the distributions that are feasible, we
add a certain amount to each individual in the ideal distribution and the
same to the distributions that are feasible. Here we might imagine that,
exogenously, everyone is automatically given the same fixed amount of
well-being as a sort of starter pack, and that is outside the control of the
social chooser. The social chooser must then find the best way of distribut-
ing further well-being over this fixed base amount so that it satisfies the
constraints and is closest to the ideal. Translation Invariance says that the
best distribution of further well-being that the social chooser can disburse
is not sensitive to the base amount given exogenously.

6 Conclusion

The considerations in the previous section in favour of the various diver-
gences are not decisive, but they do provide a framework in which we
might tell between utilitarianism and various forms of prioritarianism. The
central idea is contractualist: the measure of moral goodness of a state of

14



the world is a compromise between the levels of well-being enjoyed by
individuals in that state of the world, just as the choices of a state are com-
promises between the choices that the various individuals within it might
make; in both cases, the compromises must be justifiable to each individual
involved; they must be such that no member of the population can reason-
ably reject them. We can ensure this by showing that the compromise mini-
mizes the sum of the divergences to the individual levels of well-being. As
we saw, different divergences give different results: some utilitarian, some
prioritarian. Future work should seek further characterizations of the di-
vergences that would allow us to better distinguish between utilitarianism
and prioritarianism. The present note is more concerned with laying out
the approach.
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