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Abstract

According to the most common interpretation of the simulation argument, we are
very likely to live in an ancestor simulation. It is interesting to ask if some families of
simulations are more likely than others inside the space of all simulations. We argue that
a natural probability measure is given by computational complexity: easier simulations
are more likely to be run. Remarkably this allows us to extract experimental predictions
from the fact that we live in a simulation. For instance we show that it is very likely
that humanity will not achieve interstellar travel and that humanity will not meet
other intelligent species in the universe, in turn explaining the Fermi’s Paradox. On
the opposite side, experimental falsification of any of these predictions would constitute
evidence against our reality being a simulation.
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1 The Simulation Argument

The simulation argument [1] is really a trilemma, in which our universe being a simulation

appears to be the most likely option. In a nutshell, the argument says that given our ever

increasing ability to run powerful computer simulations and no apparent physical limit, we

are led to conclude that we will be able to build realistic civilization-size simulations, such

as a computer simulation of the entire earth and human species. If it’s possible, then likely

someone else already did it, and the likelihood of us being the original simulators is slim.

A widespread belief surrounding the simulation argument is that being or not being

in a simulation doesn’t really have any implication for our lives. Or equivalently, the

simulation argument is often criticised as unscientific, since no definite universal testable

predictions have been made, where by universal prediction we mean a prediction common

to all simulations (or at least a very large part).

In the following paper we will show that augmenting the simulation argument with

an ansatz on the probability distribution over the space of simulations allows us to extract

universal probabilistic predictions about our reality, therefore bringing the simulation argu-

ment in the realm of falsifiable theories. Such an ansatz is inspired by generic considerations

regarding the finiteness of resources available to the simulators. We will start by assuming

that we are indeed in a civilization-size simulation and explore some of the observational

consequences of being inside a simulation.

2 The simplicity assumption

Let’s begin by noticing that if a fraction X of all the civilization simulations ever run in our

reference class has a given attribute, say that the maximum speed achieved by a man-made

spacecraft is less than 0.1 times the speed of light, then we should assign a probability of X

of observing that attribute in our simulation. Here we are using a very ”Bland Indifference

Principle”, as done in [1] for the simulation argument itself, treating our presence in a

certain simulation as equally likely among all the simulations, since we have no information

that could favour a given simulation. In particular we don’t need to invoke more powerful
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assumptions such as the Self-Sampling Assumption1 or the Self-Indication Assumption2 [2],

(in which we are considering an entire simulated civilization as the observer) since we have

no need of considering future observers or possible observers, but we can limit to study

only simulations that have actually been performed3.

One may argue that our reference class as human civilization is not well defined. For

instance is the reference class of the human species simulations including a universe in

which WWII never started? Probably yes. A universe in which we evolved tails? Probably

not. Without loss of generality, we can fix an arbitrary reference class and the arguments

of this paper will apply to that class4.

From our everyday experience we know that our simulations should at least be powerful

enough to be able to simulate our solar system, our particle physics experiments and our

(apparently?) conscious experience in great detail. In a typical multiplayer video game

setting, environments close to the players are rendered with high precision, while distant

sections of the game universe are only approximated. Given the current status of human

space colonization, we can argue that simulating in detail only the entire solar system would

be compatible with our observations.

Now the question is, what are the most likely simulations compatible with the observa-

tions that a civilization has about its own universe? An answer is given by the following

assumption:

The simplicity assumption (SA): If we randomly select the simulation of a civilization in

the space of all possible simulations of that civilization that have ever been run, the likelihood

of picking a given simulation is inversely correlated to the computational complexity of the

simulation.

In a nutshell, simpler simulations are more likely to be run. Or equivalently, simpler

simulations outnumber complex simulations.

Suppose that simulation A takes 1000 times more elementary computations than sim-

ulation B, to simulate the same civilization. How much more likely is B with respect to

1One should reason as if one were a random sample from the set of all observers in one’s reference class.
2Given the fact that you exist, you should (other things equal) favor hypotheses according to which many

observers exist over hypotheses on which few observers exist.
3The adventurous reader is free to include also those observers in the following.
4We will only require the class to be large enough for statistical arguments to apply.
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A? Here we provide two heuristic models for the probability of a simulation to be run as

a function of its computational cost, showing two possible extremes respectively scaling

exponentially and linearly. Both these models are wrong (even though the resulting distri-

butions may not be), but they are still useful since they allow to extract analytical results

and their limitations hint that the real SA scaling is somewhere in the middle.

It doesn’t matter how large, the simulators must have finite computational power at

their disposal at a given time, where by time we mean the time measured in the parent

universe, which has no relation with our time5. Here by simulators we mean the sum of

all the entities existing at any given time that are running simulations of our civilisation,

including simulated simulators. For the sake of concreteness one may want to picture the

simulators to be large international collaborations, universities, individual developers or

AIs, but we need to remember that nothing can be concluded a priori on the nature of the

simulators, aside from the fact that they should have some limit on computational resources

and computational efficiency.

Suppose that at tstart the (combined) simulators dedicate for the first time enough

computational power to run a simulation of our civilization in the simplest possible way.

Without loss of generality we call the associated computational power per unit of time

c1 = 1 and the unit of time τ . The simulators allocate this simulation power for a period

t1, during which they limit themselves to simulations of computational cost C1 = c1τ , for

many periods τ . Here we are making the restrictive assumption, which we will relax in the

next model, that the simulators do not embark in simulations more complex than what

they can simulate in a single period of time, using their current computational power per

unit of time.

After a period t1, they obtain a combined computational power per unit of time (which

for simplicity we assume being a multiple of c1) c2 = 2 c1, which they will maintain for a

period t2. At this point, in every unit of time τ , they have the option of allocating com-

putational resources to a single simulation of computational cost C2 or to two simulations

of computational cost C1. Apart from an initial period in which only few entities have the

resources to run these bleeding-edge simulations, for large n we have no reason to believe

5Notice that we are allowing the simulators to have unlimited resources, for instance due to an infinite

universe, but not to be able to harness infinite computational power instantaneously.
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that allocating computationally resources in one way should be preferred, as we are con-

sidering a large number of independent simulators with different computational power and

goals, some of them even in different nested levels of simulations. So we assume that, in

a first order approximation, all possible ways in which the computational resources ded-

icated to simulations can be partitioned are sampled uniformly over many units of time.

In the example above, the simulators would run {C1, C1} and {C2} roughly with the same

frequency, over many units of time τ in t2.

This implies that at large n for a single instance in which a simulation of cost Cn is run

there are also n1 instances of C1 simulations, where (see appendix):

n1 ≈
e
π
√

2
3
(n−1)

(n− 1)
(1)

Moreover, contrary to Cn simulations, simulations costing C1 were also run for all

the tk with k < n. So C1 simulations exponentially outnumber Cn simulations. Using

the indifference principle, finding the occurrences of a set of simulations equals finding the

probability p of being in one of those simulations, up to an unknown normalization constant

N̂ :

pk = N̂nk (2)

Therefore

p1
pn
≥ e

π
√

2
3
(n−1)

(n− 1)
(3)

For all the periods tk with k ≥ n. In a nutshell, simple simulations are much more likely

since for a long time they are the only possible simulations that can be run, and later they

can be run a huge amount of times with respect to a limited number of times for a more

costly simulation.

It’s worth considering the latter statement from a different perspective: if one wanted to

rule out the SA, he should provide a universal suppression mechanism for simple simulations

which make simple simulations unlikely to be run as more computational power is available.

While it is reasonable to imagine the majority of simulators not being interested in running

simple simulations, it’s hard to imagine that all of them would not be interested6. But even

6This is similar to the fallacious solutions to the Fermi’s paradox claiming that all aliens are not interested
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a small percentage of simulators interested in running a large number of simple simulations

can quickly outnumber all the complex simulations ever run so far with little computational

effort compared to the resources available at that time7.

On top of this we notice that:

• A possible use of civilization simulations (and one that we would anthropocentrically

consider likely) is scientific research. To achieve high statistical significance a sim-

ulation must be run a large number of times. A rational simulating scientist would

settle on the simpler simulation that is complex enough to feature all the elements of

interest and then run that simulation over and over.

• Simple simulations are the only simulations that can be run inside nested simulations,

due to limits in computational power.

An example partially8 illustrating the above points are the classic arcade video games,

such as Asteroids, developed originally by Atari. Even though more realistic and higher

resolution games are more popular among active video-gamers, the Atari games can be now

be played on very low powered devices, they have also been featured as playable games inside

larger video games (an Asteroids clone called Duality appears in Grand Theft Auto: San

Andreas) and used as test benchmarks for training reinforcement learning and artificial

intelligence algorithms (the Atari 2600 benchmark [3]). Similarly, Doom (1993) can be

played [4] inside Doom (2020) and it is also used as a reinforcement learning environment

[5]. So overall the number of times Atari games have been turned on is much higher than

recent video games.

The previous model is overcounting the number of simulations of low complexity with

respect to the high complexity ones, since the simulators would actually be able to perform

complex simulations by spreading their maximum computational power over many units

of time. Here we consider the opposite extreme model, in which the simulators spread

their computational power uniformly among the possible Cn over many units of τ . More

explicitly, for every τ during t1 they uniformly choose between C1,
1
2C2,

1
3C3, . . . , 1

nCn,

in making contact.
7Moreover, the SA has the weird property of being potentially self-fulfilling. A parent simulator may

read this, and start simulating a huge number of simple civilisations to make the SA fit the statistic.
8Partially, since there are no sentient observers inside!

6



Figure 1: Asteroids (Atari-1979)

. . . , 1
2C1 + 1

4C2 and all the other possible combinations9, where the fraction indicates the

amount of the whole simulation that is carried out.

In this model

n1
nn

= n (4)

so C1 simulations linearly outnumber Cn simulations following a (harmonic) Zipf’s law

behaviour and therefore

p1
pn

= n (5)

For all the periods tk. This model is also unrealistic, but overcounting Cn simulations

this time, since it makes little sense for low powered simulators to start simulations that

will take decades to complete, when they can simply wait for their technology to improve

while they run simpler simulations. They will therefore wait to venture into Cn simulations

until they are close enough to have capabilities cn.

Nevertheless, Zipf’s like models, that is power-law scaling of the rank of an instance vs its

frequency, are intriguing since they model with good accuracy many human created systems,

such as languages, corporation sizes, city sizes and websites traffic [6]. In particular the

distribution of the computational cost of UNIX processes for different computer systems,

measured as CPU age T , has been found to follow a power law behaviour 1/T g with

exponent approximately g = 1 [7]. The phenomenon of preferential attachment, a.k.a ”the

9The maximum n is dictated by the limits of computation of the parent simulators universe.
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rich get richer”, is often invoked as a mechanism for the appearance of power laws or

Yule-Simon distributions. Perhaps the simple simulations becomes more and more likely,

as software and hardware to run them is increasingly optimised and standardised, so that

simulators are even more enticed to run them in a cycle of self improvements.

We call the SA with linear scaling the Weak Simplicity Assumption, and also define the

Strong Simplicity Assumption as the SA with exponential scaling. We can now answer the

previous question: if we randomly select a simulation, using the Weak SA the simulation B

is about 1000 times more likely than A to be picked, while is about 1032 more likely using

the Strong SA.

In this paper we will further assume that, simulated or not, our reality does not arise

from a Boltzmann Brain10, a Brain-in-a-Vat or other kinds of solipsistic universes. Boltz-

mann Brains are indeed not an issue, since they emerge from random fluctuations, while

the simulations that we are considering are created by intelligent beings. For the simulators

it makes little sense to simulate an entity from which they cannot extract any coherent ob-

servation. Brain-in-a-Vat and similar are instead a coherent simulation of what an observer

would experience, so their inclusion in the simulations counting depends on the definition

of reference class and on how closely a Brain-in-a-Vat can replicate the experiences of an

observer in a fully simulated world11. Notice that if we don’t explicitly assume it, the SA

is actually implying that we are overwhelmingly likely to be one of such Brain-in-a-Vat or

“solo players”, as it is much easier to simulate the inputs to the brain than the full blown

reality. Nevertheless, since simulating the coherent experiences of a Brain-in-a-Vat has still

a computational cost scaling proportionally to what is simulated12, the conclusions of this

paper would apply unchanged, but to a reality as perceived by a lonely wet brain.

So far when speaking about complexity we referred to time computational complexity.

A more refined argument can be made by including the contribution of other kinds of com-

plexities, for instance space computational complexity and the Kolmogorov complexity of

the program running the universe (for the latter, see for instance [9]). The addition of a

10Theories with an abundance of Boltzmann Brains can be problematic, see [8].
11For instance, how can the simulated dummy characters behave realistically if they are not simulated

with the same detail of the Brain-in-a-Vat?
12In particular, all the observations and actions of the Brain-in-a-Vat should be coherent with previous

observations and actions.
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Kolmogorov complexity contribution looks particularly suited in the case of non-intelligent

simulators, for instance in the case in which the original computer running simulations sim-

ply emerged as random fluctuation (a “Boltzmann Brain computer”). In this “simulation

without simulators” scenario, longer programs are much less likely than shorter ones since

they need to emerge randomly from the space of all computer programs.

The Simplicity Assumption is somewhat conceptually related to the Speed Prior intro-

duced in [10], which assigns 1
n probability to optimal computational processes requiring

more than O(n) resources, and to the ”Olum Prior” [11] [12] in which a theory involving a

very large universe is unlikely in proportion to the size of the universe.

3 Modelling the simulation

How is the simulation implemented in code? We cannot directly answer this question, but

we only need to know how the computational complexity of the simulation scales to obtain

the relative likelihood of two simulations, factoring out our ignorance of the details.

Suppose that the simulation is composed of atomic entities, or atoms. In our universe

these may be actual atoms, more elementary quantum fields, strings or branes, it doesn’t

matter. What we know is that the computational complexity of the simulation will be

positively correlated with the number of atoms. What is the exact scaling relation? We

don’t know, but we can put a lower bound by drastically simplifying all the quantum and

gravity interactions into a simple N-body simulation problem and also assuming an extreme

level of algorithmic efficiency of the simulators, namely the simulation can be at best O(N)

in the number of atoms. For instance the fastest N-body algorithms used in astrophysics,

such as the Fast Multipole Method, can be O(N) for a given precision. In the following we

will consider actual atoms (hydrogen, etc.), as their number is positively correlated with

the fundamental atomic entities.

The lower bound on the computational cost of the simulation is therefore proportional

to three factors:

C ∝ N T ∝ S T

A
(6)

Where S is the physical size of the high detail region of the simulation, T is the simu-
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lation running time (or total life of the universe) and A is the approximation level of the

high detail region of the simulation, which we can think as the shortest distance over which

computations take place (very detailed simulations have small A). Simulations with the

same value of C are roughly equally likely to be run.

The number of atoms to simulate a given scenario depends on the desired approximation

level A. We can certainly imagine more detailed simulations, but what about simpler

simulations of our civilization? A typical strategy to limit the computational cost of open-

ended virtual worlds is to accurately simulate local physics and strongly approximate the

physics at the horizon. One may argue that simulators could also approximate local physics,

for instance in the interior of stars and planets, but there is a fundamental difference between

these two extremes: we can actively probe what is local, while we can only passively observe

what is distant. The demand for local physics consistency for many active observers over

long periods of time therefore put severe constraints on how much local physics can be

approximated.

Anyway, the extent to which local physics is approximated doesn’t qualitatively change

the results of subsequent paragraphs, since given two simulations with the same S T factor,

the simulation with less details is more likely. The same reasoning applies to other efficiency

tricks, like slowing down the time-step, reusing past computations, etc. Said differently,

we are very likely to find ourselves in a simulation with the highest possible approximation

level compatible with our observed reality at any given time. So we will treat A as constant

in the next paragraphs.

To summarise, the computational complexity of simulations is at least linearly propor-

tional to the time the simulation is run, multiplied by the number of atoms. We have

finally set the stage and we are ready to draw some observable consequences of living in a

simulation.

4 Interstellar Travel

An efficient simulation of our solar system would simulate no more than 1-2 light years

centered around the sun, therefore approximating every other star that we can see in the
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night sky13. Stars are the dominant sources of atoms density in our neighbourhood, as

the density of interstellar space is only about 0.05 atoms/cm3 in the Local Bubble and

0.5 atoms/cm3 in the interstellar medium of the Milky Way. Our solar system mass for

instance is 99.85% concentrated in the sun.

There are hundreds of stars in the 25 light years around the sun, with a total mass in

the order of 102 solar masses [13]. Even disregarding dark matter and interstellar gas, this

means that a simulation of our universe with full rendering of the closest 25 light years is

no less than 100 times more computational intensive with respect to a simulation running

for the same time in which we are confined to our solar system, and therefore 100 times

less likely according to the Weak SA and 109 times for the Strong SA .

If we move further, the milky way has more than 100 Billion stars and 100 millions of

black holes, with a visible mass 1012 the one of our solar system, making a simulation in

which humanity is able to perform interstellar travel extremely unlikely, regardless of which

SA we use (in the Strong SA, the probability factor balloons to more than 1010
6
) .

In summary, the simulation argument combined with the simplicity assumption predicts

the absence of significant interstellar travel for our civilisation (or the invention of Von

Neumann probes and other means of exploring large portions of space). Notice that we

would not get to this conclusions if simulating a universe turned out to be very easy, for

instance if algorithms scaling as log(N) (Weak SA) or log(log(N)) (Strong SA) were feasible

to simulate the universe or at least our experiences.

5 Extraterrestrial Intelligence

As a corollary, even with the mildest scaling assumptions there is a probability no larger

than 1% of contacting other intelligent species out there. Our best bet is to find them in

very nearby stars.

Fermi’s paradox is therefore solved: we don’t see aliens, since we live in an efficient

simulation in which the majority of habitable planets are too far away.

13The simulation’s approximation to far away physics should emerge as inconsistencies in cosmological

measurements. It is tempting to speculate the connection of the latter with the current discrepancies

in cosmological measurements such as the Hubble constant or the still mysterious presence of the dark

components.
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Here we are assuming that aliens aren’t ”non-player characters”, but they have similar

experiences to us. Basically in the simulation no intelligent observers are preferred. Simu-

lating far away aliens requires therefore also simulating the space in between, in particular

concentric spheres around the inhabited planets.

A resolution of the Fermi’s paradox linked to the simulation argument has been already

proposed before, for instance in [14].

6 Shutting down the simulation

The other factor to play with is the running time of the simulation. Given the same

spatial setup, shorter simulations are more likely than longer ones, up to a lower threshold.

The simulation threshold is the minimum (average) time after which something interesting

happens. We don’t know what can be considered interesting by a simulator, but we can

imagine simulations interested in simulating milestones (such as development of first homo,

control of fire, first communicating civilizations, first AGIs, interplanetary space travel) and

then simply shutting down the simulation, taking notes of the result, and run the simulation

again. Basically a simulator has no interest in simulating “boring” scenarios, that is the

most likely time for the simulation to be shut off is after achieving a big milestone.

It also follows that the probability of our universe having infinite lifetime is substantially

zero.

7 So, why are we here now?

If we will never achieve interstellar travel or similar milestones, why did we arrive where we

are now? After all, the SA would suggest that a universe in which humanity never lands

on the moon or explores in detail the solar system is more likely than our universe. For

instance earth’s gravity well could have been too strong for any kind of chemical or nuclear

propellant to reach critical velocity.

A possible answer is that no jump in complexity of our civilization so far is comparable

to the much larger jump which we would face to be a Kardashev III interstellar species. So,

our current civilisation could be not too far from the simplest possible way of simulating

a civilization, which according to the SA is the most likely simulation. There could also
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be another factor: how interesting we are. We may be not too far from the simplest way

of simulating an interesting enough civilization. For instance we just recently achieved

widespread use of computing devices, which could be an intrinsically interesting scenario

for a civilisation being simulated on a computer.

Finally, we should acknowledge that however unlikely our existence is, here we are. We

are the only data point available. What the SA can give us, assuming that we are in a

simulation, is a tool to estimate how likely we are to progress from here.

8 Conclusion

This paper reports on some experimental consequences of the simulations argument that

are not dependent on how the simulation is actually implemented. This has been possible

by focusing on lower bounds and relative properties between simulations, factoring out our

ignorance. We had made crucial use of the Simplicity Assumption, stating that simpler

universes are more likely in the space of all possible simulations, which we justified heuris-

tically. Additional justification and quantification of this assumption is perhaps one of the

most interesting open questions from this paper. For instance, pinpointing the appropriate

probability distribution would lead to more granular predictions, including cosmological

and astrophysical measurements.

The line of reasoning behind the paper can be succinctly summarised as:

• We are equally likely to be in one of the many simulations.

• The vast majority of simulations are simple.

• Therefore, we are very likely to be in a simple simulation.

• Therefore, we should not expect to observe X, Y, Z, . . . .

The connection between likely universes and our present reality, that is the SA, give us

also a tool to falsify the simulation hypothesis. For instance, humanity actually developing

interstellar travel and being able to expand to galactic distances would make the simulation

hypothesis extremely unlikely. In fact the the argument of this paper applies to any other

feature which provides a vast increase in optional complexity in our universe, where by
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optional we mean that a simulation without that feature can be carried out and would still

be part of the chosen reference class. Or one may argue that the achievements we already

made, such as the exploration of the solar system, are already a strong argument against

the simulation hypothesis.

Looking at the future, space exploration looks our best bet to push the simulation

argument (or the computer running the simulation!) to the limit.
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Appendix

A Toy Model for the Strong Simplicity Assumption
Continuing from the main text, we know that at some point the simulators will have cn
computational power per unit of time at their disposal for a time time tn, with the most
expensive simulation costing cn per unit of time. Without loss of generality, we can fix
c1 = 1 and therefore cn = n. The number of all possible ways in which the simulations at
any given unit of time can be performed is therefore simply the number of partitions of n,
which is given by the partition function p(n) defined as:

∞∑
n=0

p(n)xn =
∞∏
k=1

(
1

1− xk

)
(7)

That for large n (from G. H. Hardy, Ramanujan and J. V. Uspensky) can be approxi-
mated as

p(n) ∼ 1

4n
√

3
exp

(
π

√
2n

3

)
(8)

If we assumed that all possible simulations are sampled uniformly over many units of
time, there will be on average 1 cn simulation every p(n) simulations. In the same unit
of time, there will be n1 occurrences of c1 simulations. Since in general, given an integer
k < n one can show that [15]:

nk = p(n− k) + p(n− 2k) + p(n− 3k) + . . . (9)

We have

n1 =
1

4(n− 1)
√

3
exp

(
π

√
2(n− 1)

3

)
+ . . . (10)

In the above we used a simplified model in which computational power grows as integer
values, with cn being n times c1. The continuous limit doesn’t alter our conclusions, and
indeed make cn simulations even less likely, as there are many more ways of performing
simpler simulations.
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