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Abstract
In reaction to concerns about a broad range of potential ethical issues, dozens of proposals for addressing ethical aspects 
of artificial intelligence (AI) have been published. However, many of them are too abstract for being easily translated into 
concrete designs for AI systems. The various proposed ethical frameworks can be considered an instance of principlism that 
is similar to that found in medical ethics. Given their general nature, principles do not say how they should be applied in a 
particular context. Hence, a broad range of approaches, methods, and tools have been proposed for addressing ethical con-
cerns of AI systems. This paper presents a systematic analysis of more than 100 frameworks, process models, and proposed 
remedies and tools for helping to make the necessary shift from principles to implementation, expanding on the work of 
Morley and colleagues. This analysis confirms a strong focus of proposed approaches on only a few ethical issues such as 
explicability, fairness, privacy, and accountability. These issues are often addressed with proposals for software and algo-
rithms. Other, more general ethical issues are mainly addressed with conceptual frameworks, guidelines, or process models. 
This paper develops a structured list and definitions of approaches, presents a refined segmentation of the AI development 
process, and suggests areas that will require more attention from researchers and developers.
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1 Introduction

Since the inception of Artificial Intelligence, scholars have 
debated the potential pitfalls, shortcomings, threats, and 
negative impacts of AI systems [137–139]. Given the experi-
mental and laboratory character of early AI systems, many 
of these discussions remained mostly theoretical. Although 
the earlier AI was used, for example, in parameter optimi-
sation, control systems, and later in language and speech 
processing, the focus of earlier ethical debates were often 
on aspects that AI systems at that time had not fully real-
ized. This has changed with the advent of AI systems that 
have become widely used in different applications ranging 
from robotics to conversational agents and from credit rating 
to autonomous cars. Although ethical discussions may still 
have significant hypothetical components, it has also become 
clear that AI systems raise practical ethical questions regard-
ing their design, use, and longer-term impact.

The intensity of the debate among scholars, policymak-
ers, and, to some extent, among practitioners has reached 
levels comparable to only a few other technological innova-
tions such as genetics or nuclear power. Although ethical 
concerns are at least alluded to in the work of Alan Turing, 
the study of ‘computers ethics’ intensified in the early 1980s 
[110, 128]. Since then, the debate has evolved to include a 
wide range of ethical issues and, in several proposals, how 
best to address those issues. In addition, researchers in AI 
and other fields have started to explore diverse directions of 
research to improve AI systems in response to those ethical 
concerns, e.g., new technologies for improving the explain-
ability of AI systems. Policymakers have reacted with new 
rules for designing and operating AI systems. Consequently, 
there are now hundreds of proposals addressing the ethical 
aspects of AI systems. So many proposals, frameworks, and 
ideas have been brought forward that scholars had to system-
atically analyze them, particularly those relating to “ethical 
frameworks”, e.g. [117, 121].

While the frameworks excel in the identification of ethical 
issues, they are less convincing in providing practical rec-
ommendations for implementation and practice [126, 127, 
132]. The main aim of this paper is to review suggestions 
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and approaches in the literature based on the work by Morley 
and colleagues [127] and to provide a systematic analysis of 
these ideas from an implementation perspective. The main 
reason for building on Morley and colleagues is that it was 
one of the first and most comprehensive analyses of ethical 
AI principles. The authors study a particularly broad range 
of ways in which these principles could be implemented in 
AI systems. Consequently, their work is often referenced, 
e.g. [126, 140]. The aim is to go from ‘what’ to ‘how’, arriv-
ing at what Morley et al. called ‘the second phase of AI 
ethics’ [127, p. 2147]. I begin with a meta-analysis of the 
various ethical frameworks to analyze the common structure 
of principles and to identify the main ethical issues that vari-
ous approaches are targeting. In a next step, we take a closer 
look at the design process of AI systems to identify the 
points at which the approaches can be used. Bootstrapping 
from the 106 references provided by [127], I propose defini-
tions and a systematic structure for the various approaches. 
These approaches are then analyzed using the classification 
scheme and reviewed from an operational and implementa-
tion perspective.

For ethicists interested in AI and engineers designing eth-
ical AI systems the results of the analysis exhibit the broad 
range of proposed approaches while also demonstrating 
ample room for the development of approaches. The main 
contributions of this paper are:

– A review and analysis of proposed approaches to creating 
ethical AI systems confirming that there is a strong focus 
on algorithmic solutions and a focus on ethical issues 
for which algorithmic solutions seem possible such as 
explicability and fairness. The analysis presented here 
adds privacy and accountability to this list.

– The development of a structured list and definitions of 
approaches such as software, infrastructure, or methods 
proposed in the literature for designing ethical AI sys-
tems.

– A refined segmentation of the AI development process 
into nine steps based on the literature and a discussion of 
the various approaches to be used in the different devel-
opment steps.

– The identification of possible responses to ethical issues 
for which only few proposals for technical approaches 
exist and which will require more work, e.g., labels, good 
practice, councils, or consent.

The overview and analysis of approaches should lead to a 
better understanding of the enormously broad design options 
and their limitations in the building of “ethical” AI systems.

1.1  Ethical AI frameworks

Many frameworks for ethical AI aim to identify potential 
ethical challenges and propose some remedies to overcome 
those challenges or mitigate the associated risks. Such 
frameworks may provide the main relevant concepts for dis-
cussing the ethical aspects of AI systems and their potential 
impact, list potential ethical principles and concerns, and 
describe rules (in the case of legal frameworks) or remedies 
for addressing them. The latter take the form of recommen-
dations regarding how best to design AI systems or warnings 
about potential pitfalls. The conceptual dimension usually 
focuses on explaining concepts underlying ethical principles, 
e.g., the notions of bias and fairness for AI systems. Prin-
ciples are often in the form of desirable properties of an AI 
system, such as transparency of AI systems, privacy of data 
for the development of AI systems, or human dignity in the 
application of AI.

In several frameworks, there is little distinction between 
concepts and principles. For example, explainability can be 
taken as a requirement (principle) and as a basic concept 
requiring further conceptual clarification. For fairness, sev-
eral frameworks refer to concepts such as bias, discrimina-
tion, equality etc. while others may use fairness as both a 
concept and a principle. Usually, concepts are used for the 
description of concerns, e.g. how fairness may be threatened 
through unwanted or undetected bias.

Morley and colleagues, for example, describe the prin-
ciple of explicability as a requirement for understanding AI 
systems [127]. Important conceptual clarifications include 
definitions for terms such as understanding, explanation etc. 
The concern is that AI system behaviors should be trans-
parent and that there should be accountability, for which 
understandability is a prerequisite. There are various pos-
sible approaches or remedies to make AI systems explicable. 
They range from documentation to systems that can respond 
to the “what if” questions and many possible statistical 
techniques to improve the general understanding of neural 
network models. Frameworks often frame ethical problems 
in the form of design challenges that can be addressed by 
technological means.

As early as 1986, Richard O. Mason proposed four ethi-
cal issues of the information age: privacy, accuracy, prop-
erty, and accessibility. These principles were not originally 
conceived for the field of data analytics nor artificial intel-
ligence. Rather, Mason discussed them in the context of 
the onset of the ‘information age’, the production of intel-
lectual property, error, and human dignity. Mason’s moral 
imperative was to ‘insure that information technology, and 
the information it handles, are used to enhance the dignity 
of mankind’ [125, p. 12]. Information systems should not 
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unduly invade privacy, must be accurate, protect intellectual 
property, and be accessible (for all).

Although rather basic, Mason’s analysis already con-
tains much of the structure (as defined in Table 1) that later 
moral recommendations about IT systems would follow. It 
starts with the explanation and discussion of basic concepts 
(e.g. responsibility, fidelity etc.) and ethical principles (e.g. 
accuracy), describes how these values come under threat, 
and offers some recommendations. Similarly, in its AI white 
paper [112], the European Commission (EC) discusses rel-
evant ethical concepts (e.g. resilience, human agency and 
many more) and presents seven key requirements identified 
in the Ethics Guidelines for Trustworthy AI of the High-
Level Expert Group [111]:

• Human agency and oversight
• Technical robustness and safety
• Privacy and data governance
• Transparency
• Diversity, non-discrimination, and fairness
• Societal and environmental wellbeing
• Accountability

Besides the general recommendation that trustworthy 
AI systems adhere to these principles, the guideline also 
includes an assessment list for practical use by companies.1 
In the terminology suggested below (cf. definition section 
and Table 5) such an approach would be characterized as 
a checklist. Given the increasing number of frameworks 
proposed for developing ethical and responsible AI sys-
tems, several scholars published framework analyses and 
overviews. For example, Floridi and colleagues [115] were 
among the first to systematically analyze the various ethical 
guidelines for AI systems. They analyzed 47 principles from 
six recommendation papers (Table 2); related work [117, 
127] reiterated these five principles.

Hagendorff analyzed 21 documents with an average of 
nine ethical principles [119]. Jobin and colleagues identi-
fied transparency, fairness, non-maleficence, responsibility, 
and privacy as central to most of the guidelines [121]. Their 

list contains the previous list of five principles from Table 2 
as a subset and the less frequently mentioned freedom & 
autonomy, trust, sustainability, dignity, and solidarity.

In summary, scholars who analyzed ethical frameworks 
arrive at similar or at least compatible results. Their analyses 
may differ in how they structure various principles, but there 
is relatively little variation regarding the main identified 
ethical issues or requirements that the frameworks demand. 
Although the frameworks can be taken as requirements for 
an AI systems engineer, they remain very much at the con-
ceptual level without providing clear instructions for how 
to build an ethical system nor what the steps might be to its 
realization. This lack of concreteness arises to a large extent 
from the focus on principles as discussed in the next section.

1.2  A focus on principles

Historically, principles have become crucial instruments 
for achieving ethicality since the advent of modern medi-
cal ethics. The onset of this development (also known as 
‘principlism’) is dated to the publication of the Belmont 
report in the late 1970s following ethically dubious medical 
research [120]. The Belmont report already lists the three 
basic principles of autonomy, beneficence, and justice that 
we also find in many ethical AI frameworks. The work of 
Beauchamp and Childress initiated principlism [107]. Born 
from real-world application and an urgent demand for practi-
cal guidelines, principlism has become a mainstream ethical 
approach in medical and biomedical practice. Therefore, it 
is unsurprising that the principles listed in many modern 
ethical guidelines for research bear so much similarity with 
those in ethical AI frameworks. There are several caveats, 
however.

Firstly, policy documents such as the EC guidelines 
mentioned above strongly focus on principlism and practi-
cally adopt or at least implicitly suggest principlism as an 
approach towards ensuring the ethicality of AI systems. 
Secondly, philosophical principlism often focuses more on 
debating their underlying rationales while many framework 
documents focus on just the set of principles. Thirdly, the 
principles, although laudable, provide very few concrete 
constraints on system design. While the frameworks provide 
a list of ethical objectives, it is far from clear how to real-
ize them and translate them into operationalizable actions 
[116, 119]. Not only will principles allow for very many 
different designs, they also do not always lend themselves 
in a constructive way for designing implementation details. 
Principles are usually defined at very high levels. They are 
principles precisely because they are formulated free of any 
specific context. Therefore, important questions arise within 
the concrete context of an application as well as the organi-
zational and social context [114]. There is also the additional 
issue that moral choices are culturally dependent or even 

Table 1  Typical components of ethical frameworks

Concepts Basic notions relevant for debating the ethical aspects
Principle Ethical principles (e.g., values)
Concern How principles are threatened through AI systems use and 

development
Remedy Strategies, rules, and guidelines for addressing the concern

1 The guidelines were tested by 350 organisations in 2019. The 
results were fed into the guideline revision process.
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team-sensitive, i.e., different teams will interpret principles 
very differently. This may be acceptable but does not often 
facilitate an assessment of any concrete design choice. It can 
also make interoperability between systems difficult.

Also, the ethical frameworks for AI provide lists of prin-
ciples for AI systems in the form of a collection rather than 
a hierarchy. This means they are to be fulfilled as much as 
possible, but sometimes may have to weigh against each 
other. For example, the principle of beneficence may have to 
be weighed against privacy in a medical application. Finally, 
a few principles typically included in ethical frameworks 
are rather AI-specific. Examples include system bias and 
traceability, which are ethical concerns that have become 
most relevant since the advent of AI or other computer sys-
tems. Therefore, these principles lack the existing work and 
analysis that medical ethics scholars devote, for example, to 
beneficence.

To put principles to practice, linking them with more tan-
gible system requirements is crucial. However, this phase is 
not just a mere translation; rather, it will mean research and 
development of tools, techniques, and technologies in their 
own right. For example, consider the principles presented 
in [127] (Table 3).

From a system developer’s perspective, it is difficult to 
understand the listed requirements as the exact system speci-
fications required for building an actual IT system. Most 
of them are neither concrete nor technical. Some are more 
actionable than the others, such as the requirement to docu-
ment the decisions of an AI system. For other requirements, 

however, the level of abstraction is still too high. For exam-
ple, it remains unclear what ‘interpretability’ means and 
how it should be implemented. Like the higher-level ethi-
cal principles (e.g., beneficence, explicability, etc.), weigh-
ing requirements against each other persists, e.g., weighing 
beneficence against explicability in situations where a sys-
tem’s explainability may be opposed to its overall accuracy 
in a medical application.

In addition, some of the problems are very hard to specify 
with the necessary algorithmic or mathematical precision. 
Take, for example, the case of removing bias from a model 
and ensuring that the AI system treats everybody fair. One 
of the problems is that fairness has many different interpreta-
tions, and it is not straightforwardly clear which mathemati-
cal fairness function to use in a selected application context, 
cf. [124]. On the other hand, although such functions may 
be hard to design ex-ante, a running system will usually 
always implicitly define a function. The question of mapping 
the notion of fairness onto a computable function thus is 
inescapable, albeit very difficult to decide without concrete 
application context.

Most existing frameworks lack application context and 
do not consider the practice of AI system development such 
as the typical trial-and-error approach addressed in the next 
section nor the practice of software development. There is 
often an implicit assumption that software is fully controlled 
by one or only a few designers, which completely ignores 
the fact that modern software systems, including AI systems 

Table 2  Overview of five ethical principles and related sub-topics as proposed in [117, 127]

Beneficence Non-Maleficence Autonomy Justice Explicability

Stakeholder participation
Protection of fundamental rights
Sustainable and environmentally 

friendly AI

Resilience to attack and security
Fallback plan and general safety
Accuracy
Privacy and Data Protection
Reliability and Reproducibility
Quality and integrity of the data
Social Impact

Human agency
Human oversight

Avoidance of unfair bias
Accessibility and universal design
Society and democracy
Auditability
Minimisation and reporting of 

negative impacts
Trade-offs
Redress

Traceability
Explainability
Interpretability

Table 3  Excerpt from [127]: ethical principles and corresponding proposal by the authors for system requirement (excerpt)

Principle Autonomy Explicability

Requirement Human agency: users should be able to make informed autono-
mous decisions regarding AI systems

Human oversight: may be achieved through governance 
mechanisms such as human-on-the-loop, human-in-the-loop, 
human-in-command

Traceablilty: the data sets and the processes that yield the AI 
system’s decision should be

documented
Explainability: the ability to explain both the technical processes 

of an AI system and the
related human decisions
Interpretability
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are designed from large software repositories and may be the 
result of a collaboration of hundreds of programmers [123].

An additional open question is whether ethical principles 
should be optimized at the level of the individual principle 
rather than at the whole system level, i.e. should we opti-
mize the AI component for fairness and the whole system for 
beneficience or is it necessary to consider both at the same 
time? Similarly, it is unclear whether ethicality can be criti-
cally addressed through ethical modules, i.e. through parts 
of a system that operate in line with an ethical requirement. 
This effectively addresses the question of compositionality: 
Can an overall ethical system be achieved from the joint 
operation of components where each part serves to fulfill 
one of the principles in an ethical framework? Given the 
lack of application context, principles also do not consider 
business contexts and socio-technical system aspects. Thus, 
they ignore many of the dynamics that occur after an AI 
system has been deployed. Capturing these aspects means 
to consider the steps of the whole AI system development 
process as detailed in the next section.

2  The AI system development process

The ethical frameworks listed above are sets of static prin-
ciples that, for the most part, are formulated as properties 
of the targeted AI system, i.e., to the properties of the 
resulting system. The question then arises which are the 
various steps of the design process for developing ethical 
systems as different ethical issues are more relevant than 
others in the different steps. To include ethical aspects, 
it is necessary to address a broad perspective that goes 
beyond just AI modeling. In data analysis and machine 
learning, however, the focus is usually on model con-
struction and the machine learning pipeline (e.g. [133, 
p. 4]) in an iterative trial-and-error fashion. For exam-
ple, Saltz and colleagues [131, p. 205] propose five steps 
from the business case to data understanding, modeling, 

evaluation, and system deployment. Morley and colleagues 
[127] add a business case development phase instead of 
data understanding, split modeling into a training/test data 
procurement, and an AI application building phase. They 
also add a monitoring phase at the end. With a focus on 
the underlying epistemology, Prem [130] starts with the 
problem domain whose properties lie behind an epistemic 
boundary. The next steps are (1) the creation of data, (2) 
understanding of the data (the epistemic domain), (3) pre-
processing and formatting it to make it fit for (4) the crea-
tion of an AI model. Test and evaluation (validation) of the 
developed AI model (5) conclude the process. Combining 
these approaches results in the following process segmen-
tation into nine steps from developing the business case to 
continuous monitoring (Table 4).

The process could be further detailed, for example, 
to account for the various test and evaluation regimes or 
phases of deployment (e.g., for test users, early adopters, 
and broad roll-out), and decommissioning. But the nine 
steps in this model should capture most of the relevant eth-
ical decision points during the design of a new AI applica-
tion. Step 1, development of the business model and the 
use-case will naturally lend itself to considering the over-
all system beneficence and non-maleficence. During the 
system design phase (step 2), issues such as stakeholder 
participation and human oversight will need special atten-
tion. An important focus of step 3, data creation, will be 
ethical ways of data collection, data acquisition, and data 
integrity; this extends to step 4, where data quality and 
accuracy need to be investigated together with potential 
biases. Although steps 5 and 6, pre-processing and train-
ing, focus mostly on the technical aspects of data presen-
tation and proper model development, these are potential 
points of intervention in the AI system for ensuring expli-
cability or interpretability and improving certain biases. 
Step 7, test and evaluation, is itself an essential point for 
checking the accuracy, performing tests (e.g., against 
attacks), and creating data for auditability. The actual 

Table 4  A 9-step process segmentation (first column) of the AI application development process based on selected process descriptions in the 
literature

AI application development process Saltz and Dewar [131] Morley et al. [127] Prem [130]

1 Business and use-case development Business understanding Business and use-case development
2 System design Design
3 Data creation Data creation
4 Data understanding Data understanding… Data/knowledge
5 Pre-processing … preparation Pre-processing
6 Model training Modeling Building AI application AI system
7 Test and evaluation Evaluation Testing Test and evaluation
8 Deployment Deployment Deployment
9 Monitoring Monitoring
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deployment, step 8, and monitoring, step 9, are crucial for 
evaluating the longer-term impact on society, democracy, 
and the environment and developing further improvements 
that feed back into any of the steps 1 to 8. This scheme is 
used below to provide more examples from the analysis of 
approaches to ethical issues.

3  Approaches, methods, and tools

In the last few years, several proposals attempted to address 
the various ethical issues, including checklists, standards, 
computer science or mathematical techniques (e.g., for pri-
vacy protection), etc. While some proposals are very tech-
nical and concrete, others are more general guidelines that 
require interpretation and adaptation. The laudable work 
of Morley and colleagues on which I build analyzed more 
than 100 proposals for ‘tools, methods, and research’ [127, 
title] to help address various ethical issues. In the following, 
the tools, methods, and various other proposals are called 
approaches.

3.1  Methodology

The analysis of practical proposals to address ethical 
issues of AI systems is based on the 106 references in 
Morley et al., i.e. references [1–106] below. Although 
the paper mentions various approaches, the focus there 
is more on the ethical aspects rather than on the analy-
sis of the approaches. The list includes academic papers 
(app. 60%), documents issued by standardization bodies or 
associations, publications of consultant firms, and online 
resources such as software collections and online blogs. 
In many cases, the approaches are described in papers and 
are also accompanied by online resources such as soft-
ware or data in online repositories. Four references had 

to be excluded from the analysis of approaches as they 
were no longer available online ([1] and [20]) or where 
no clear proposal at AI system level could be identified. 
This includes MIT’s work on moral machines [62] and 
[21] which gives recommendations for regulation. The 
description of a start-up company [40] and the high-level 
recommendation to include social scientists in the design 
team in [98] can be considered outliers but are included 
except in the overview tables.

The definition of approach categories resulted from a 
bootstrapping process. First, a preliminary categorization 
of the approaches was performed. All references were ana-
lyzed with respect to the approach and the ethical aspects 
that it addresses. Many papers address more than one ethi-
cal issue (e.g. privacy and explainability) and some propose 
more than one approach (e.g. an algorithm and software). 
Based on the resulting list, the categorization was refined 
to eliminate categories with only a few or no references and 
to better group the categories as presented below. Finally, 
I analyzed the resulting classification for approaches, ethi-
cal issues addressed, and for cross-dependencies between 
approaches and ethical issues the most frequent approaches 
(e.g. for algorithms).

The classification of approaches is not in all cases easy 
and should be carefully interpreted. Several approaches 
are so generally described that it is not fully clear how to 
best categorize them. Others claim to address a range of 
issues while they may only be clearly formulated for some. 
A guiding principle in my assessment here was the question 
of practicality and implementability.

3.2  Approach definition and findings

The following defines the categories developed from the 
list of references and from the bootstrapping process. I have 

Table 5  Overview of approaches in [1–106] to address ethical AI issues

See text for definitions. Approaches in italics are added from the discussion section.

Summaries Notions Procedures Code Infrastructure Education Ex-post 
assessment 
and agreement

Overviews and 
introductions

Frameworks and 
concepts

Process models Algorithmic meth-
ods

Data sets Training and tuto-
rial

Audit

Case studies and 
examples

Criteria and check-
lists

Guidelines 
and codes of 
practice

Design patterns Online communities License model

Declarations Standards Software libraries
Metrics Software assistants

Good practice Regulation Consulting Ethics councils and 
boards

Coaching Labels, warn-
ings, consent 
management
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grouped the approaches into summaries, notions, proce-
dures, code, infrastructure, education, and ex-post assess-
ments for clarity and presentation only (Table 5).

3.2.1  Summaries

Many articles can be best described as overviews that sum-
marize various ethical concerns and provide examples of 
problematic ethical issues arising from AI systems. While 
many of these papers will only provide high-level recom-
mendations, some include concrete case studies that provide 
directions for the ethical design of novel AI systems.

• Overviews and introductions: Introductory texts and 
overview articles; explanations of (basic) AI ethics con-
cepts.

• Case studies and examples: Analyses of ethical aspects 
of AI applications and algorithms, examples of ethical 
issues and how they can be addressed.

3.2.2  Notions

Another large group of papers aims at the clarification of 
concepts, proposes frameworks and lists criteria to facilitate 
ethical AI design. This includes checklists and proposals for 
how to declare characteristics of an AI system or its com-
ponents. Here I also include papers that aim at measuring 
ethical aspects and propose metrics for their measurement, 
in more detail:

• Frameworks and concepts: Concepts suggested to sup-
port the design of ethical AI systems including high-level 
abstract concepts; frameworks are structures of concepts 
that serve as a skeleton for addressing ethical aspects of 
an AI system often serving as a guide and delineating 
boundaries between different aspects of ethical systems.

• Criteria and checklists: This includes criteria and check-
lists to support decision making in the design, evaluation, 
or procurement of systems.

• Declarations: Statements describing data, algorithms, 
and systems to provide insights into aspects of an AI 
system relevant for assessing ethical aspects, e.g. infor-
mation about training data or potential system bias. This 
includes proposals regarding form and content of such 
statements.

• Metrics: a definition, system, or a standard of measuring 
ethical aspects of a system, e.g. fairness or explainability.

3.2.3  Procedures

Several approaches consist in supporting an ethical AI sys-
tem design process ranging from less formal guidelines to 
process models and stricter standards.

• Process models: The abstract or visual description of 
a method or workflow to achieve or improve ethical 
aspects of systems. The description consists of indi-
vidual, sequential steps or parts that together provide a 
model for action such as design, planning, assessment, 
or improvement.

• Guidelines and codes of practice: A set of general rules 
or an outline of a conduct (policy) (often issued by a 
professional association) that lays out ethical standards 
for key aspects of AI design. Codes of practice do not 
usually carry the same force as standards but are often 
recommended within a community of practice.

• Standards: A generally accepted document that provides 
requirements, specifications, guidelines, or characteris-
tics that can be used consistently to ensure that AI sys-
tems are designed in line with ethical considerations. 
Standards are often formalized and the result of broad 
stakeholder consultation.

3.2.4  Code

Many papers directly address coding of ethical AI systems 
either at the level of improved algorithms or at the software 
level with libraries or design patterns. A few approaches 
propose software assistants or running code.

• Algorithmic methods: Descriptions of computational 
techniques for implementing or improving ethical aspects 
of AI systems. This includes pseudocode, graphical rep-
resentations, and linguistic descriptions from low-level 
code to mathematical or computing procedures for imple-
menting computational methods, e.g. privacy techniques.

• Design patterns: A general, reusable method or good 
practice to address an ethical aspect based on an exist-
ing solution to an already identified problem. Usually 
design patterns require adaptation to the problem at hand 
and can go beyond algorithms in including non-compu-
tational aspects, e.g. [91].

• Software libraries: a collection of computer code (pro-
gram code) or modules (executable code)

• Software assistants: A computer program (running code) 
or software agents that operates autonomously or in a 
dialog with the user.

3.2.5  Infrastructure

Under infrastructure I summarize resources such as the pro-
vision of online data sets to help support ethical machine 
learning and online communities of experts or resources for 
debate etc.
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• Data sets: Data bases that can help create ethical systems, 
in particular data sets for training machine learning algo-
rithms.

• Online communities: Groups of people such as experts or 
users that may help realize ethical systems, often organ-
ized as networks or online communities. This often 
includes online links to resources and services (e.g. for 
cloud data or computation) and online spaces for debate, 
exchange, or evaluation.

3.2.6  Education

• Training and tutorial: educational material informing 
about ethical aspects including videos.

3.2.7  Ex‑post assessments and agreements

Some approaches do not directly address ethical AI systems 
design but concern measures to be taken after an AI system 
is developed such as audits, labels, or licenses.

• Audit: a formal examination of the ethical aspects of an 
AI system including its components, requirements, sys-
tem behavior, data, or its impact on users.

• License model: a pattern (usually a text document) that 
can be used to create legally binding guidelines govern-

ing the use, dissemination, or other aspects of an AI sys-
tem, e.g. liabilities.

Table 6 provides examples based on [1–106]2 and other 
references for illustration.

3.3  Classification by approach

The classification of references can be performed accord-
ing to approaches and by the ethics issue addressed by the 
approach (Tables 7 and 8). Table 7 presents the classification 
of all references using the categories defined above without 
the excluded cases and the outliers [21, 40]. Generally, the 
classification of approaches is straightforward, for example 
for most of the algorithmic approaches. However, a few 
cases are more difficult to decide, especially where there 
are mixed approaches. In these cases, it was either decided 
that some papers fall into several categories, e.g. they may 
propose proposals for algorithms and for measurement (met-
rics) or to focus on the clearest category. In total, the refer-
ences were classified as yielding 137 approaches. In addi-
tion, several works are very general or are otherwise difficult 
to translate into designs for AI systems, most notably [10, 

Table 6  Examples of approaches, type of approach, and main ethical issues addressed

a https:// github. com/ Seldo nIO/ alibi
b https:// github. com/ Ethic alML/ xai
c https:// www. ethic snet. com/ about
d https:// saifm ohamm ad. com/ WebPa ges/ Biases- SA. html
e https:// www. licen ses. ai/ ai- licen ses

Approach Ethical issues Examples

Checklist Information of stakeholders [129] describe a data ethics checklist for health care applications
Algorithm Privacy protection

Explaining AI models
Fairness robustness

[46] describe the use of generative adversarial networks to generate synthetic 
datasets

[88] use saliency mapping for explainability
Optimisation techniques designed to protect against attacks on fairness [71]

Metric Fairness The IBM 360 toolkit contains fairness metrics for datasets and ML models [95]
Process model Value elucidation from stakeholders

Responsible AI
IEEE P7000 standard for ethical system engineering [74] describe a process for 

responsible technology development
Software libraries Transparency

Explainability
Algorithms Tips website [26]
Open-source Python library for model  inspectiona

XAI machine learning  libraryb

Audits Privacy
Fairness

A standardized method for privacy audits [60]
Algorithmic audits for detecting discrimination [85]

Software Privacy A privacy assistant to elucidate user preferences [70]
Data set Diversity

Bias
Ethics  Netc
Equity Evaluation  Corpusd

Training and tutorial Robustness Online tutorial for improving adversarial robustness [51]
License model Beneficence Responsible AI  licensese preventing irresponsible use

2 Morley et  al. list over 100 tools here: (last accessed 2022/06/03) 
https:// docs. google. com/ docum ent/d/ 1h6nK 9K7qs pG74_ HyVlT 
0Lx97 URM0d RoGbJ 3ivPx MhaE/ edit.

https://github.com/SeldonIO/alibi
https://github.com/EthicalML/xai
https://www.ethicsnet.com/about
https://saifmohammad.com/WebPages/Biases-SA.html
https://www.licenses.ai/ai-licenses
https://docs.google.com/document/d/1h6nK9K7qspG74_HyVlT0Lx97URM0dRoGbJ3ivPxMhaE/edit
https://docs.google.com/document/d/1h6nK9K7qspG74_HyVlT0Lx97URM0dRoGbJ3ivPxMhaE/edit
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17, 52, 70, 71, 74, 90, 94, 96–98, 104]. On the contrary, the 
proposals in [64, 84] present rather simple concepts.

A large proportion (26%) of the approaches are classified 
as algorithmic methods, followed by 18% of approaches that 
focus on conceptual approaches and frameworks, and 12% 
software approaches. This means that code (algorithms and 
software) accounts for 39% of the approaches.

3.4  Classification by ethical objective addressed

The following Table 8 lists all references with respect to 
the ethical issues that they aim to address. Similar to above, 
some papers are very general and a few address more than 

one issue. In total, 115 issues were identified in our set. Also 
note that the data refers to the claims of the authors rather 
than an evaluation whether a proposed approach achieves 
its claims.

A relatively large group of 23% of the approaches address 
ethical issues at a general level. More than 50% of the 
approaches address only three concrete issues (privacy 19%, 
fairness and bias 18%, and explainability 16%). Account-
ability is addressed by 10% of the approaches. The strong 
presence of privacy, fairness, and explainability issues in 
the approaches was already noted by Morley et al. Together, 
the remaining issues are only addressed with 13% of the 
approaches.

Table 7  Classification of the approaches by category

*Borderline cases

Approach Nr References

Overview, introduction 11 [4, 38, 46, 56, 68, 72, 85, 93, 95, 100, 103]
Case study, examples 5 [19*, 24, 26, 75, 93, 100]
Framework/concepts 25 [5, 6, 14, 17, 19, 25, 34, 36, 45–47, 52, 71, 72, 75–77, 80, 84, 90, 94, 96, 98, 104, 105]
Criteria/checklist 5 [5, 25, 41, 66, 76],
Declaration 5 [8, 13, 35, 42, 63]
Metric 5 [15, 22, 46*, 55, 95, 102]
Process model 6 [25*, 27, 41*, 46*, 60, 64, 67, 74, 77]
Guideline/code of practice 2 [43, 44]
Standard 1 [46]
Algorithmic method incl. design pattern 36 [2, 7, 9, 11, 12, 15, 18, 22–24, 32, 33, 37, 38, 48–50, 53–59, 73, 79, 81, 82, 85, 87, 88, 

91, 97, 99, 102, 103]
Software, SW libraries 17 [16, 29, 39, 61, 65, 69, 70, 79, 83, 86, 89, 92, 95, 99, 101–103]
Online community, collection, data sets 7 [3, 26, 28, 30, 31, 40, 106]
Audit 5 [29, 60, 83, 85, 100]
Training and tutorial 4 [51, 69, 93, 95]
License model 1 [78]

Table 8  Classification of the 
approaches by ethical issue 
addressed

Ethical issue Nr References

General ethical aspects 27 [1, 3, 5, 10, 16, 27, 34, 36, 41, 45–47, 62, 64, 66, 74, 75, 78, 80, 84, 85, 
90, 94, 98, 100, 104, 105]

Privacy 22 [6, 7, 12, 15, 19, 40, 43, 44, 49, 60, 67–71, 73, 82, 91, 92, 96, 101, 106]
Fairness, bias 21 [13, 15, 17, 18, 20, 29, 32, 48, 50, 54, 56, 59, 71, 81, 83, 95, 96, 101, 102]
Explainability 18 [15, 22, 37–39, 57, 58, 61, 72, 79, 86–89, 97, 99, 101, 103]
Accountability 12 [8, 9, 14, 24, 25, 35, 42, 52, 53, 63, 77]
Transparency 4 [11, 21, 26, 56]
Correctness, accuracy 4 [23, 33, 55, 99]
Diversity 3 [29–31]
Robustness 2 [51, 65]
Reproducibility 2 [76, 93]
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3.5  Relations between ethical issues 
and approaches

Based on the results presented in Tables 7 and 8, it is now 
possible to study the relation between ethical issues and pro-
posed approaches. For the issues addressed by more than 10 
papers, Table 9 gives the number of approaches greater than 
one addressing the issue (e.g. 7 papers that address privacy 
suggest approaching the issue with an algorithm or a com-
putational method).

Fairness, explainability, and privacy are most often 
addressed with algorithms and software approaches. Other 
topics and more general aspects are often addressed with 
conceptual frameworks and process models.

3.6  Practicability

A large proportion of the proposed approaches to ethical 
issues [1–106] are rather general recommendations oriented 
at ethical principles and operating on the level of basic ethi-
cal concepts. They often aim at clarifying ethical princi-
ples or guiding practitioners with very broad suggestions 
but remain impractical in the sense that they do not clearly 
suggest details of how to implement an AI system. On the 
other end there are algorithms and technical methods, which 
usually address a specific ethical issue such as explainability 
or privacy. Although they are precisely specified, algorithms 
and methods will usually require significant knowledge in 
computing. Software tools and libraries, on the other hand, 
are already programmed modules that are ready-to-use. 
While algorithms are often published in combination with 
online libraries, there are only few approaches that propose 
running software, e.g. in the form of apps, e.g. [70]. Given 
that many AI systems are black-box models using data from 
sensors without any explicit reference to people, purpose, 
intentions, etc., they may not operate on the right conceptual 
level for explicit ethical inferences. Metrics are usually also 
clearly implementable and specific. They help create system 
indicators, e.g., fairness metrics, important for comparing 
and evaluating systems.

In between those extremes lies a range of proposals that 
describe stepwise procedures, e.g. [25, 46], provide exam-
ples [24], or propose the creation of infrastructure to be used 
during systems design [3, 28]. For example, checklists are a 
well-known instrument to reduce sources of failure during 
the design and the operation of technical systems, e.g., when 
running safety-critical technical systems. It seems only natu-
ral to apply them for the case of AI systems to avoid known 
pitfalls, e.g., bias. Similarly, process models provide ele-
ments of an activity in template form to ensure that AI sys-
tem designers follow the recommended steps of a process.

A very different tool are communities and peer-to-peer 
networks supporting the ethical design of a system. Like 
data sets (e.g., for ensuring diversity), they can be consid-
ered part of an infrastructure for building ethical systems. 
Perhaps less commonly called infrastructure, license models 
can also be part of libraries that help implement limitations 
on how an AI system can be rightfully used. Finally, and per-
haps insufficiently appreciated to date, are training material 
and tutorials that help educate AI system designers.

Several approaches work after the systems was designed 
and may not directly affect the creation phase. For example, 
audits are structured and independent examinations of a 
system after its completion. Similarly, declarations may be 
used to provide users or regulatory bodies with informa-
tion about a system. They are a special form of user infor-
mation that is otherwise missing from 5. The approaches 
vary greatly in their degree of specificity and operational-
izability. Algorithms and software libraries mark one end 
of the spectrum. They are concrete and usually address a 
very specific potential ethical shortcoming, e.g. regarding 
bias or explicability. However, these proposals will typically 
address only a narrow aspect such as optimisation of a clas-
sifier for a given definition of fairness [81] or they are lim-
ited to very specific model types and AI architectures, e.g. 
for Bayes classification [18]. One interesting case describes 
a design pattern for achieving privacy using Unified Mod-
eling Language [91].

Table 9  Overview of the 
number of approaches suggested 
for the most referenced ethical 
issues

Ethical issue Privacy Fairness Explainability Accountability General

Algorithmic method 7 12 12 3
Framework/concepts 4 3 4 14
Software, SW collections, tools 4 5 8
Declaration 3 4
Metrics 3 2
Case studies 2 2
Overviews 2 3 3
Process models 2 5
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3.7  Ex ante versus ex‑post approaches

The various tools differ substantially regarding the point of 
intervention in the design process (c.f. Fig. 1). This is an 
important aspect for understanding how they relate to the 
AI development process.3 Frameworks, algorithms, soft-
ware libraries, etc., usually aim at the ex-ante creation of 
an ethical system. Audits, checklists, and metrics typically 
are instruments applied to an AI system once it has been 
developed, potentially to improve its ethicality in an itera-
tive fashion. Information about a system, declarations and 
labels can be applied ex-post, including in cases where a 
comprehensive ethical system is not possible. Communities 
and data sets can be considered infrastructure supporting the 
various stages of development.

While the relation of approaches to a high-level perspec-
tive of AI system design (Fig. 1) is straightforward, it is 
more difficult to map the approaches from our data set to the 
process model described in Table 4. Many approaches can be 
useful at various steps throughout the development process. 

For example, the overview, examples, algorithm, and audit 
procedure described in [85] can be useful for detecting 
bias of an algorithm or in a data set. Others, especially the 
frameworks, are broad in addressing many ethical issues. 
Although they could be relevant for several steps, they are 
also difficult to operationalize. This is also the reason for 
not providing a complete categorisation of all approaches 
to steps here.

Note that some approaches are relevant in a certain devel-
opment step, but do not necessarily support that step in the 
development process. For example, [35] proposes the docu-
mentation of data sets which needs to be considered dur-
ing data creation. Its real impact is however later when the 
system is audited, deployed, or monitored. Similarly, [63] 
proposes model cards to describe trained model characteris-
tics mostly relevant to users of the system after deployment. 
Many of the concrete algorithmic methods focus on design 
features of the AI model (steps 2 and 6). There is, however, 
a clear lack of approaches in step 5, pre-processing, and 
in step 9, monitoring in the data. Also, only few authors 
address the deployment phase (step 8) and the challenge of 
understanding the data (step 4) used for training AI models. 
Table 10 provides examples of approaches and how they 
map on the detailed process model.

Fig. 1  AI ethics approaches are 
typically relevant at different 
points during the development 
of an AI system. See text for 
details

Table 10  Overview of approaches and their potential use during the AI development process using the 9-step process model presented in Table 4

AI development process Example of proposed approach Category

1 Business and use-case development Stimulating public engagement on the ethics of AI [47] Framework
2 System design Engineering privacy-by-design [6]

IEEE standard for ethical design [46]
Framework
Standard, process model

3 Data creation Datasheets for datasets [35]
Data ethics checklist [66]

Declaration
Checklist

4 Data understanding Research method for detecting discrimination [85] Audit
5 Pre-processing n/a
6 Model training Confidence-based balancing of fairness and accuracy [33]

Optimisation method for fairness in classification [81]
Algorithm
Algorithm

7 Test and evaluation Bias and fairness audit toolkit [83]
Evaluation metric for evaluating algorithmic predictions [55]
Model cards for trained models [63]
Research method for detecting discrimination [85]

Audit
Metric
Declaration
Audit

8 Deployment Standardized license model to regulate AI system use [78] License model
9 Monitoring n/a

3 [127] also sorted the tools along their list of steps of the AI system 
development process, i.e., from the business model to monitoring, but 
with a focus on the ethical issue addressed.
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4  Discussion

The analysis of approaches demonstrates a huge interest 
in improving ethical AI systems design and a broad range 
of proposals from researchers and practitioners from engi-
neering and other academic fields. Currently, work has 
intensified on many of the ethical issues. For example, 
the field of privacy-preserving machine learning is now a 
whole new subdiscipline of machine learning and explica-
bility is a major research topic in AI. Similarly, a range of 
standard process models is being developed with the aim 
of improving the ethicality of AI systems. For example, 
IEEE P70004 is one of the first standards for ethical system 
engineering.

A possible reason why fairness and explicability are so 
often addressed with technical approaches such as algo-
rithms is that these ethical issues appear as properties of 
the AI system rather than its embedding context. If fairness 
is mainly understood as a feature of an AI-based classifier, 
then it is unsurprising that AI engineers aim at improving 
this function by tuning the learning algorithm. Similarly, if 
explicability is defined as interpreting an AI system’s output 
in terms of its input, the training data, and the AI system 
parameters, then engineering work will most likely focus on 
algorithms that can establish and maintain this relation using 
concepts that are human-accessible. If, however, fairness is 
viewed at application level and from a societal perspective, 
then it is no longer evident that tuning a machine learning 
algorithm suffices to address the arising ethical issues. Judg-
ing an AI system at this level becomes a social and, hence, a 
political question of what should be considered fair.

Based on the results of the analysis of approaches pre-
sented in this paper, such a shift would most likely also 
entail a shift from the precisely specified algorithms to the 
other listed tools such as concepts, frameworks, declara-
tions, or process models that more often explicitly consider 
values or contextual factors. Similarly, some approaches to 
addressing privacy regard it a mathematical problem about 
information and data while others may view it as a regula-
tory issue or one that should be left to an individual’s choice. 
Depending on this stance, an algorithm, code, a regulatory 
framework, or an information label may be the right answer 
in terms of which approach to choose for implementing an 
ethics-oriented AI system. In any case, the various proposed 
approaches to a single ethical issue, e.g. fairness, are very 
different from each other. They obviously implement differ-
ent understandings of what fairness means and have differ-
ent properties. Designers aiming to improve the ethicality 
of their AI systems therefore need to carefully consider the 
different approaches and ensure appropriate design choices.

4.1  Missing ethical issues

As noted by Hagendorff, there are remarkable foci and omis-
sions in the currently developed and published tools [119]. 
Generally, there is a strong focus on those aspects for which 
technical solutions can be built. The large number of algo-
rithms in our analysis provides further support for this claim. 
Our categorisation also reconfirms the findings of Morley 
and colleagues that tools and techniques focus on explain-
ability and on improving fairness. To this list we would add 
privacy and to some extent also accountability, cf. Table 8.

Democratic control and governance are not central to 
many AI frameworks and only a few approaches mention 
these issues at all. Other aspects that are rarely addressed 
include: existential threats, threats to social cohesion such 
as echo chambers resulting from algorithmic discourse mod-
eration, abusing AI for political purposes, superiority/inferi-
ority of algorithmic decision making, environmental costs, 
hidden social costs of AI (e.g., clickworking), or private 
funding of research, cf. [119]. It is hardly conceivable how 
such significant ethical issues could be addressed by algo-
rithms or software libraries. However, designing systems 
with serious consequences is not entirely new in comput-
ing. Software engineering for safety-critical systems design 
developed techniques for managing potentially catastrophic 
system failure. Today, the design of safety-critical systems 
follows strict rules and regulations, well-documented meth-
odologies, and certification to ensure acceptable risks, for 
example, in control systems for nuclear power plants or 
airplanes. Also, there is work on democratic oversight of 
systems, albeit much is still in an early phase of concepts 
and frameworks [135].

4.2  Missing tools

There are several conceivable tools that are not clearly pre-
sent in the above analysis. Some companies have started 
to create ethics councils and boards. The Facebook (Meta) 
oversight board is perhaps the most prominent exam-
ple [122].5 Although regulation is mentioned in some 
approaches, there is very little on how to use it for ethical 
systems design; an exception is [44] – a guide to GDPR. 
It is likely that more approaches will address regulation 
given that there is a clear trend towards more regulation of 
AI systems, e.g., prohibiting certain use cases such as face 
recognition6 [134] or the case of the proposed new EU AI 
regulatory framework [113].

4 https:// sagro ups. ieee. org/ 7000/.

5 https:// overs ightb oard. com/.
6 Biometric Information Privacy Act, IL, US. https:// www. ilga. gov/ 
legis lation/ ilcs/ ilcs3. asp? ActID= 3004& Chapt erID= 57.

https://sagroups.ieee.org/7000/
https://oversightboard.com/
https://www.ilga.gov/legislation/ilcs/ilcs3.asp?ActID=3004&ChapterID=57
https://www.ilga.gov/legislation/ilcs/ilcs3.asp?ActID=3004&ChapterID=57
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An essential tool, especially in industrial practice, is 
coaching and consulting. Although the degree to which 
ethical questions can be delegated to a specialist outside an 
organization is debatable, consulting plays a crucial role in 
(ethical) AI systems design, given that many organizations 
(private and public) lack in-house expertise in the field. 
Except for the above-mentioned case studies, there are very 
few publications of good or best practices in ethical design 
for AI. This situation is very different from, for example, the 
medical field, where ethical practices are often documented, 
published, and discussed. This is not the case in software 
engineering, which generally has a culture very different 
from the medical field [126].

Finally, labels are missing from Table 5 but certainly an 
important approach used in other technical fields, e.g. labels 
for consumer white goods. Labels to address accountability 
are, for example proposed in [108].7

As mentioned before, the tools currently support some 
steps of the AI development process better than others. There 
is a clear lack of systematic, operationalizable approaches 
for AI ethics monitoring, only little on deployment, and very 
little on data creation in the chosen data set.

Many efforts to devise ethics tools assume that ethical 
problems are solvable in principle, i.e., they are focused 
on addressing challenges with the intention to completely 
overcome the ethical issues. A substantially different situ-
ation arises when the system cannot be improved towards 
higher ethical standards. For example, a medical classifica-
tion system may be developed based on a limited data set 
that is neither diverse nor unbiased, e.g., it may lack data for 
female patients. We may still want to deploy such systems as 
the creation of a new data set may not be feasible in terms 
of time or costs and using artificial data may not be able 
to solve the problem at hand. In such situations, the usual 
approach is to be transparent and warn about the identified 
potential threat or shortcoming.

Note that these information duties tend to shift the burden 
of ethical decision making to the user. Besides the signifi-
cant improvement in the transparency (mostly understood 
as explicability of AI decisions), there are few tools, stand-
ards, or guidelines regarding information provision for users 
or other stakeholders of AI systems. This could concern 
what information is provided, how it is given, to whom it 
is addressed, how often the user needs to be informed, and 
how users effectively consent. Consent plays a key concep-
tual role in the practice of digital systems, despite criticism8 

that users often lack understanding of the subject and extent 
of their consent [136, pp. 125 ff.] There is a need for new 
approaches addressing consent in a systematic and ethically 
sound fashion.

4.3  Conclusion

This paper revisited more than 100 articles that aim to con-
tribute to the design of ethical AI systems expanding the 
work of Morley and colleagues. It developed a structured 
list and definition of proposed approaches to creating ethi-
cal AI systems uncovering an extremely broad spectrum of 
tools and techniques from algorithms to general frameworks 
and tools that can become components of an AI ethics infra-
structure such as data sets, communities, or license models.

The approaches are spanning the whole range of con-
creteness from coded software to broad conceptual consid-
erations. The latter are often offered in response to overall 
ethical concerns at societal level or involving several eth-
ics issues at once. The more concrete and well-specified 
approaches such as code and algorithms mostly address 
only few ethical issues and usually only one at a time. 
This confirms and refines previous analyses in showing 
that many proposed technical approaches focus on only a 
few ethical issues, e.g. on explicability and fairness of AI 
systems. Based on the results presented here, privacy and 
accountability should be added to this list of most frequently 
addressed ethics issues and to the list of issues most fre-
quently addressed with algorithmic suggestions.

Several analyses that studied the many ethical frame-
works for AI resulted in commensurable sets of principles 
(see Introduction). However, the analysis here shows no such 
commensurability ensuing from the more technical work on 
how to address the various ethics issues. Quite to the con-
trary, the results demonstrate the enormous breadth and vari-
ability of the approaches. The fact that approaches to some 
ethics issues are developing into whole subfields of machine 
learning (e.g. explainability, fairness) poses the question of 
whether simple or succinct technical responses are at all 
feasible. This does not mean that the efforts to improve the 
ethicality of AI systems are in vain, but it may imply little 
reason to expect a universally accepted algorithmic solu-
tion to even the clearest ethics issues. The large number of 
approaches already developed and still under development 
will create a need to study them in much more detail. It will 
be important to understand their precise features, the con-
tribution they can make to addressing ethical aspects, their 
limitations, when to use them and how to further improve 
them. Topics such as labels, user consent, infrastructure for 
ethical AI system development, and democratic oversight are 
areas that require more attention from the side of ethicists 
and AI engineers.

7 See also the Swiss Digital Trust label: https:// digit altru st- label. 
swiss/.
8 https:// blogs. scien tific ameri can. com/ obser vatio ns/ elect ronic- contr 
acts- and- the- illus ion- of- conse nt/ Accessed 10 November 2022.

https://digitaltrust-label.swiss/
https://digitaltrust-label.swiss/
https://blogs.scientificamerican.com/observations/electronic-contracts-and-the-illusion-of-consent/
https://blogs.scientificamerican.com/observations/electronic-contracts-and-the-illusion-of-consent/
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Therefore, a tool-based approach to ethical AI systems 
still raises many questions about the relation of ethics and AI 
designs, cf. [118]. Following both Floridi and Danks [109], 
there is a need to study the ethicality of AI systems in con-
crete application contexts.9 Learning from ethics in medical 
practices, we can devise a set of standard situations, i.e., 
application prototypes and collect, publish, and discuss good 
ethical practices in these situations. Over time, this should 
help establish an ethical practice and condemn unethical 
practices, taking into account specific context, domain eth-
ics, and intended purpose. Such approaches may be com-
bined with audits, labels, declarations, and regulation. Given 
the enormous breadth of possible approaches to designing 
AI systems, it is unlikely that principlism alone will achieve 
their ethicality. Just as medical ethics has evolved to estab-
lish best practices, tools such as committees, guidelines, and 
regulations, AI ethics will require much more research into 
its practical underpinnings from notions to code, best prac-
tices, infrastructure such as described above, education, and 
communities of practice.
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