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Abstract

The field of the philosophy of biology is flourishing in its aim to evaluate and
rethink the view inherited from the previous century —the Modern Synthesis.
Different research areas and theories have come to the fore in the last decades in
order to account for different biological phenomena that, in the first instance, fall
beyond the explanatory scope of the Modern Synthesis. This thesis is anchored
and motivated by this revolt in the philosophy of biology.

The central target in this context is the possibility of naturalizing teleology,
a classical nightmare for the history of biology itself. This requires, principally,
understanding the causes of teleological explanations without assuming an unfash-
ioned backward causation of sorts. As the riddles of teleological explanations are
about their temporal dimension, I analyze different temporal scales of biological
processes: evolutionary, developmental, and physiological.

The first one is the one defended in the context of the Modern Synthesis. As ex-
pected, one of the aims of this thesis is to evaluate the adequacy of an evolutionary
account of teleological explanation. The scrutiny is negative. Evolutionary expla-
nations in the context of the Modern Synthesis lack the necessary causal roots to
naturalize teleology. Concerning the physiological scale, a long tradition pushed
up by Kant and the organicist movement in the 20" century allows us to bet-
ter understand how teleological explanations can be naturalized in physiological
process. The key notions in this temporal scale are self-organization and the re-
cursive, looped character of physiological process. While the physiological scale
may be suitably accounted by contemporaries views, such as Autonomous Sys-
tems Theory, different central teleological phenomena remain unexplained from
a purely physiological perspective. In particular, different issues concerning the
(adaptive) construction of organism —such as plasticity, robustness, variation,
novelty, inheritance— deserve an ontogenetic analysis.

The principal aim of this thesis is to provide a theory of teleological devel-
opment that falls beyond the Modern Synthesis’ framework and is prompted by
different insights from the history of biology. I call it Agential Teleosemantics.
It rests on two central pillars. First, that developmental processes, beyond any
gene-centered stance, can be understood in informational terms; i.e. developmen-
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tal processes are about the interaction of developmental resources conveying bi-
ological information. The second ingredient is agentivity, namely the idea that
development is regulated by an agentive system according to the adaptiveness of
the phenotypic outcomes produced. The role of agency in Agential Teleosemantic
is equivalent to the role of genes in the Modern Synthesis: it is responsible for
explaining the order and the adaptive complexity in the living realm.

The second target of this thesis regards the possibility of naturalizing inten-
tional explanations in cognitive science. The central project involved in such an
aim is known as teleosemantics. Classical teleosemantics however is etiological:
it explains the teleofunctions of representational systems in terms of evolution-
ary processes. The different disputes in the contemporary philosophy of biology
provide two insights to analyze teleosemantics in cognitive science. First, the
challenges against the Modern Synthesis must be extended to the evolutionary ap-
proach of etiological teleosemantics. Second, as Agential Teleosemantics suggests
an alternative source for teleofunctions —ontogeny, I offer an attempt to integrate
Agential Teleosemantics into cognitive science in order to provide an alternative
teleosemantic project to understand intentional explanations in cognitive science.
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It is true that Darwin, when considering natural selection, leaves out
of account the causes which have produced the alterations in separate
individuals, and deals in the first place with the way in which such
individual deviations gradually become the characteristics of a race,
variety or species. To Darwin it was of less immediate importance to
discover these causes —which up to the present are in part absolutely
unknown, and in part can only be stated in quite general terms— than
to find a rational form in which their effects become fixed, acquire
permanent significance. It is true that in doing this Darwin attributed
to his discovery too wide a field of action, made it the sole agent in the
alteration of species and neglected the causes of the repeated individual
variations, concentrating rather on the form in which these variations
become general; but this is a mistake which he shares with most other
people who make any real advance.

Friedrich Engels 1878, 82-83
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Introduction

Theoretical perspectives in science coordinate models and phenomena.
Coordination is necessary because phenomena are complex, our scien-
tific interests in them are heterogeneous, and the number of possible
ways of representing them in models is large.

James Griesemer 2000a, 348-349

It is not sufficient to point out problems with a concept. It is as
important to find an alternative that will be free of these problems
and that will offer at least as fruitful a research program as the old
perspective.

Eva Jablonka 2004, 366

This thesis is about two salient philosophical issues in the Life Sciences. Here
I try to offer a coherent yet not complete view of teleology and intentionality and
I would like to start offering some introductory remarks on these notions.

Teleology

Teleological talk in biology is widespread in our everyday way of thinking about
life and living beings. We say that a trait performs a particular function in the
benefit of the organism possessing such a trait, such as hearts beating in order
to pump blood throughout the body. We also say that the parts of the body of
an organism and its behaviors have a certain purpose: hands have the purpose of
catching things, bird’s songs have the purpose of communicating different states
of affairs to other birds, and so on. We also see in certain activities carried out
by an organism attempts to fulfill a goal: tress growth in a certain way to cap-
ture more solar energy, bacteria move toward areas of their environments with a
high concentration of nutrients in order to feed. Teleology is connected with all
these notions: functions, purposes, and goals. Teleological explanations in biology
explain a certain phenomenon by appealing to the functions, purposes, and goals
involved in the phenomenon: tress grow in a particular way because this maxi-
mazes their intake of sunlight, birds sing to communicate with other birds because
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communication is relevant for their survival, and hearts beat because doing so is
essential to keep the system alive.

It is intriguing that teleological explanations appear to be paradigmatic of
biology only. There appears to be no room for teleological locutions in such sci-
entific fields as physics or chemistry and the use of functional or purposive talk to
describe, for instance, the hydrologic cycle or the movement of planets is merely
metaphoric or heuristic. Clouds have no functions; planets do not move for a
purpose.

The first important issue to ask then is whether teleological talk in biology also
has this heuristic or metaphorical flavor. Perhaps biology can dispense with teleo-
logical idioms, relegating them to the status of mere facons de parler that humans
use to describe and interact with organisms in pre-theoretical contexts. Those
philosophers who support this view are typically eliminativists. But eliminativism
faces the difficulty of clearly identifying the differences that exist between living
and non-living systems. If biology does not require any specific kind of explanation,
how do we account for the distinct nature of living systems?

In this thesis, I will vindicate a non-eliminativist position, which straight away
requires addressing a central (and classical) problem with teleology: the so-called
Kant’s Puzzle. Is it possible to find a legitimate epistemic place for teleological
explanations in the natural sciences? This puzzle foregrounds a tension between
what is explanatory useful (teleological idioms) and what is explanatory valid
(according to the foundations of natural science). But, why is it the case that
teleology is so problematic for the natural sciences? The main problem is that
teleological explanations appear to invert the order of explanatory relations: future
events (e.g. goals) explain current activity (means toward the goal), while the
consensus view in modern science is that the world is a chain of events or processes
in which one event is caused by an earlier one and causes future ones. Future events
cannot cause past events. This inverts the structure of causal explanations and
would force us to accept what is typically known as backward causation. So, how
can teleological explanation be accommodated in the causal picture of the world
accepted by modern science? Therefore Kant’s Puzzle on teleology is a problem
about causality, and explaining the causal structure of teleological explanations is
one of the main aims of this thesis.

Intentionality

Intentionality is also a technical notion in science, but we constantly resort to
to intentional explanations in our daily life. For instance, we say that someone
goes to the supermarket because she believes that there she would find the food
she needs. Someone goes on holiday because she wishes to take a break. People
think about which would be the best restaurant to go to tonight and then make the
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decision. Intentionality is related to these locutions: beliefs, desires, and thoughts.
In general, intentionality pops up in any explanation that involves some sort of
cognitive or psychological state.

Intentionality lies at the core of cognitive science. The main tenet of cognitive
science is that intentional explanations that involve psychological states can be
analyzed in scientific terms. Particularly, cognitive science was born with the idea
that psychological states are constituted by central units of information: repre-
sentations. Thus, one person represents the supermarket and the food she needs
and then goes out for shopping; another person represents herself on a beach and
then she books a holiday to the Greek Islands. Cognitive science is interested
in explaining how cognitive systems process representations in order to produce
particular behaviors.

However, here too, intentionality has its own problems. The main one has been
labeled Brentano’s Problem, and, like Kant’s Puzzle, it is also a problem about
causality. The problem turns around the cognitive capacity to misrepresent: I can
have the false belief that outside is raining, even though it is a sunny day and act
accordingly picking up my umbrella; I can suffer from perceptual hallucinations or
perceptual errors. Misrepresentation, in some sense, is the capacity of representing
a situation when such a situation is not real. In technical terms, misrepresentation
is to have a representation that has no reference. The problem of misrepresenta-
tion shares with the problem of teleology that misrepresentation appears not to
have a place in other areas of science. In the view of the world embraced by mod-
ern science of chains of causes and effects, there cannot be a break between two
events. But it seems that misrepresentation precisely introduces such a hole or
gap in the chain of events that produces behavior. If the behavior is explained by
how a system perceives and responds to environmental conditions, then how is it
possible that a system responds to the perception of an object that does not exist
(as is the case with misrepresentations)? We cannot simply say that the mind
produces a representation caused by some feature of the external world in order
to produce the behavior because such feature does not exist. How is it possible
that a representation be caused by a non-existent object? This is certainly impos-
sible, isn’t it? But we must nonetheless be able to explain how misrepresentations
are possible, and this entails explaining how representations can go bad or wrong
without assuming a gap in the causal explanation of cognition. Accounting for
this issue is another central aim of this thesis.

The explanatory logic

The arguments in this thesis are entirely theoretical. I rely on different scientific
insights and theories, but I shall not discuss them directly. Rather, I shall focus on
the theoretical implications of a number of scientific theories in order to assess the
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problems of teleology and of intentionality. In the spirit of Griesemer’s words in
the epigraph, my aim is to coordinate scientific models and phenomena in order to
represent them in a particular way, and in relation to specific explanatory purposes.

That said, it is important to make explicit in advance the general explanatory
logic I will apply in the analyses I will present here. My point of departure are
a number of contemporary debates in the philosophy of biology. The state of art
in this field shows that the mainstream view of biological theory —the Modern
Synthesis— has been challenged by a fair number of scholars working in different
fields in and out of biology. A common element in all these criticisms is the claim
that developing organisms need to be put at the center of biological theory. I shall
refer to this cluster of theories and research areas with the phrase Developmental
Turn, which is an implicit acknowledgement that it does not yet constitute a co-
herent and robust theoretical framework. To be sure, my aim her is not to provide
a comprehensive and well-articulated defense of the Developmental Turn, or to
offer a detailed presentation of its challenges to the Modern Synthesis. Rather,
my (more modest) aim is to explore some of the implications that the adoption
of the Developmental Turn may have for the Life Sciences. The structure of this
thesis is, therefore, that of a conditional statement: If we adopt the biological
perspective raised by the Developmental Turn in the last decades, then what are
the implications for the Life Sciences?

Specifically, I will focus on two main implications of the Developmental Turn.
The first one has to do with the following question: what kind of theory of natural
teleology should be defended if we accept the central tenets of the Developmental
Turn? Or, in other words, what kind of solution to Kant’s Puzzle may be offered
from the perspective of the Developmental Turn? The second implication may be
summarized thus: what would count as a solution to Brentano’s Problem from
the point of view offered by the Developmental Turn? Or, alternatively, how is
intentionality to be naturalized if we adopt the general framework of the Devel-
opmental Turn? These are the main questions of this thesis and in the pages to
follow I shall try to offer some answers to them.

Outline of chapters

The thesis is divided into three parts. Part I introduces in detail Kant’s Puz-
zle and Brenatno’s Problem and presents the mainstream frameworks that have
been developed for dealing with each riddle: the Modern Synthesis in biology and
etiological teleosemantics in cognitive science. This first part has three chapters.
In Chapter 1, I introduce Kant’s Puzzle and Brentano’s Problem. In both
cases, | describe different wordings of these problems that have been around since
they were first formulated. This will be useful to point out that the structure of
both puzzles is the same: both teleological and intentional explanations are ex-
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planatory necessary to understand biological and cognitive systems properly, but
neither teleology nor intentionality can be easily accommodated in the founda-
tions of modern science. Both problems are then about the tension that arises
between what is explanatory useful and necessary and what is explanatory valid
and legitimate in science.

In Chapter 2, I introduce what has been so far the mainstream view in biology:
the so-called Modern Evolutionary Synthesis, forged during the first half of the 20*"
century. I will first focus on the forerunners of the Modern Synthesis and on the
conceptual improvements developed by each of them. Next, I will present the main
three pillars of the Modern Synthesis: (i) Ezplanatory Externalism —the idea that
the only adaptive force in evolution is natural selection; (ii) Replicator Biology
—the claim that inheritance is about the replication of the units of inheritance
that carry all the necessary information to produce phenotypic traits; and (iii)
Populational causation —the idea that evolutionary forces take place only at the
populational level. T will conclude by pointing out three implications of these
assumptions: first, that the core ingredients of natural selection —inheritance,
variation, and fitness— are dissociated from developmental processes; second, that
developing organisms are black boxed in the Modern Synthesis —they do not play
any explanatory role; and finally, that the idea of evolutionary design naturalizes
functional talk in biology, and consequently, teleological explanations too.

In Chapter 3, I introduce teleosemantics by first explaining what is the core of
any teleosemantic proposal, namely the appeal to a notion of biological function in
order to define the proper function of representational systems and, thereby, assess
the problem of misrepresentation. I present the etiological theory of functions
and its different supporters in order to point out how etiological teleosemantics
integrates and is committed with the Modern Synthesis’ framework.

Part II evaluates the adequacy of the mainstream answers presented in the
first part of the thesis. As noted, my point of departure are the different debates
in contemporary philosophy of biology and the need to re-think biological theory.
These would be the grounds in which to assess the adequacy of the mainstream
answers. This part is divided into two chapters.

Chapter 4 presents the Developmental Turn. My aim, as I already pointed out,
is not to provide a defense of the Developmental Turn but an exposition of its main
tenets and motivations for re-thinking biological theory. In this context, I will in-
troduce three challenges to the Moderns Synthesis. Each challenge is connected to
one of the Modern Synthesis’ pillars: Explanatory Internalism and the crucial role
of developing organisms are the two axes around which the critique of Explana-
tory Externalism is articulated; the developmental conception of inheritance is an
alternative to the replicator view; and the statisticalist interpretation of natural
selection challenges the very notion of populational forces. My conclusion will be
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that, with the adoption of the framework of the Developmental Turn, the solution
to Kant’s Puzzle offered by the Modern Synthesis must to be rejected.

Chapter 5 extends the criticism of the Modern Synthesis to etiological teleose-
mantics. I present three challenges to the etiological theory of functions. First,
I shall argue that the central role of development in evolution makes inadequate
the idea that the presence of traits in evolution is exclusively a consequence of se-
lection processes. Next, I show that etiological teleosemantics adopts many forms
of Dichotomic Thinking that are rendered inadequate once the replicator view is
abandoned. Finally, I argue that the criticism of statsticalism of the notion of pop-
ulational forces is a direct attack on the foundational basis of etiological functions,
given the fact that, under this interpretation of selection processes, etiological
functions lose all their causal grounding.

Part III is devoted to the examination of possible alternative answers to Kant’s
Puzzle and Brentano’s Problem. Following Eva Jablonka’s advice in the epigraph,
I meet the challenge and, after pointing out the weaknesses of the standard ap-
proaches, in this part I offer my attempt at providing a viable alternative. This
last part has four chapters where I put together a number of proposals and ideas
already present in he literature with my own personal take on the matter in order
to articulate this alternative.

Chapter 6 introduces autonomous systems theory, which is the most compre-
hensive teleological theory available to date capable of disputing the mainstream
position of the Modern Synthesis. I begin by identifying the historical roots of
this theory, from Kant’s own legacy to contemporary systems biology, through
the organicist movement of the interwar period and the cybernetic school of the
late 1940s and early 1950s. Next I focus on autonomous systems theory and on its
account of autonomous agents, norms, goals, and functions in order to show that
autonomous systems theory is a theory about the teleological character of phys-
iological processes, in contraposition with the Modern Synthesis, which is about
the ‘teleonomic’ character of evolutionary processes. Chapter 7 and Chapter 8
are about the missing element in this picture sor far, a process taking place at a
different time scale from physiology and evolution: development.

Chapter 7 takes the first steps towards teleological account of development.
Here I also start with an historical analysis, reviewing some important lessons to
be learned from the old epigenesis vs. preformation debate, 19*" century German
teleomechanicism, and (developmental) organicism. On the basis of this historical
analysis, I next introduce Denis Walsh’s Agential Perspective, a teleological the-
ory of development strongly influenced by the Developmental Turn. To conclude
this chapter, I offer some remarks on Walsh’s view and point out a number of
shortcomings of his proposal. These motivate the alternative proposals presented
in Chapter 8.
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Chapter 8 is the core chapter of the thesis. Here I present and defend Agen-
tial Teleosemantics, a teleological view of development that is complementary to
Walsh’s theory. Agential Teleosemantics stands on two pillars: information pro-
cessing and agentive capacities. I will argue that the informational processes reg-
ulated by developing agents result in adaptive ontogenesis and that this is a basic
and necessary step for the naturalization of teleological development. Agential
Teleosemantics states that teleological development involves some sort of inten-
tional explanations, namely the idea that development proceeds by the normative
uses of biological information. That is the main reason why I shall defend that
development deserves to be treated in teleosemantics terms.

Chapter 9 extends Agential Teleosemantics to the cognitive domain in order to
deal with Brentano’s Problem. I open the chapter with a defense of the idea that
development is the process where content is determined and norms are established.
Thereafter, I move on to explain the difference between intentional explanations of
development and intentional explanations in psychology. I close the chapter with
some remarks on the different reasons and ways of extending the Developmental
Turn into cognitive science.
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Chapter 1

Kant’s Puzzle on teleology and
Brentano’s Problem on
intentionality

1.1 Kant’s puzzle: you need teleology but you
cannot naturalize it.

Teleology has always lived in a paradoxical atmosphere. It is an indispensable
notion to understand, explain and interact with living beings. Yet, it certainly has
not had a reputation worthy of being introduced in our scientific picture of nature.
Kant’s puzzle refers to this contradictory scenario. As a first approximation:

(KP) Kant’s Puzzle (rough definition)
Teleology is reprehensible but inevitable in our understanding of nature.

1.1.1 What is teleology? First steps

Contrary to the folk conception, the word teleology was not introduced by Aristotle
but by Christian Wolff (Gambarotto & Nahas, 2022; Van den Berg, 2013). Even
though it is a concept that intends to refer to the natural world, there is not,
for sure, a robust definition of teleology in the natural sciences; not at least as
robust as there are definitions of other scientifically acceptable concepts. This is
a hint that we should probably not be too eager to throw teleology out of the
philosopher’s office. The philosophers’ attitudes notwithstanding, many biologists
and historians deal with it as their first explanatory target. A central part of my
project is to join these interdisciplinary efforts. Many other notions are related
to teleology: purpose, goal, directness, intention, design, plan, etc. Part of my

11
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analysis is devoted to finding the appropriate theoretical notions in order to better
understand the experimental advances in biology that have been calling for the
reinsertion of teleology in science. In order to take the first steps in this journey,
let’s get started with Kant.

Immanuel Kant (1724-1804) presented his view on teleology in the Critique of
Judgment published in 1790 (here I will use the 2007 edition). It is, as expected,
deeply integrated with all his philosophical enterprise, so, in part, it is necessary
to understand the teleological flooring within the context of the whole building.

Kant correctly believed, and understandably appreciated, that organisms have
a plus, something unique in nature, qualities that cannot be found in non-living
systems. His worries about teleology, and their impact on post-Kantian biolo-
gists, are pretty much a consequence of the appreciation —and study— of this
plus. Chiefly, this concerns the organizational and recursive properties of organ-
isms. Each trait is connected with the whole organism and its functioning is
dependent on that whole, while at the same time the functioning of the whole is
dependent on each trait. The complex organization inherent to any living sys-
tem brings to the fore many ‘self-properties’ (McLaughlin, 1990): organisms are
self-organized wholes functioning by an ensemble of different parts guided by their
inner and outer constraints and needs; the generation of this organized system
is not brought about by an external source but by a process of self-construction,
the material bases of which are internally produced, transformed by the organism
itself; finally, the preservation of the organism —in its ‘stable disequilibrium’™— it
is also work —metaphorically and literally, in its thermodynamic reading— done
by the organism as a self-maintained unit. I shall return to these self-properties
under their contemporary versions, where I will also introduce some new ones.
By now the central point is that in all cases —organization, construction, and
maintenance— the processes are guided by and according to organismal needs.
These processes pursue a state that fulfills certain needs. For Kant, these kinds of
processes deserve teleological explanations. The plus of organisms is related to the
organismal needs and the kinds of properties involved in pursuing them. He called
this plus Naturzweck (natural purpose) and it is the core of Kant’s teleological
thinking.

Kant believed that there is no scientific explanation for Naturzwecke. He
thereby adopted an ‘as much’ strategy: you must avoid teleological explanations
as much as possible in order to make science move forward while knowing that up
to some point you will get stuck and inevitably rely on teleology. This means that
Naturzwecke cannot be diluted: non-teleological explanations will never supersede
teleological explanations. The main reason for such a position is his transcendental
view of teleology. Explanations are epistemological artifacts. Kant’s epistemologi-
cal framework locates teleological explanations as a product of human understand-
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ing (Desmond & Huneman, 2020). The ‘Human Eye’ has teleology in its retina and
there is no scientific surgery capable of removing it.! It is usually considered that
Kant’s teleology plays a methodological and regulative role in science: it is not
the source of a real scientific explanation, but it is just a guide to pursue scientific
research (Lotfi, 2010). When a teleological notion is used in a methodological and
pre-scientific way (not necessarily involving the whole Kantian framework), I shall
call it Folk Teleology. Somehow the idea behind Folk Teleology is that there is
something right in any teleological explanation: Folk Teleology catches some reg-
ularities of nature. However, teleological explanations cannot really account for
these regularities in scientific terms, therefore the role of teleological explanations
in scientific research is more regulatory or heuristic than truly explanatory.

Actually, as I will point out in the following subsection, there are many more
problems around teleology, but the central one has to do with causation: teleology
refers to the end-states of a system, and end-states cannot have causal powers on
the system’s current activity. Note that this is a temporal issue: how a system in
time 2 (end-state) relates to the same system in time 1 (means towards the end).
The problem of teleology is the Temporal Problem of Causation. Modern science,
since Descartes and the Newtonian Paradigm, was built on the basis of the as-
sumption that there are step-by-step causal interactions ending in the explanatory
target. This view is usually considered to respect the Causal Asymmetry Prin-
ciple of scientific explanations (Bromberger, 1966; Potochnik, 2017).% It roughly
assumes that all scientific explanations are devoted to the understanding of the
causal relations leading from time 1 to time 2, but not the other way around
(that’s why they are asymmetric). This is science, and this produces knowledge.
Yet, teleology explains by focusing on end-states: somehow end-states in time 2
explain means in time 1. How is this possible? How can we predict, describe and
comprehend an organism’s life with an unfashioned explanatory strategy lacking
scientific foundations? Why the ‘Human eye’ does not fit with the eye of modern
science? Kant was clear about the impossibility to look at biology in the same
way Newton dealt with physical phenomena:

it is absurd [..] to hope that maybe another Newton may some day
arise, to make intelligible to us even the genesis of but a blade of grass
from natural laws that no design has ordered. Such insight we must
absolutely deny to mankind. (Kant, 2007, 228)

IThis is an extremely simple presentation of Kant’s thought. It is nonetheless sufficient
for my purposes here, since I shall not adopt a transcendental view of teleology. Later on, I
will however attempt a more detailed discussion of the impact of Kant’s ideas in contemporary
thought (Gambarotto & Nahas, 2022; Huneman & Walsh, 2017).

2The principle is often referred to as ‘Explanatory Asymmetry’. Insofar as it regards the
asymmetry of causal explanations, I opt here for referring to it as ‘Causal Asymmetry’.
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The tension that arises once we try to deal with natural purposes is clearly
expressed in The Antinomy of the Teleological Power of Judgment. As Denis
Walsh stressed (Walsh, 2006b, 774), the puzzle is about the coexistence of the
following thesis and antithesis:

The first maxim of the power of judgment is the thesis: All production
of material things and their forms must be judged as possible on mere
mechanical laws.

The second maxim is the antithesis: Some products of material nature
cannot be judged as possible on mere mechanical laws (that is, for
judging them quite a different law of causality is required, namely, that
of final causes). (Kant, 2007, 214-215; emphasis in the original)

That is the core of Kant’s Puzzle under Kant’s view:

(KP) Kant’s Puzzle (Kant’s view)
Teleology cannot be avoided in the Human understanding of nature, even
though it does not fit with the mechanistic explanations of science.

1.1.2 Setting the puzzle

This formulation won’t be my target. My discussion will turn around Kant’s
puzzle but not under Kant’s view. Two points need to be removed in order to
achieve a more general and not theoretically committed presentation of Kant’s
puzzle: the transcendental view of teleology and the extension of teleology beyond
organizational properties.

Concerning the former, if my attempt is to be part of a wave of neo-teleological
thinking devoted to taking teleology as a genuine element of nature and reputable
in scientific explanations, it cannot be considered just as an inevitable product of
some Human Faculty —at least, not in a way different from the one other scientific
notions are minted. It must be an intrinsic condition of life, so scientists can
deal with it. The transcendental view should be replaced by an immanent view:
organisms have a teleological dimension, and a coherent and complete scientific
view of them cannot avoid such dimension. Contemporary scientific advances
must have theoretical underpinnings capable of enabling scientists to say “look,
that’s teleology, no hidden mystery, it has a cause and it causes, and you can use
it to explain, here is my paper”.

The second point is a step forward towards a refined and global view of tele-
ology. In part, this chain will not be complete until we reach the end of this
thesis. So as Neurath’s ship that is built as the journey proceeds, the meaning
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and understanding around teleology would be constructed throughout the pages
of this thesis. As explained, Kant was chiefly concerned with the organizational
properties of organisms: how parts interact with one another in a complex, func-
tional, and organized way. This is not to mean that he had considered teleology
under this straight jacket; he certainly was also interested in generative issues.
But as I will point out later, Kant’s solution to the problem of causation cannot
account for a complete teleological picture of nature, only for some aspects of it.
Be that as it may, my aim is to define a comprehensive enough approach to Kant’s
puzzle that comprises other biological phenomena. I will distinguish two kinds of
relationships that can be viewed as teleological, and, as teleology is a temporal
issue, I will present three temporal levels of biological phenomena at which we can
—or cannot— find teleology.

The two relationships that manifest the teleological character of an organism
are (i) its fit with the environment, and (ii) the fit among its parts. As it can be
appreciated, (i) refers to the interaction with the environment —the interactive
dimension— and (ii) concerns the intrinsic organization —the organizational di-
mension; [ will come back to this dichotomy in Chapter 6 and how it is presented
in the contemporary literature. Surely, the notion of fit is not innocent in biology.
It will take up many pages of this thesis. By now, it is enough to resort to a
metaphorical notion: harmony. (i) and (ii) are harmonic in the sense that they
provide functional and beneficial conditions for sustaining and producing life. If
an organism does not interact harmonically with its environment, or if its parts
have no harmonic relationships, its life decays. Sometimes it will be advisable to
keep both properties, (i) and (ii), separated. But it will also be relevant to join
them. The intersection point is the target of teleological explanations. I will refer
to it as aptness: the adequacy of living beings to their life’s conditions. So, I
conclude, a global view about teleology must deal with aptness, encompassing the
organizational and interactive fit of organisms. In other words, teleology is there
for explaining aptness.

Turning now to the temporal dimensions, my discussion will be mostly based
on Conrad Waddington’s classification (Waddington, 1957, 6-7). He distinguished
three different types of temporal change in biology:

Physiological scale: the organisms’ physiological activities —e.g. metabolic, be-
havioral, etc.— at a particular temporal moment.

ExXAMPLE: Bacteria use their flagella to move towards nutrient gradients
and avoid toxins (a process known as chemotazis). Mistakes could entail
death —loss of metabolic resources or intoxication. How is it possible that
a bacterium moves according to metabolic goals related to external environ-
ments and their future consequences? Another example: erythrocytes are
produced in the bone marrow to be integrated into the circulatory system.
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Different transportable elements reach different parts of the body thanks to
erythrocytes, principally the distribution of oxygen by hemoglobin proteins.
After a life cycle of about 120 days in humans, erythrocytes die and enter
into a recycling process. In this lifespan, many organs and traits’ functions
critically depend on erythrocytes and, at the same time, these organs and
traits also enable other traits to work. The point is quite clear: how is it
possible that the production of erythrocytes carried out in one part of the
body to act and live in another finally has consequences in others parts?

Developmental scale: the ontogeny of an organism —i.e. individual lifespan.

ExAMPLE: Dragonflies start their life in the ovum where organogenesis and
morphogenesis begin. The second stage occurs in the water, as larvae, mov-
ing, eating, growing, and molting, until a certain stage, metamorphosis,
takes place and the last molt gives rise to a dragonfly living outside the wa-
ter. Each of these developmental stages, typical in insects, amphibians, and
other taxa, are, for sure, highly complex. What is important to remark is
that many of the capacities of further stages are inexorably dependent on the
generation of traits in previous stages. How is it possible for a certain trait
that is developed in a specific developmental stage —e.g. organogenesis—
to have a crucial impact on further developmental stages —e.g. the larval
stage?

Evolutionary scale: phylogenetics of populations —trans-generational time scale.

ExAMPLE: The fur of arctic wolves is particularly suitable for cold environ-
ment; birds’ beaks are adequate for eating available foods; giraffes’ necks
allow them to reach higher branches full of leaves. How does a population
evolve into a different one due to the consequences promoted by the evolved
trait?

From here on, a number of strategies may be adopted: one could promote
an explanation of the teleological dimensions at each level; or one could explain
the teleological dimension of one level as a consequence of some feature present
at another level, in such a way that the central target is the former and not the
letter. Ome could even say that, after all, no teleology is needed and try to ex-
plain aptness in another way. All these options have been taken and I will present
them throughout this thesis. Note that, moreover, there is an important difference
in Waddington’s classification: the first and second levels involve individuals; the
third one involves populations. So one can argue that groups are the target of tele-
ology and that this is the reason why there is a teleological dimension in the other
temporal levels, or vice versa, that populational phenomena at the evolutionary
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time scale manifest teleology because the members of the population are teleolog-
ical systems. Again, these strategies are easily found in the history of biology and
will be discussed later.

Before moving on, I would like to call attention to another crucial point: the
populational and physiological level exhibit what I will call the A— B—C — A Phe-
nomenon. This is not the case of the developmental level, and the Gordian Knot
about teleology, as I see it, is about this fact. In a nutshell, A— B — C — A refers to
the recursive character of a process. A causes B, B causes C, and C' causes another
A. At the physiological level, the reference to A — B — C' — A causal chains to ap-
proach teleological explanations has been usually adopted, at least since Kant, by
the advocates of organicism (e.g., von Bertalanffy, 1969; E. S. Russell, 1945); see
Etxeberria and Umerez (2006); Gilbert and Sarkar (2000); Nicholson and Gawne
(2015) for historical introductions. For example, metabolic-based chemotaxis is
enabled by the energetic resources of the cell, yet simultaneously the cell depends
on its behavior to reach new energetic resources: behavior for metabolism and
metabolism for behavior. The same can be said about the production of erythro-
cytes. They are needed for different physiological functions which, at the same
time, are needed for the production and maintenance of erythrocytes. As we will
see in the next chapter, at the evolutionary level, since Darwin, A — B — C' — A
chains sit at the core of the Modern Synthesis’ account of teleological explanations.
The idea is that A — B — C refers to those processes ongoing during an organism’s
lifespan which reproduces —if it is able to do so— and gives rise to a new organism
(a new A). Successive transgenerational A — B — C' — A processes, mediated by
reproduction and biased in an adaptive way —i.e. by natural selection, produce
apt populations (more on organicism and the Modern Synthesis later).

However, development does not appear to present this property. In a nutshell,
trivially, phenotypic outcomes do not feed back to those prior developmental stages
that built them. The development of flies during metamorphosis does not depend
on and is not casually connected to the consequences of a dragonfly using its
wings. At the developmental time scale, there is no recursivity between develop-
mental stages —understood in terms of A — B — C' — A chains as above. Is this
problematic? It certainly is, especially for my naturalistic purposes. A—B—C— A
phenomena are the main source of understanding teleology in science. Yet devel-
opment does not exhibit the A — B — C' — A property. So, what shall we do? As I
see it, the first preliminary conclusion is that the Hard Problem of Teleology is a
developmental one. To deal with and to offer a tentative solution to it will be my
specific contribution to the understanding of teleology in this thesis —an issue, in
my opinion, that has not yet been explored in detail.

Summarizing so far, I first argued for an immanent notion of teleology: as
any other biological concept, teleology refers to the world of living beings. Next, I
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underscored two relationships that endow organisms with teleology: the interactive
and the organizational dimensions. They constitute the aptness of organisms, the
main aim in any teleological explanation. Finally, based on Waddington’s insights,
I presented the three temporal levels at which biological processes take place,
involving two kinds of entities: individuals and populations. Taking all this into
account, we are in a position to give Kant’s puzzle a more precise wording.

The problem can now be seen as a problem of naturalization: how can we
naturalize the teleology present at each time scale? Naturalization is a common
business in the philosophy and theory of sciences. For instance, many try to
naturalize the mind so as to consider it part of nature and not a non-physical
entity. This sort of project is primary metaphysical: to find the place of what
was taken to be a non-natural entity in the order of nature. Note that this is not
the main target of Kant’s puzzle. The first reason for this is that metaphysical
naturalization looks at itself as an oxymoron: to put it shortly, if one seeks to
‘naturalize an entity’, it is because the entity in question was already a natural
one. That is, naturalization cannot take the form of the displacement of an entity
from an ontological realm (a non-natural one) to another (a natural one).> The
second, and more relevant, reason is that the naturalization of teleology pursues
epistemological naturalization: how can we understand teleology as part of nature
in a way that teleological explanations only appeal to the language of science? In
this view, the project does not take a contradictory form: from the success (or
failure) that we —philosophers and scientists— have in the project of naturalizing
teleology, an impact will ensue in our epistemological resources, as individuals
and communities, but not a change affecting those entities involved in teleological
explanations. Epistemological naturalization is not about them, it is about us.
I will henceforth use the term naturalization in this sense. Having said so, the
formulation of Kant’s Puzzle, the one that I will discuss at length, should take the
following general form:

(KP) Kant’s Puzzle (General definition)
Teleology is necessary to explain the aptness of biological phenomena at
different temporal levels, even though it cannot be understood in naturalistic
terms.

1.1.3 The Teleological Gap and three bridges

Kant’s puzzle defines a gap between what is explanatory useful and what is ex-
planatory admissible. As I explained, the core problem of teleology is backward
causation. However there are other reasons that make teleology problematic which

3These reflections are inspired by similar musings found in Chomsky (2000).
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arise when we connect it with other controversial notions in biological science:
functions, norms, and intentionality. Intentionality is closely related to teleology,
yet, while some teleological processes can be explained by invoking intentionality,
it seems that it cannot be the source to explain aptness: while Humans do have
intentionality, it seems that we cannot explain the physiology of digestive systems,
chemotaxis in F. coli, metamorphosis or change in wolves’s fur by attributing in-
tentionality to those systems explained in teleological terms. Therefore, if teleology
goes hand by hand with intentionality, we have the problem of ascribing inten-
tionality to systems that, prima facie, do not posses intentionality; Part III of
this thesis deals with this issue. Moreover, teleological explanation involves a nor-
mative dimension: if traits, developmental processes, or populations are directed
to a certain purpose or goal, then there is a normative demarcation depending
on whether the system achieves the goal or not. Notwithstanding, science is not
supposed to be evaluative but descriptive. It is not about how things must be
but how things used to be, are, and will be. Science should not be prescriptive
but teleology introduces normativity in nature: more troubles. The problem of
functions is indeed the same as that with normativity: the function of a trait (if
defined by its purposes) introduces a demarcation of function and malfunction,
a certain way in which a trait must function. All in all, this is the basic herd
of nightmares that digs the gap between what is explanatory useful and what is
explanatory admissible.

In this subsection I will review different possible strategies to bridge this gap,
while I shall leave for the next subsection the presentation of a specific proposal.
The central issue is: what is the place of teleology in the taxonomy of explanations?
There are, grosso modo, three alternatives. Roughly, (i) to appeal to some form of
reductive mechanism (sensu Nicholson, 2012), (ii) to fall back to vitalism, or (iii)
to bring into play naturalized theories of teleology. At first sight, (iii) appears to
be the most difficult position to maintain, but it is the one I will be arguing for
here. Let’s present them in detail in order to spell them out more clearly:

(i) Reduce teleology to mechanistic explanations and eliminate it from the vo-
cabulary of science.

(ii) Assume the non-reducibiliy of teleology but give up any hope of integrating
it in the vocabulary of science.

(iii) Assume the non-reducibility of teleology and introduce in the vocabulary of
science.
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Strategy (i)

The issue of mechanicism is extremely complex in philosophy of science. Part of the
foundational issues around teleology turn around how we understand mechanisms
—and how mechanicism is defended nowadays. I will now introduce three kinds
of mechanicist thinking, following Nicholson (2012), and then I will present their
connection with strategy (i).

Mechanicism: a phenomenon is explained by the interaction of the parts that
integrate it.

Machine Mechanism: the use of a machine-like structure to explain a phe-
neomenon

Causal Mechanism: a phenomenon is explained by a step-by-step causal chain
that produces the phenomenon in question.

All forms of mechanicist thinking have traditionally been taken to be opposed
to teleological talk. The reason is clear: the kinds of explanations they favor in-
volve some form of forward causation, while teleology seems to appeal to backward
causation. Eliminativist attitudes towards teleology take the form of some kind
of reduction to the physicochemical level. Mechanicism puts parts in an explana-
tory prior position with respect to the whole: two classical proposals along these
lines are those of Cummins (1975) and Craver (2007), for example. This entails
that self-properties arise by the interaction of the parts, which, crucially, does not
involve any intervening teleological notion. For example, cellular metabolism is un-
derstood as being the result of the action of many metabolites that, by themselves,
do not exhibit teleology. If we can explain metabolism, along with its internal and
external regulations, in this way, it seems that there is no need for teleology. A
similar situation arises in the case of Machine mechanism. Importantly, the use of
machines to understand biology is always idiosyncratic and strongly dependant on
the kinds of machines available during a certain period in history. For instance,
Kant, influenced by Descartes, took the clock as the machine-model. It is not too
difficult to see that the work of the clock does not involve teleology.

Things get more interesting with Causal Mechanism. We can expect to identify
some tensions here: step-by-step causal chains take the form of A— B —C — D
concatenated events, while in teleology (at least at the physiological and evolu-
tionary levels, as organicism and the Modern Synthesis respectively suggested) we
find A— B — C' — A chains. Is this an insurmountable obstacle? It is certainly the
case that Causal Mechanism more or less explicitly endorses a form of the Causal
Asymmetry Principle. It is about causal relations that produce a particular ef-
fect and the fact that no backward relation exists between causes and effects. In
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this sense, Causal Mechanism may be compatible with some ideas that cannot be
easily accounted for by Machine Mechanism or Mechanicism, such as top-down
causation. In other words, Causal Mechanism is more permissive about the kinds
of relations that may be taken as causal. We may therefore ask in which way a
naturalized view of teleology can be made coherent with Causal Mechanism. This
issue will be addressed in Part III; by now, it is enough to point out that the in-
compatibility between teleological and mechanistic explanations usually concerns
Mechanicism and Machine Mechanism. The variety of theories adopting the prin-
ciples of Mechanicism or Machine Mechanism though they “differ from one another
about which causal principles are basic [...] they univocally reject explanations that
appeal to vital forces and final causes” (Craver, 2013, 133-134).

Strategy (ii)

Strategy (ii), as I said, involves some form of vitalism: the idea that there is a non-
material vital force causing the aptness of organisms (e.g., Bergson, 1907; Driesch,
1908). However, this is not really accurate. Vitalism —and its many variants—
is only one of the theoretical stances that opts for strategy (ii). The proper label
for this strategy should probably be non-naturalism: accepting that teleology is a
real part of nature, but that it is not possible to explain it in scientific terms. For
instance, Natural Theology, Divine Design or Intelligent Design are all proposals
that posit a teleological dimension without —seriously— attempting to explain
it from a scientific perspective. Among the advocates of this strategy we can
find different positions, more or less metaphysically committed, some with only
remote concerns with scientific aims, others with stronger methodological interests
in scientific progress. Anyhow, these views have never been strongly defended
within science. The reason is quite clear: they have no place in a naturalist
picture of the world. Nonetheless, it is important to make explicit two points that
will be retaken later: first, some versions of strategy (ii) were extremely fruitful in
the attainment of scientific progress —both experimentally and theoretically; and
second, many attempts at naturalization were deeply influenced by vitalist ideas.*

Strategy (iii)

This strategy aims at making teleological explanations scientifically tractable. Two
options immediately come to mind: either we enlarge science, or we crop teleol-
ogy. A first attempt might consist in adopting many insights of the vitalists while

4As we will see in Chapter 6, the foundations of organicism at the beginning of the 20"
century were motivated, in part, by vitalist insights (Nicholson & Gawne, 2015). Moreover, as
M. Weber (2022), Driesch’s work in embryology, which pushed him to postulate a vital force,
enabled many advances in the mechanistic understanding of epigenesis.
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remaining strongly determined to tackle them with scientific weapons. This im-
plies that there should be some area, discipline or theory in science capable of
dealing with the teleological ideas usually associated with vitalism. We will see
that this is in fact the case, particularly in the 215 century. The crop-strategy is
to avoid any mystical, non-natural or anthropomorphic understanding of teleology
—detach it from any vitalist reminiscence— and re-frame it in science without
removing the scientific foundations. I call the first option the top-down strategy:
trying to understand teleology in biology preserving some ideas of non-physical
accounts. The second option is the bottom-up strategy: tackle teleology in biology
by approaching it from physical-reductive accounts. Probably the most relevant
naturalized theories of teleology take place at the intersection of these paths.

1.2 Brentano’s Problem: you need intentionality
but you cannot naturalize it.

Intentionality breathes the same paradoxical atmosphere as teleology. While in-
tentionality is central in the explanation of behavior, we cannot explain it properly.
Brentano’s problem is about this tension. As a first approximation:

(BP) Brentano’s Problem (rough definition)
Intentionality is reprehensible but inevitable in our understanding nature.

1.2.1 What is intentionality? First steps

As it is well known by everybody working in cognitive science, intentionality is
the foodstuff of philosophers. Although many other aspects of cognition and ani-
mal life are treated by other sciences, intentionality has not yet been able to flee
philosophy departments, at least not without the escort of a philosopher. Surely,
intentionality is in itself a complex issue and most, if not all, cognitive science piv-
ots on it. Yet, different scholars understand it differently. Many meanings have
been attributed to and removed from intentionality: semantics, reference, mean-
ing, intension (with an ‘s’), information, etc. I will discuss these terms and see
which ones provide a promising avenue towards a solution to Brentano’s Problem.
As a first approximation, let’s consider first Brentano’s view on intentionality.

In his Psychology from an Empirical Standpoint,® Franz Brentano (1838-1917)
appealed to the notion of intentionality in his aim to distinguish the mental from
the physical. Since then, intentionality is taken to be The Mark of the Mental (or
at least, one of its marks; Neander, 2017b). What traces the difference between
mental and non-mental entities is that:

5The original edition is from 1874; I will use the 1995 edition.
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every mental phenomenon is characterized by what the Scholastics of
the Middle Ages called the intentional (or mental) inexistence of an
object, and what we might call, though not wholly unambiguously,
reference to a content, direction toward an object [..], or immanent
objectivity. Every mental phenomenon includes something as object
within itself, although they do not all do so in the same way. In pre-
sentation something is presented, in judgement something is affirmed
or denied, in love loved, in hate hated, in desire desired and so on.
(Brentano, 1995, 68)

Although I will refine and update the notion of intentionality, this original
formulation by Brentano is pretty adequate. It already incorporates two of the
core constitutive ingredients of intentionality. The first one is aboutness: the idea
that intentional states or processes are about or refer to something else; that they
are directed towards an object. The intentional object that such processes or states
are about is typically considered to be content.

The other notion is normativity, althoug it is not so easy to appreciate it in
Brentano’s quote. This will be clearer once the Cognitive Revolution has been in-
troduced. The point turns around the inexistence of the object that an intentional
state is about, that is, the fact that the intentional object has no reference in
the world —there is no world-object but there is an intentional-object. Brentano’s
view relates primarily to the fact that, for example, we can think about things that
do not exist, will never exist, or that may exist in the future. What this illustrates
is that the relation between content and its reference needs not to be a real rela-
tionship; intentionality transcends what is actual. This suggests that, somehow,
content and reference need not be causally linked. I will use the expression Causal
Mismatch to refer to the possibility of detaching content and reference.

However, the main situation in which one detects the Causal Mismatch (the
inexistence of the world-object) concerns in the possibility of error —also called
“misrepresentation”, an issue I will discuss at length here. As it will be clearer once
I introduce the notion of representation, we can mistakenly represent the world.
We can have hallucinations, perceptual errors, false beliefs. Errors clearly intro-
duce a normative dimension. Here the connection between the Causal Mismatch
and normativity is easy to appreciate: error is thr place to find the dissociation
between reference and content; if this connection were a necessary one, then errors
would never occur. Crucially, the possibility of uncoupling content and reference is
central to explaining goal-directed behavior. The explanatory target is behavior as
directed towards certain environmental conditions, as organisms are trying to ful-
fill some goals. Such goals introduce a normative dimension regardless of whether
the goal is fulfilled or not. Therefore, that there is room for error is crucial for our
understanding of goal-directed behavior. The possibility of error is a requisite for
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normativity, and normativity is a requisite for goal-directed behavior.

Brentano argued that intentionality is explanatory and necessary to understand
behavior. So we are again confronting an explanatory, useful and non-eliminable
notion for the understanding of a natural phenomenon. We explain and inter-
act with animal behavior as a phenomenon produced by how animals perceive
the world and respond to it. We systematically explain behavior by positing a
goal(normativity)-directed(aboutness) response. We will see that this is central
to cognitive science. As it is widely recognized, explaining behavior by content is
(i) explanatory useful in science —i.e. it allows to explain regularities and to pre-
dict outcomes, and (ii) it is systematic in our daily life and in the interaction and
interpretation of the behavior of others. Traditionally, this explanatory strategy
is called Folk Psychology —the use of psychological-intentional states to explain
behavior. I prefer to use Folk Intentionality instead, in order to encompass a
larger class of phenomena and to establish a parallelism with Folk Teleology. The
central point is that Folk-Intentional explanations —as well as Folk-Teleological
explanations— somehow require a solid scientific account. The reason is simple:
such explanations are true (Dennett, 1987; Fodor, 1975). Or, at least, some truth
is hidden behind them. If this were not so, why is Folk Intentionality so accurate
at predicting, regulating and explaining behavior?

So far, I have not yet identified any problem connected with intentionality.
There are hundreds of them. However, here, the core problem is causation, again.
If the intentional states of the mind are about something that does not necessarily
exist, it seems that we cannot explain behavior by content in causal terms: if
behavior is caused by intentional states, and intentional states are caused by what
they are about, but they can be about nothing, then there is a hole in the causal
process that produces behavior. Something else must be going on in intentional
explanations: the kind of causation at work in intentional explanations —if any—
cannot be the one involved in other natural —and scientifically tractable— causal
processes. If we combine aboutness and the normative dimension, we get stuck
in a cul-de-sac. If behavior is explained by content, and there is no reference
in the world for that content, there cannot be a causal chain behind intentional
explanations.

Brentano’s position concerning the naturalization of intentionality is quite sim-
ilar to Kant’s attitude concerning the naturalization of teleology: there cannot be a
science of intentionality. Intentional causation is not within the scope of scientific
inquiry. So we can understand Brentano’s Problem as the problem of naturalizing
intentionality. Intentional explanations are useful and work well in many cases,
yet aboutness and normativity are intractable by modern science. This gives rise
to Brentano’s version of the problem.

(BP) Brentano’s Problem (Brentano’s view)
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Intentionality is necessary to explain behavior but science cannot explain
the kind of causation involved in intentional explanations.

1.2.2 Spelling out the problem

As expected, Brentano’s version of Brentano’s Problem does not exactly match
the themes of contemporary discussions of the subject. Intentionality came to
the fore in science with the Cognitive Revolution in the mid 20 century. It was
re-conceptualized and specified, and consequently awarded a central explanatory
role in cognitive science. The problem of intentionality metamorphosed into the
problem of representational states and their capacity to explain behavior reduces
to the characterization of representational processes that produce behavior. Thus,
representations and their manipulation became the core of intentionality in cog-
nitive science. The content of intentional states is, therefore, the content of those
representations that constitute the intentional state. Cognition is taken to consist
of the manipulation of those of representations that lead to behavioral outcomes.

It is important to emphasize what is one of the main targets of mainstream
views in cognitive science: the explanation of behavior. Of course, this is not an
easy task and involves many different cognitive tasks, which somehow explains the
interdisciplinary nature of cognitive science. A cognitive scientist —whether a neu-
roscientist, a psychologist, a linguist, a computer scientist, or an anthropologist—
would probably need to integrate different kinds of knowledge from different dis-
ciplines and research areas to explain even the simplest behavioral phenomena.
However, there is a central foundational issue in need of an answer: why is it not
enough with neurophysiological explanations about the physicochemical processes
in the brain and the body that produce a certain output? Why do we need to
posit intentional states? Is it not enough with a causal description of neurophysi-
ological processes? Cognitive science must have an answer. The central one is, as
Dretske (1988) and Shea (2018) remarked, that such explanatory strategy would
not account for the proper explanandum. Such strategy would not explain behav-
ior as a consequence of an organism’s goals (norms) directed (about) towards the
environment. The outputs of cognitive processes are not just certain changes in
the system under study, but those changes that are goal-directed. It is not just the
output of a system, but goal-directed behavior a central explanatory aim of cogni-
tive science. To deal with this explanandum, we need to introduce aboutness and
the normative dimensions of goal-directed behavior, i.e. to tackle the explanandum
we need intentionality. The emphasis on goal-directness is cardinal to argue for a
cognitive enterprise.

Aboutness and the normativity of intentionality are easily recognizable from a
representational viewpoint. Paradigmatic examples of intentional states are beliefs.
John believes that the cat is on the mat. John’s belief is about something: the
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cat being on the mat. If he behaves in a certain way in relation with the cat, his
behavior would be directed towards the content of those representational states
that produce behavior. Normativity is also easy to see. A central phenomenon
around behavioral errors is the phenomenon of misrepresentation. John went to
the mat to catch the cat and screamed when he realized it was a rat. The success
of John’s behavior that fulfills his goal is partly related to accurate representation.
As explained above, in the path towards naturalizing content one cannot dodge
the issue of misrepresentations.

With this brief introduction to representationalism, let us now turn to see what
form Brentano’s Problem takes. The task is to understand aboutness and norma-
tivity on naturalistic grounds. The trouble is expected: if we explain behavior
by content, and content needs not be based on a causal relationship with what it
refers to, then it seems that intentional explanations cannot have a causal backup.
The problem of causation requires a solution to the problem of content (what de-
termines the content of a representation?) and the problem of misrepresentation
(how is it possible to dissociate content from reference?). We can also present the
scenario in the following way: neurophysiological causation produces organism’s
outputs. At this level, we do not need intentional terms. Yet we are not explain-
ing behavior as the product of an organism’s goal-states directed to the world.
To introduce this level —which is where Folk Intentionality comes in handy— we
need to attribute some contentful character to the neurophysiological processes.
However, in the case of neuro-physiological causation, there is no problem of error
insofar as the kind of causation involved is the mainstream one in science: inter-
action between neurons and different brain substrates that step-by-step produce
behavior. There cannot be a gap in this process. But I already argued that at the
intentional level the possibility of misrepresentation must exist. In this step, we
lose the status of causation present at the neurophysiological level. Therefore, the
issue around naturalization is how to preserve genuine causation without losing
explanatory power. A non-existent cat cannot cause John’s behaviour. Or can it?

After presenting the representationalist version of Brentano’s Problem, let’s call
attention to a common strategy to circumvent the problem. We wish to explain
how intentionality can have solid naturalistic underpinnings. For instance, we can
ask where the content of the word cat comes from. One can answer that it came
from our conceptual representation of a cat (the concept CAT). The word cat, let’s
suppose, derives its meaning from CAT. The point is that we can ask the same
question concerning CAT. We certainly can answer that CAT takes its content from
another representation (e.g. a perceptual image of a cat). Yet this strategy has
to stop up to some point: you cannot explain the content of all representations
by pointing out at the content of another representation. Sooner or later one has
to reach intentionality coming from a non-intentional source. This is known as
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underived intentionality or original intentionality (cf. Dennett, 1994; Haugeland,
1981). It will be the main target of Part III. What most naturalized theories of
content seek is just to add a ‘pinch’ of naturalized intentionality. This is enough
to season the rest of the dish. Of course, this doesn’t mean that it is easy to derive
the rest of representational contents in a system once you have this pinch (it is not
just about compositionality). Notwithstanding, once you can explain this basic
building block, you are showing that there certainly is nothing mysterious about
intentionality. With these ingredients, the respresentationalist view of the problem
may be formulated as follows:

(BP) Brentano’s Problem (Representationalist view)
Intentional states, constituted by representations, are central to explain goal-
directed behavior, caused by representational processes, but we cannot nat-
uralize them.

Although in Part III T will discuss this particular formulation of the problem, I
would like to present a broader, but still updated version of Brentano’s Problem.
The reasons are two.

First, Brentano’s problem is about intentionality, not representations per se.
As intentionality became to be understood in representationalist terms, then the
target moved to representations. However, non-representationalist theories of in-
tentionality in cognitive science —what I shall refer to as radical post-cognitivism—
are gaining momentum and supporters. So I believe that a general definition of
Brentano’s Problem should be comprehensive enough to also encompass under this
umbrella those radical views on intentionality. In this sense, Brentano’s Problem
arises both in representationalists and anti-representationalists theories of mind.
This defines a common ground for discussion that facilitates the identification of
influences and points of contact among different proposals. Even though I will not
endorse a radical view, some of the proposals developed within this camp —usually
strongly committed to naturalize intentionality— are linked with theories that will
appear in this thesis (particularly, autonomous systems theory in Chapter 6 and
ecological psychology in Chapter 7).

The second reason also involves a controversial issue in contemporary philoso-
phy of the life sciences. It concerns the possible extension of paradigmatic animal
properties well beyond animals, i.e. to organisms not possessing a central nervous
system. There are, at least, three theses one may want to adhere to or reject.
The first one is the Life-Mind Thesis: all living beings have a mind, and all mind-
ful beings have life; life is coextensive with mind. A soft version of this is the
Life-Cognition Thesis: life is coextensive with cognition. Adopting this thesis and
rejecting the previous one entails that some cognitive phenomena are not mental
(e.g. memory). One could even adopt a third strategy and claim that living beings
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have neither cognition nor minds, but that they present agentive capacities. As it
can be appreciated, the discussion partly hinges on how we understand the terms
involved. So the question is not only about what organisms do, but also about how
we define mind, cognition, and agency. I will not defend the first two options but
I would support the third one. What is extended beyond the brain is not the mind
but intentional states, therefore intentional explanations are also epistemologically
central beyond animal activity. Be that as it may, understanding all living beings
as agents will allow me to discuss all the aforementioned theses around the exten-
sion of paradigmatic animal properties. So a general presentation of Brentano’s
Problem must be related to how behavior —or any kind of motility (Dretske, 1988,
Ch. 1)— is explained by the agent’s inner states and their processing.

To conclude, here’s the general formulation of Brentano’s Problem:

(BP) Brentano’s Problem (General definition)
Intentionality is central for explaining the goal-directed behavior produced
by intrinsic properties of agents, even though we cannot naturalize inten-
tional explanations.

1.2.3 The Intentional Gap and three bridges

Although cognitive science has constantly been producing a huge amount of data,
experimental advances, technical improvements, and solid theories, all these sci-
entific accomplishments are afflicted with the unsolved philosophical problem of
intentionality. Beyond the nuclear issue of causation —involving a response to the
content question and to misrepresentation— there are many, many other contro-
versies. This is not only because intentionality is a tough nut to crack, but also
because philosophy of language was the stellar philosophical discipline in the last
century. Much ink has been spilled in order to analyze the phenomenon under dif-
ferent views and readings. The results were fruitful, such as the advances in logic,
computational theory, or linguistics. Yet all these achievements were reached at
the expense of creating new philosophical challenges that we are still dragging.
Beyond causation, we can find in the following list some of the classical problems
around intentionlity. The list is not meant to be exhaustive and one can easily
get lost in this complex and mined territory:

1. The proximate vs. distal challenge: do we represent the distal object or the
proximate stimulus?

2. The particular vs. general challenge: do we represent particular objects or
the general class which they belong to?

3. ‘Disjunctionitis’ (Neander, 2017b, 149): which of the many properties of an
object do we represent?
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4. Frege’s Puzzle, too: how co-extensive representations can have different con-
tents?

5. The problem of non-actuality (already presented): how can there be con-
tentful intentional states that have no reference?

6. The opaque context challenge: why representations cannot be substituted
salva veritate in so-called opaque contexts? John believes that his flu is not
dangerous but that Covid certainly is, even though his flu is Covid.

I will be mostly focused on the problem of intentional causation. As it is the
case with teleology, the problem of causation in intentionality also defines a gap
between what is explanatory useful —Folk Intentionality— and what is explana-
tory legitimate. Understood in causal terms, the question is: how can we bridge
the gap between flat (neuropyshiological) causation and intentional causation?
This gap could be also characterized in other ways: as the difference between syn-
tactic (or correlational) information and semantic information or as the difference
between natural meaning and non-natural meaning. In all cases, the first terms in
these pairs are relatively uncontroversial for science —concerning its foundations.
However, problems arise with the second terms of the pairs. Explaining them is
a central desideratum in the foundations of cognitive science. How can we bridge
this gap?

Here, also, we can identify three strategies to bridge the gap. The first is elimi-
nativism, the second is dualism and the third one involves some kind of naturalized
theory of intentionality. As expected, I will try to stay within the third group:

(i) Intentionality should be reduced to non-intentional explanations and elimi-
nated form the vocabulary of science.

(ii) Intentionality cannot be reduced but intentional behavior cannot be correctly
integrated into the vocabulary of science.

(iii) Assume the non-reducibility of intentionality and integrate it into the vocab-
ulary of science.

Strategy (i)

This strategy adopts some sort of eliminativism. The clearest case is that of be-
haviorism (Ryle, 1949). Intentional states cannot be scientifically tractable for
epistemological constraints: the mind is the land of the subjective and this is not
territory for science. Therefore behaviorism is devoted to the study observable,
objective patterns, such as stimuli and responses. Neuro-reductivist positions also
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remove any reference to intentionality (Churchland, 1988). Although Folk In-
tentionality is heuristically useful, both in science and in life, all the genuine
explanatory work is done by neural processes. Some ascriptivist theories (Shea,
2018) endorse an eliminativism of sorts (although this requires further discussion).
Dennett’s Intentional Stance (Dennett, 1987), for instance, argues that intention-
ality should be involved in explanations insofar as it helps in our understanding
of science. Yet most scholars, but curiously not Dennett himself, understand this
view as an instrumentalist position, where an intentional stance should be de-
fended without any ontological commitments with particular physical units with
intentional properties.

Strategy (ii)

I link this strategy with dualism: the idea that intentionality is detached (at
least partially) from psychical phenomena and consequently cannot be tractable
by science (e.g., Popper & Eccles, 1983). A paradigmatic example is Descartes.
Yet, this position not only takes the form of Cartesian Dualism. Brentano also
believed that intentionality falls outside the realm of science. Moreover, not all
contemporary proposals in the philosophy of mind and language are committed
with a naturalist position, or if they were, it would be difficult to anchor them
within naturalism (as, for instance, Fodor and Pylyshyn (2015) argued at length
concerning theories of concepts).

Strategy (iii)

Like teleology, the naturalization of intentionality also follows two paths: either
we enlarge science or we crop intentionality. The first path involves preserving
intentional explanations as first-citizens in science, arguing that modern science
has the tools to deal with them: some scientific area, discipline, or methodology
must exist to explain intentional behavior. The second option, the crop-strategy,
consists of denying any non-natural res cogitans but taking intentional behavior as
real and scientifically tractable. Here, I shall again call the first option the top-down
strategy: approaching intentionality from dualist stances. The second option is the
bottom-up strategy: approaching intentionality from physical-reductive accounts.
The crossover of these two paths is a prominent naturalistic spot to rest.

1.3 Summary

It is perhaps not too pretentious to argue that intentionality and teleology occupy
a similar place in the philosophy and history of the life sciences. I have been explic-
itly pointing out some connections between them, but also implicitly by following
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the same pattern in their presentation. There are good reasons for claiming that
this sameness is not a coincidence but rather a consequence of the intrinsic relation
that exists between intentional and teleological phenomena. This thesis is about
this relationship. In this introductory chapter I focused on presenting a brief and
relatively shallow overview of the central desiderata and their motivations, and on
presenting different categorizations and terminological issues that will be recurrent
throughout these pages. Figure 1.1 on the following page summarizes the connec-
tions between intentionality and teleology. It is about their riddles. We will see
how they are also connected when it comes to find solutions. The next chapter
presents the most famous solution to Kant’s Puzzle: Neo-Darwinism. Chapter 3
in its turn, deals with the most recurrent solution to Brentano’s Problem: teleose-
mantics. These are the mainstream views in the business. Let’s sink our teeth
into them.
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Chapter 2

The Modern Synthesis on
teleology

The theory of descent alone can explain the developmental history of
organisms.

Ernst Haeckel, 1866, 7

2.1 The gestation of the Modern Synthesis

Throughout this section, I will be introducing important figures in the history of
evolutionary thought with the aim of presenting the mainstream view in evolution-
ary theory forged in the first half of the twenty century: The Modern Synthesis
(henceforth MS).

2.1.1 Darwin

Charles Darwin (1809-1882) carefully read Paley’s book on Natural Theology.
Indeed, in a letter to his friend John Lubbock, Darwin wrote: “I do not think I
ever admired a book more than Paley’s Natural Theology: I could almost formerly
have said it by heart” (quoted in Agren, 2021, 19). Despite Paley’s influence on
Darwin’s thought, and his motivation around Paley’s interests, Darwin was not
so keen on Paley’s answers. Darwin’s theory of natural selection could therefore
be presented as an alternative, non-Paleyan solution to Paleyan problems (Ruse,
2003, 2019). Paley’s focus of attention was the design-like character of organisms.
Definitively, in the light of our considerations in Chapter 1, this is a striking fact
once one thinks about it. The parts of an organism constitute a coherent whole,

33
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in such a way that each part performs certain functions that fit both with the
rest of the organism and with its environmental conditions, allowing living beings
to grow, live and reproduce. Paley’s answer was theological; whence its position
outside the scientific picture drawn by modern science since Galileo and Descartes.
This is also the reason why Darwin was not satisfied with Paley’s view. According
to Paley, just as the design-like character of a clock —the machine metaphor
of his times— implies the existence of a watchmaker, the design-like features of
organisms is to be taken as evidence of the existence of a designer; an intelligent
designer: God. Darwin’s inspiration was Paley’s emphasis on the importance of
explaining the design-like character of living beings, which seems not to be present
in non-living (and non-externally designed) things. His answer is well known: his
theory of natural selection presented in The Origin of Species (Darwin, 1859). As
John Maynard Smith once stated: “The main task of any evolutionary theory is
to explain adaptive complexity, i.e. to explain the same set of facts which Paley
used as evidence of a Creator” (Maynard Smith, 1969).

A central insight in Darwin’s theory is the significance of populational and
historical explanations to tackle the two main explananda in biology (Sterelny
& Griffiths, 1999; Walsh, 2003): adaptation —the design-like character of living
beings— and diversity —the design space that species can explore, i.e. the possible
repertoire of phenotypes based on the scope and constraints on variation (Dennett,
1995). Natural selection is a process that relies on three variables: variation,
fitness, and inheritance. Firstly, to select something (a trait), you need more than
one option (variation is needed). Secondly, there must be a reason for selection
(differences in fitness). Finally, if the bias introduced by selection is not preserved
through time, (i) we would not find stable groups (species) of selected options
(traits), but rather an ever-changing state of affairs; and (ii) selection processes
would be one-shot trials (i.e. operating within one generation). So inheritance is
needed to preserve the bias and give natural selection enough time to do its work.

Darwin’s main emphasis was on fitness (inspired by Malthus’s An Essay on
the Principle of Populations). The key was not only that fitness introduces a
bias in nature, but that this is an adaptive bias. Here the central three insights
of Darwin’s proposal come to the fore: the struggle for life, its consequences in
populational explanations, and the production of adaptations. ‘Struggle for life’
is usually interpreted in the sense of competition for survival and reproduction
between members of the same species. Malthus argued in his book that individ-
uals compete whenever the resources necessary for life are limited. Those who
strive are able to reproduce, such that better-adapted individuals will spread and
outdo those who lose the contest. The expression ‘struggle for life’ need not be
taken so literally, however. In particular, it may involve more than just compe-
tition. For Darwin, adaptive evolution is a consequence of individuals struggling
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for life. Struggling for life should encompass all the individual processes that de-
termine the fitness of an organism. Fitness differences among organisms —the
raw material of selection— are a consequence of the aptness of each individual,
and what individuals do to survive and reproduce. The real adversary of life is
death, not conspecifics; struggling for life is better represented as a fight for life
and reproduction.

Crucially, as noted before, Darwin’s breakthrough was to perceive the impor-
tance of a populational level of analysis to understand the fit and diversity found
in nature. In order to see how differences in individual fitness produce complex
taxonomies of adapted groups, we need a historical perspective. We can see,
therefore, natural selection operating through time (thanks to inheritance), and
producing different trends biased by fitness differences. Populational explanations
thereby place the question at the proper level of analysis and connect individual
fitness differences with the diversification of adapted populations. This Darwinian
insight was labeled Population thinking by Mayr (1975), which he opposed to
pre-Darwinian Typological thinking (but see Amundson, 2005). Importantly, if
selection is a mechanism that introduces an adaptive bias through time, the out-
puts of this process should explain the design-like character of living beings. Such
outputs are adaptations (although adaptation is also used to refer to the very
processes of natural selection; Sober, 1984). Individuals become adapted to their
living conditions and differentiated from others by natural selection operating on
heritable variations on fitness between individuals throughout history.

In Darwin’s theory —and this remains an accepted view within the MS, the
bias of selection is pictured as a slow and gradual process, acting on successive
generations to accumulate inherited variations. This view of selection is known
as gradualism, and it opposes saltationist views, such as that one defended by
Goldschmidt (1982) and, later on, by Gould (1989). Importantly, both saltationist
and gradualist views are nonetheless based on natural selection and its central
ingredients. So, as we will see regarding other assumptions of evolutionary theory,
gradualism is not a prerequisite for evolution by natural selection.

While fitness was at the core of Darwin’s theory, he did not possess a robust
account of phenotypic variation; he also explicitly acknowledged the want for an
adequate theory of inheritance (while accepting a Lamarckism of sorts). This fact
teaches us something interesting. The structure of natural selection is indeed quite
irrelevant to the mechanisms of inheritance and variation. As we will see, under the
umbrella of the three ingredients of natural selection (variation, inheritance, and
fitness), there have been many experimental and theoretical proposals concerning
how they should be understood and explained. Darwin’s theory occupies a specific
place under this umbrella. I will presently show how the neo-Darwinian Modern
Synthesis occupies another one.
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2.1.2 Mendel, Weismann, Morgan, Johannsen

Gregor Mendel (1822-1884) carried out his experiments during the second half of
the 19" century (Mendel, 1866), but they were only rediscovered and appreciated
in the first years of the 20" century. They were soon perceived as crucial to over-
come the difficulties confronted by Darwin’s theory. To be sure, Mendel’s model
seemed to contain the essentials to elaborate an adequate theory of inheritance for
natural selection —even though the suitability of Mendel’s inheritance for Dar-
win’s natural selection was not immediately appreciated. The experiments carried
out by Mendel concerned variations in the traits of plants, and just indirectly on
variation in inherited materials. The crucial insights are twofold. First, pheno-
typic differences underscore heritable differences. Mendel’s experiments on how
traits are obtained by reproduction connected phenotypic differences in parents
with phenotypic differences in their offspring, in a way that whatever material
differences are transmitted from parents to offspring, they explain the similari-
ties of traits among generations. Second, such heritable phenotypic differences
are due to stable and discrete units of inheritance. Stability allows natural se-
lection to trust the inheritance mechanism. If inheritance mechanisms were not
reliable, natural selection would not be capable of constructing stable clusters of
similar phenotypes. Moreover, as units of inheritance are linked to discrete pheno-
typic differences —what Mendel appreciated in his experiments, inheritance is also
understood as the transmission from parents to offspring of discrete and differen-
tiated units. Mendel certainly did not have a robust and complete theory about
the mechanism and materiality of such units of inheritance —indeed, only recently
have we been able to articulate a well-articulated, albeit incomplete, theory of in-
heritance (cf. Section 4.2). Notwithstanding, Mendel’s experiments align well with
natural selection: variation on fitness as a consequence of phenotypic differences
is connected with variation on inheritable units, in a way that, by selecting traits,
natural selection spreads the units of inheritance.

August Weismann (1834-1914) sowed one of the central ideas in evolution-
ary thought: the idea that the germline and the somatic line are independent of
cach other and do not interact (Weismann, 1892). This gave rise to what has
come to be known as the Weismann barrier. As we will see later, Weismann’s
view represents the first movement towards the separation of development and
inheritance. He located inheritance at the germline (what is usually known as
hard-inheritance), firstly by positing that germ cells are sequestered at the begin-
ning of development —they remain unchanged during development— and secondly
by arguing that at least some changes in somatic lines are not transferred to other
generations. In a nutshell, this implies that developmental processes cannot affect
inherited material —thus blocking the possibility of the Lamarckian inheritance of
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acquired characters.! Selection picks up the fittest traits, as Darwin showed. Such
traits are connected with stable and discrete heritable units, as Mendel defended.
Weismann’s theory represented a further step forward: heritable units needed for
evolution should be somewhere on the germline.

Thomas Hunt Morgan (1866-1945) and his Mendelian Chromosomal Theory of
Inheritance puts even more emphasis on specifying the location of heritable units
of variation needed for natural selection (Morgan, Sturtevant, Muller, & Bridges,
1915). Such units are within germ cells, in the chromosomes. The explanatory
logic remains intact: natural selection operates with heritable units of variation
producing fitness differences. The location of such units within the cell makes
explicit a necessary commitment to make natural selection work. It concerns the
Genotype-Phenotype map (GxP), i.e. development. If selection operates over phe-
notypes, but it distributes heritable units located within the cell (chromosomes),
the connection between such units and the selected phenotype must be robust
to see fitness differences as a consequence of variation on heritable units. If this
were not the case, the reason (fitness) why some traits are selected would not
be transferred down to the next generation, and thus evolution would not take
place. There must be a robust connection between chromosomes and phenotypes
if selection is going to produce adaptive complexity over time.

These units of inheritance were eventually given the name of genes. In 1909,
Wilhelm Johannsen (1857-1927) introduced the demarcation between the geno-
type and the phenotype. This is connected both with Mendel and Weismann’s
works and later on with Morgan’s chromosomal theory. Mendel’s studies on in-
heritance were based on the idea that the remembrance of phenotypic products
obtained by the transmission of units of inheritance —somewhere within plants’
seeds. Moreover, Johannsen’s distinction is also connected with the Weismann
barrier and the separation between germline and somatic line. It is in this con-
text that Johannsen introduced the word gene. The first solid genetic theory was
that of Mendel and known as Mendelian genetics (Griffiths & Stotz, 2013, ch. 1).
The Mendelian gene is indirectly predicted on the basis of phenotypic outcomes.
Lenny Moss recently introduced the distinction between Gene-D(evelopment) and
Gene-P(henotype) (Moss, 2003). While the former concerns the mechanistic role
of genes in development, the latter concerns the connection between the gene and
the phenotypic products —what Mendelian genes refer to. Mendel’s genes must
be somewhere in the seeds of the plants he used in his experiments.

The genetic talk was central in advancing inheritance theory; Mendel, Weis-
mann, and Morgan did much to fix up Darwin’s weakness. However, genes were

"However, as Amundson (2005) argues, the rejection of Lamarck’s ideas was not Weismann’s
central aim but it was just a consequence of trying to provide a coherent connection between
inheritance and evolution.
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also crucial in another improvement to Darwin’s theory: population genetics.
As it can be noted, the material basis of genes —as well as the mechanism of
inheritance— is not an indispensable element to do evolutionary biology. Indeed,
population genetics was developed before the discovery of the material gene (cf.
section 2.2). As already noted, the fact that different positions can be taken within
the umbrella of natural selection illustrates that natural selection could be consid-
ered as a general explanatory frame rather than a unique way of understanding
evolution.

2.1.3 Fisher, Wright and Haldane

Karl Pearson was the pater familias of the biometric school by the end of the
19" century. But the integration of mathematical tools to model populational
processes in biology was forged by three central figures during the first decades of
the 20" century: Ronald A. Fisher (1890-1962), John B. S. Haldane (1892-1964),
and Sewall Wright (1889-1988). As it is well known, there was an intense debate
between these scholars, but their work was central for evolutionary theory to take
two important steps forward. First, they provided a robust mathematical frame-
work for the kinds of populational explanations required to understand natural
selection processes. Darwin’s claim concerning the importance of populational ex-
planations eventually found an answer and its grounding under the form of a set
of mathematical tools capable of describing the dynamics of populational changes
through time. The second big step concerns abstraction. This will be a key issue
in this thesis. The mathematical underpinnings of populational genetics made it
possible to deal with populational properties independently of what is going on at
the individual level. Abstraction became present in all the ingredients for natural
selection:

Inheritance: A key concept also introduced in the 1930s is that of heritability,
which quantifies what proportion of variance of a particular trait in a particu-
lar population is genetic variance. Crucially (broad) heritability is not about
how parents transfer traits to their offspring, but it simply expresses a ratio
between genetic and total variance of a specific trait in a specific popula-
tion (Keller, 2010). Therefore, heritability is independent of the mechanism
of inheritance. Moreover, it is a property of populations, not of individu-
als. Heritability necessarily requires taking groups as the units of analysis to
reach the statistical measures concerning trait transmission (Godfrey-Smith,
2009).

Fitness: As noted before, fitness plays a central explanatory role in the attempts
to understand evolution as an adaptive process. However, while Darwinian
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fitness applies at the level of the individual, to the individual processes of the
struggle for life, population genetics is based on the notion of trait fitness, a
statistical measure of the fitness values within a population (Ariew & Lewon-
tin, 2004; Matthen & Ariew, 2002). Trait fitness, but not Darwinian fitness,
is the central explanatory concept in populational biology (cf. section 4.3
for discussion). Although there are other important issues concerning the
technical notion of fitness in the history of evolutionary thought, it is the
difference between Darwinian (individual) fitness and trait (populational)
fitness that represents a quantum leap of evolutionary theory in its journey
towards a understanding of natural evolution.

Variation: Variation was also treated at the populational level in the mathemat-
ical models of the biometric school, although here lie some of the tensions
between the different proposals. As expected, the source of variability was
posited at the genetic level. Crucially, what the term ‘gene’ refers to and how
genetic variation operates in ontogeny are independent issues. The material
basis of genetics is dissociated from the logic of populational explanations.
The relevant point is that whatever genes are, they must comply with the
requisites posited by Mendel (discreteness and stability), Weismann (seques-
tration and hard-inheritance), and Morgan (transparent GxP map). Con-
sequently, while rejecting many possible sources of heritable variation, the
biometric school proposed three principal ways of genetic variation within a
population: mutation, migration, and drift.

The compendium of the ideas briefly presented in this section was pictured as
a synthesis, the so-called Modern Synthesis in Evolutionary Biology. 1t is not easy
to present the MS, either as a biological theory or from a historical perspective.
There is no consensus concerning the birth of the MS, although its basic building
blocks were put together by different architects, such as Theodosius Dobzhansky
(Dobzhansky, 1937), Ernst Mayr (Mayr, 1999), Julian Huxley (Huxley, 1942), and
George Gaylord Simpson (Simpson, 1944). Moreover, the MS cannot be construed
as a set of axioms or natural laws for biology, but rather as a particular way
to understand natural evolution, consisting of different insights that were being
integrated as the process of building a coherent framework to look into nature went
on. If something unifies the MS, it is a particular stance concerning the explanatory
logic of natural selection. Within this logic —presented as a synthesis of the ideas
sketched in this section— different empirical advances were made possible. In the
following section, I will introduce three pillars of the MS and how the synthesis
was later consolidated by the discovery of the material molecular gene.
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2.2 The Pillars of the Modern Synthesis

2.2.1 Explanatory Externalism

Explanatory Externalism is the thesis that the only directive force in evolution is
natural selection (Godfrey-Smith, 1996; Walsh, 2015).2 This does not necessarily
entail that natural selection is the unique factor in evolutionary processes but
that it is the only one that introduces an adaptive dimension. As explained,
selection processes act over many generations, operating on heritable variations
underlying different fitness values, and leading populations to an adaptive port or
towards extinction. The process of selection is therefore the only factor that allows
treating the output of populational processes in adaptive terms. This idea became
standardized at the core of the MS and, for example, it was openly formulated by
Huxley in a letter to Mayr: “Natural selection, acting on the heritable variation
provided by the mutations and recombination of a Mendelian genetic constitution,
is the main agency of biological evolution” (quoted in Huneman, 2017, 71; emphasis
in the original).

Externalism hence refers to the fact that the adaptive bias in evolution comes
from outside of the organism; from the environmental conditions that organisms
confront and that determine their fitness values. Although it seems paradoxical, if
we want to explain Paley’s concern about the adaptive complexity of organisms,
organisms are explanatory indispensable. Externalism stands in opposition to
internalism. According to the latter, internal organismal processes also introduce
an adaptive element in natural evolution. Ever since Darwin, many disputes in
the history of biology have turned around the externalism vs. internalism debate.

The externalism vs. internalism debate will reappear later on. For now, we
have enough information to understand why the MS did not treat phenotypic
variation as an adaptive process, thus putting all the explanatory burden outside
the organism. This idea is a consequence of the aforementioned view of inheri-
tance and variation forged by the precursors of the MS. In a nutshell, insofar as
developing organisms do not constitute a real source of heritable variation, the
internal processes undergoing adaptive changes during ontogeny would not par-
ticipate in evolutionary processes. In other words, natural selection is blind to
internal adaptive changes led by the organism itself. Even though such adaptive
changes —as we will see presently in connection with such processes as niche con-
struction, phenotypic plasticity, and self-organization— do in fact alter the fitness
values of individuals, they cannot enter into the evolutionary scene because they

2There are other externalist accounts not based on natural selection. Paley’s theological view
is also externalist, for example. Moreover, there are also externalist positions not based on the
populational /historical level. As I will discuss in Part III, McShea (2012) and Babcock and
McShea (2021), for example, propose an externalist account based on field theory.
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are not inherited. So, as I will analyze in detail later on (Section 4.1.2), the MS
took two explanatory strategies to deal with internalism. First, to claim that
adaptive developmental changes are just a consequence of prior selection processes
on hereditary units (genes). Second, to argue that the role of developmental pro-
cesses in evolution is not a relevant force of evolution because only hereditary units
(genes) play the role of specifying developmental outcomes.

The impact of these two strategies in biology will be discussed later on, in
Chapter 4, both from a diachronic and from a synchronic perspective. The two
strategies block internalism. The explanatory burden lies on natural selection
acting on hereditary units. It is therefore crucial for the MS to maintain that
hereditary units are not part of developmental processes. While pre-Weismannian
theories of inheritance were epigeneticist (Amundson, 2005), that is, they conceived
of inheritance as the transmission of developmental resources, inheritance and
development became dissociated (Nicholson, 2014; Walsh, 2007a, 2013c) due to
Weismann’s Barrier and Morgan’s view on the GxP map. As I will argue in the
following subsection, Explanatory Externalism depends on a theory of inheritance
that is divorced from a theory of development. This view has come to be known
as Replicator Biology.

But before getting into that, there is a residual issue that needs to be solved. If
phenotypic variation is not an adaptive force in evolution, what kind of force is it?
We already pointed at one ingredient of the MS’s answer to this question: the issue
is not about phenotypic variation, but about variation at the level of hereditary
units (genes). So, how did the MS understand genetic variation? Notoriously, the
MS understood genetic variation as a random process. Randomness is a source
of debate and confusion, because ‘random’ does not mean that we cannot know
the causes of variation. It is not a limit to what is knowledgeable. It also does
not mean that all variations are equally probable —as is the case when we flip a
coin. Randomness rahter refers to the non-adaptively directed character of genetic
variation (Griffiths & Stotz, 2013; Sober, 1984). Genetic variation does not take
place anticipating the adaptive consequences it might have on adult phenotypes
—whence many biologists’s use of the term blind instead of random to avoid con-
fusion and make explicit that variation is blind to its consequences. Variations
are detached from their adaptive implications. Of course, this does not entail that
variations are not adaptive, but that their existence is not connected with such
adaptive consequences.

Let’s pause for a moment and think about teleology for a while. As stated in
the previous chapter, teleological explanations concern the adaptive character of
living beings. Explanatory Externalism locates teleological explanations outside
the organism (more on this later). Since phenotypic variation is not considered
to be an adaptive force, it cannot be the source of teleology. Another way to



42 CHAPTER 2. THE MODERN SYNTHESIS ON TELEOLOGY

appreciate this is to focus on the randomness of variation. Teleological explana-
tions concern the adaptive consequences of a certain phenomenon, in a way that
the phenomenon can be explained by such consequences; but, since variation is
random, teleological explanations have no place here: variation does not occur
anticipating its adaptive consequences.

The picture that emerges from Explanatory Externalism is that of selective
pressures posing problems and natural selection choosing among many random
phenotypic variations. Problems are the environmental conditions that organisms
confront. Selection processes lead to adaptive evolution by choosing the better
solutions that arise randomly. It is a weird game: to solve a problem, you can
not know it in advance. Random variations arise without knowledge of the envi-
ronmental conditions they will contribute to overcome. Populations have to wait
for a solution that fits with the problem. If the solution arises by an adaptively
directed process of phenotypic variation —such as developmental plasticity— this
solution is considered not to be reached according to the rules of the game, because
it would not be inherited. Evolution only plays with random solutions. The only
non-random process is that of selection.

As Lewontin notoriously argued (Lewontin, 1983b), this view encourages a
peculiar conception of ecological niches, where niches are seen as preexisting en-
vironmental conditions that organisms must confront. Niches are not defined in
relation to the organisms’s properties, but as riddles that genetic variation must
find a solution to. This is clear in the idea of adaptation. As Lewontin illustrates,
an adaptation fits with a preexisting condition. If I travel to a different coun-
try, I may need an adapter to plug and charge my computer. I need something
that makes the output of my computer fit with the inlets of that country. I need
an adaptor. Explanatory Externalism entails the Autonomy of the Environment:
the idea that environmental conditions are independent of organisms. Explana-
tory Externalism will be challenged in Section 4.1. Now, let’s move to Replicator
Biology.

2.2.2 Replicator Biology

Organisms die. Evolution continues. Organisms are mortal, but those things that
evolve are not. Organisms appear to be sitting at the wrong level of analysis to
speak of evolution. This idea is central in Replicator Biology. While those who
brought Replicator Biology to the first page of the life sciences were George C.
Williams and Richard Dawkins (Dawkins, 1976, 1982; G. C. Williams, 1966), its
main tenets had been around in biology for some time already. The relevance of
the units of evolution was first pointed out by Weismann along with his remarks on
the continuity of the germplasm. As already noted, the construction of stable and
immortal (in the sense that they transcend a single lifespan) units of inheritance
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was a task taken up by many scholars besides Weismann. As Dawkins himself
acknowledged, he is in debt with many biologists that contributed to the founda-
tions of the idea of the replicatior, such as Ronald Fisher, John Maynard Smith,
and of course, George Williams (Agren, 2021, 12).

I already noted how the hereditary units of evolution, reduced to genes, are
central in the foundations of the MS. The reduction of evolutionary processes to
the genetic level was accomplished without really knowing the physical substrate of
genes. The central framework that gave rise to replicator ideas was already present
well before even knowing the molecular structure and functioning of genes:

The key take-home message is that the gene’s-eye view wants to talk
about genes in an abstract way and happily accepts a bit of fuzziness
regarding their physical basis. (Agren, 2021, 52)

The post-Darwinian view on the units of inheritance was reinforced with the
discovery of the structure of DNA by Watson and Crick in 1953 (Watson &
Crick, 1953), what came to be called the molecular gene (Griffiths & Stotz, 2013).
Mendel’s atomism, the Weismann barrier, and Weismann’s ideas on sequestra-
tion and hard inheritance were reformulated in molecular terms —i.e. they were
re-expressed as a ‘molecular Weismannism’ (Baedke, 2018a, 30), in such a way
that Morgan’s demarcation between inheritance and development became accepted
and experimentally supported. This connection is explicit in the Central Dogma
of Molecular Biology presented by Crick (1958, 1970). It concerns the flow of
information in the expression of proteins during development. It is about how
evolutionary adaptations genetically inherited unfold to construct the trait that
has been selected. As the mantra of the Central Dogma reiterates once and again,
the flow of information is from DNA to RNA and from RNA to proteins acting on
cells. This is how organisms are built. Information flows from DNA to cells, but
crucially not the other way around.

As expected, the causal primacy in development relies on the inherited unit:
DNA. There is a crucial theoretical reason why the Central Dogma needs to be
defended within the MS framework. If it is posited that inheritance relies exclu-
sively on amino acid sequences, then such sequences must bear a strong, causal
correlation with the traits produced. That is what the Central Dogma secures.
The Genotype-Phenotype map is transparent enough for us to see the selection
of traits as related to inheritance units. If the Genotype-Phenotype map were
opaque, and the direct correlation between genes and phenotypes got lost, the
explanatory strategy of the MS, based on a gene-centric view of evolution, would
fail. Once inheritance is reduced to DNA sequences, the Central Dogma must be
defended. As noted, the molecular gene had reinforced erstwhile replicator ideas.
Williams and Dawkins came to make them public and explicitly central in evolu-
tionary thought. Before moving to the contemporary presentation of replication
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due to Richard Dawkins, let’s first introduce another key piece in order to fully
set the scene: Erwin Schrodinger’s What is Life?

Schrodinger’s famous book was the main motivation for the construction of
molecular biology, and the work of Watson and Crick was a clear consequence of
this influential book. There, Schrédinger openly sets out the question concerning
the origin of adaptive complexity. How is it possible that such complex, organized,
and highly functional systems (with their distinctive thermodynamical properties)
have come to existence out of non-living matter? He provided two possible answers:
(i) Order-from-order and (ii) Order-from-disorder. Option (i) was the one advo-
cated by the Central Dogma and the molecular revolution in biology —beanbag
genetics, as Mayr called it. The idea is that the organization and complexity of
organisms arises from a non-living organized system, a kind of aperiodic crystal.
The order present in living beings comes from an already ordered entity. Such
entity eventually came to be the molecular gene. Option (ii), closer to organicism,
posits that the distinctive qualities of living beings emerge from the wholeness of
organisms. They are not to be found or explained by looking at the sub-organismal
level; for an overview of Schrédinger’s views and their later impact in 20*" biology,
see Walsh (2015, ch. 1).

The path in the history of biology traced till now anchors Dawkins’ view. The
importance of Schrodinger’s question and the molecular gene as an answer to it
is connected with the shift from an organism-centerd view to a gene-centered one
scaffolded by the MS and Replicator Biology. Now Biology is not about organisms
but about replicable, sub-organismal, complex, organized units bearing the history
of evolution encrypted in a molecular code. Biology can live without organisms;
genetic talk encompasses all biology.

The gene-centered view of Replicator Biology entails the distinction between
replicators and vehicles. Replicators have three properties: (i) longevity, (ii) copy-
fidelity and (iii) fecundity (Dawkins, 1978). On the one hand, replicators preserve
with high fidelity the features of previous generations in a way that their life
transcends a single lifespan. On the other hand, vehicles are the places where
replicators reside. They just live for one generation, and their distinctive features
are not reliably present in further generations unless they are caused by replicators.
In Dawkins’s view, genes are replicators and organisms are vehicles. Vehicles carry
replicators, the latter transform the properties of the former into a suitable format
to confront selection pressures: phenotypes.

There is a clear division of explanatory labor between replicators and vehicles
in evolutionary processes. Replicators are the leading characters. They store the
information acquired during evolution and transmit it down to the next genera-
tions. Replicators are responsible for producing the complexity of organized living
beings.
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Replicators are central in the MS view of evolution; Replicator Biology is above
all a particular way of understanding inheritance. It fits with, and it was indeed
motivated by, the precursors of the MS. Replicators build copies of organisms,
organisms confront selective pressures. How such copies are made is completely
irrelevant. Vehicles are relevant only because they are the link between selection
and inheritance. Inheritance is about the replication of sub-organismal units re-
sponsible for producing a copy of the parental vehicle. The process of producing
copies is secondary; the role of vehicles in evolution is subordinated to that of
replicators. Dawkins himself stressed that the notion of vehicle was proposed “not
to praise it, but to bury it”(Dawkins, 1994, 617). The division between replicators
and vehicles and their different explanatory roles in evolution lies at the core of
the MS. It is, after all, the demarcation of inheritance and development. Let’s
conclude by illustrating this view with the following quote from Dobzhansky, one
of the MS’s architects:

Heredity is, in the last analysis, self-reproduction. The units of hered-
ity, and hence of self-reproduction, are corpuscles of macromolecular
dimensions, called genes. The chief, if not the only, function of every
gene is to build a copy of itself out of the food materials; the or-
ganism, in a sense, is a byproduct of this process of gene self-synthesis.
(Dobzhansky, 1958, 21; emphasis added —quoted in Jablonka & Lamb,
2020, 3)

2.2.3 Populational causation

The picture of natural selection as a populational force was formulated and pop-
ularized by Elliot Sober in his The Nature of Selection (Sober, 1984), but similar
versions of this view had been previously proposed by other MS biologists. Sober
proposed to see populations as entities and, establishing a parallelism with the
Newtonian paradigm, that different forces act on such entities. Forces cause ob-
jects to move. The momentum of a car is the sum of all the forces impinging on
it. Similarly, the movement of a population (that is, the changes in populational
structure) that gives rise to new adaptations and species is also the result of many
forces acting on it.

According to Explanatory Externalism, natural selection is an evolutionary
force, but, although it is the only adaptive force, it is not the only force. Muta-
tion, migration, and drift are all cases of population-level phenomena that pro-
vide the causes of evolution. Crucially, the assertion that evolutionary forces are
population-level phenomena promotes the preclusion of individual-level phenom-
ena in the explanation of evolutionary processes. As I already remarked, Darwin’s
central explanatory insight was the role of populational processes to explain adap-
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tive complexity and the diversity of life. In Section 4.3, I offer an analysis of how
the MS populational thinking is different from Darwin’s populational thinking.
For the time being, the following quote should suffice to have a picture, even if a
rough one, of the core assumptions of populational causation:

The population is an entity, subject to its own forces, and obeying its
own laws. The details concerning the individuals who are parts of this
whole are pretty much irrelevant..In this important sense, population
thinking involves ignoring individuals. (Sober, 1980, 370, emphasis in
the original)

The theory of forces proposed by Sober is connected with his view on evolu-
tionary functions. This idea was also defended by others before, such as May-
nard Smith (1978, 23), who stated that “the ‘function’ of an organ is taken to
mean those of its effects which have been responsible for its evolution by natural
selection” (quoted in Lloyd & Gould, 2017, 51).% This is an assumption that lies
at the core of etiological teleosemantics, as we will see in the next chapter. Sober
distinguishes between selection-for effects and selection-of effects. Both effects are
defined at the populational level and concern evolutionary processes. However, the
central difference regards causation. On the one hand, selection-for effects define
those functions that a trait-type performs and that have contributed to that trait
being selected. They concern the causal role that a trait has had during natural
evolution: “When there is selection for one trait and selection against another,
the traits make a causal difference in survival and reproductive success” (Sober,
2013, 339; emphasis in the original). On the other hand, selection-of effects do not
contribute to the fitness values in selection processes. They are just by-products or
consequences of a trait being selected-for. Selection-of effects are causally epiphe-
nomenal in evolution and causally dependent on selection-for effects.

This distinction can be illustrated with the following example: Imagine some-
one has a salt shaker with two kinds of salt. One is thin and pink, and the other
is thick and white. When seasoning up one’s dish, only the thin and pink grains
of salt will go through the holes of the salt shaker, while the thick and white ones
will remain inside. In this scenario, thin salt is selected for seasoning up the food
because being thin is what allows it to pass through the holes; its whiteness is
not a force because in the processes of selection this property does not play any
relevant function, it was only selected of the population of grains of salt in the
shaker.

3More recently, Alex Rosenberg, vindicating Wright (1976), has also declared that: “It was
Darwin’s achievement to show how functions arise and persist in the biological domain by show-
ing that they are all of them adaptations. Biological functions are naturally selected effects”
(Rosenberg, 2020, 17).
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As it can be expected, the connection between selection-for effects (as causal
phenomena underpinning selection processes) and Explanatory Externalism lies in
the fact that selection-for effects are the causes of adaptations. As noted, forces
move populations. If adaptive complexity is caused by external selection processes,
adaptations should be the result of the forces acting on populations. As Sober
explains:

A is an adaptation for task 7" in a population P if and only if A became
prevalent in P because there was selection for A, where the selective
advantage of A was due to the fact that A helped perform task 7.
(Sober, 1984, 208)

The location of the causes of adaptations at the evolutionary level was also
defended by Ernst Mayr through the distinction he introduced between ultimate
and proximate causes (Mayr, 1961, 1974), a distinction that is also central to his
view of adaptive complexity and the design-like character of organisms. Mayr’s
proposal is well known and has been amply discussed: ultimate causes concern
evolutionary processes taking place during the history of populations; proximate
causes lie at the individual level and concern those physiological and developmental
processes that take place during an individual’s lifespan. This distinction between
kinds of causes is also connected to a division of explanatory labor. Some areas in
biology are devoted to proximate causes —physiology, morphology, developmental
biology— while others explain by positing ultimate causes —evolutionary biology.
The responsibility for dealing with the former resides in functional biologists, while
evolutionary biologists are in charge of the latter.

As expected, Mayr’s explanation of the design-like character of organisms re-
lies on ultimate causation. Those explanations involving ultimate causation are
responsible for explaining what a trait is for and why it is present in nature. This
is directly connected with his account of teleonomy. Mayr borrowed this term
from Pittendrigh (1958) to explain the design-like character of organisms in order
to avoid the connotations usually associated to the word ‘teleology’ By stay-
ing away from interpretations involving non-natural forces, his view aspires to be
scientifically reputable. This idea is explicit in his commitment to ‘mechanistic
purposiveness’ (Mayr, 1961, 1504): the teleological character of organisms may be
accounted for in terms of purely mechanical explanations.

A teleonomic system is a system that has been programmed and whose activ-
ities are carried out according to such a program. This includes machines, insofar
as machines are controlled by a designed program. Living beings, according to
Mayr, also obey a program: a genetic program. Organisms are teleonomic be-
cause they are genetically programmed (Mayr, 1974). What organisms do during

4Monod and Jacob (1961) and Jacob (1993) also developed influential teleonomic views of
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their lifespan —those processes involving proximate causation— is a consequence
of their inherited genetic program. But, unlike machines, genetic programs have
not been designed by an engineer with a mind. The responsible for programming
genes is natural selection, the process in which ultimate causes act. The view is
then quite transparent: natural selection designs programs, organisms obey natu-
ral selection by being genetically programmed. Since organisms are programmed,
organisms are teleonomic systems. Even though Mayr is clear about there not
being any teleological or teleonomic character in natural selection, the causes of
the organisms’s teleonomy are ultimate causes. Note, finally, that purposiveness
is mechanistic and derives from the fact that the implementation of the genetic
program is mechanistic —that is, the process of protein expression, cell formation,
and other individual-level processes guided by genes.

The view of natural selection as a causal process is connected with the debate
between the positive and the negative interpretations of natural selection (Walsh,
2000). I will discuss this in detail in Chapter 4, but I shall offer a brief sketch of
it here. The positive reading of natural selection posits that natural selection is a
creative force. It brings about new and adaptive organisms. Contrary to this view,
the negative one contends that natural selection is just a filter. Natural selection
needs pre-existent variation in order to select, but the process of selection does not
bring anything new into the world. It just distributes or eliminates what already
exists.

As expected, most MS biologists support the positive view (cf. Beatty, 2016,
2019, for a detailed historical analysis). Natural selection causally contributes to
the existence of adaptive complexity. Natural selection creates the complex adap-
tive systems that we find in nature by being an adaptive force guiding populations
to adaptive scenarios. In Mayr’s words: “It [natural selection] acts as a positive
force that pays a premium for any contribution toward an improvement, however
small. For this reason, profound thinkers about evolution, such as Theodosius
Dobzhansky, Julian Huxley, and G. G. Simpson have called selection ‘creative’”
(Mayr, 1988, 45-46). Stephen Gould also put the creativity of natural selection at
the core of (neo-)Darwinism:

Why was natural selection compared to a composer by Dobzhansky;
to a poet by Simpson; to a sculptor by Mayr, and to, of all people, Mr.
Shakespeare by Julian Huxley? I won’t defend the choice of metaphors,
but I will uphold the intent, namely, to illustrate the essence of Dar-
winism —the creativity of natural selection. (Gould, 1992, 44)

I will conclude this section with an important historical remark, connecting
evolutionary causation with ideas already introduced above. The emphasis on

adaptive complexity based on the idea of genetic programs designed by evolutionary process (cf.
Keller, 2002, for a critical analysis).
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populational causes pushed developing organisms outside of evolutionary biology,
as [ will discuss in the following section. The role of individual causation was put
aside during the gestation of the MS. I previously argued that the MS was able to
avoid taking phenotypic variation as an adaptive force in evolution. There were
two strategies for doing so: reducing phenotypic variation to the genetic level and
stressing the causal primacy of genes in development. In Chapter 4, I will argue
that these strategies were applied to specific proposals during the first half of the
20" century. In general terms, this phenomenon can be understood as a process
of theoretical reinterpretation. In particular, we can find in the history of biology
different notions that used to refer to the individual-ontogenetic level, and then
became reinterpreted in populational /evolutionary terms (Amundson, 2005).

Godfrey-Smith explains how Darwinian natural selection was reframed by the
MS: “A noticeable difference between Darwin’s descriptions of natural selection
and most modern summaries [...] is that the recent ones do not refer to a ‘struggle
for life’ ” (Godfrey-Smith, 2009, 48). As explained before, the struggle for life refers
to those processes that cause Darwinian/individual fitness. In the MS framework,
the causes of evolution are populational, and the relevant fitness is not Darwinian
but populational (Matthen & Ariew, 2002). The MS defends a different view based
on abstraction. As many definitions of natural selection exemplify (e.g. Lewontin,
1970, 1; Levins & Lewontin, 1985, 76; Ridley, 2003, 71-72), variation, inheritance
and fitness are abstracted away from individual-level processes and defined at the
populational level.

2.3 The legacy of the Modern Synthesis

While modern evolutionary theory was being developed, a number of theoretical
commitments were endorsed that are not a prerequisite for natural evolution. That
is, one could abandon them without actually denying evolution. Of course, experi-
ence is the backup for theoretical discussion —in an ideal philosophical world. So
once I have presented the experimental advances —such as the molecular gene and
the mathematical theory of populational biology— connected with the gestation
of the theoretical underpinnings of the MS (the pillars of the MS), let me consider
now some of the consequences that the erection of such pillars entailed.

2.3.1 Dissociated processes

The fragmentation of biological processes at different levels has been remarked
by many (e.g. Amundson, 2005; Keller, 2010; Walsh, 2007a, among others) and
already highlighted in this chapter. During the gestation of the MS, a particular
position was adopted concerning central biological phenomena: inheritance was di-
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vorced from development. While inheritance was introduced in biology (from social
science) to refer to the process of phenotypic construction based on the transfer
of developmental resources from parents to offspring, thanks to Weismann and
Morgan, inheritance and development became two different episodes in the living
world. Inheritance occurs prior to development, at conception (Mameli, 2005).
Evolutionary relevant (heritable) variations occur before the manifestation of such
variations at the phenotypic level. Finally, the emphasis on populational causes
and on natural selection as the only adaptive force in evolution has relocated fitness
at the populational level —contrary to Darwin’s original suggestion. Individual
development is put aside in evolutionary explanations based on fitness values. As
I will present in the following subsection, the divorce between the ingredients of
natural selection and development not only entailed the exclusion of developmen-
tal processes from evolutionary theory, but also the explanatory vacuity of the
very organism. All the ingredients of natural selection can be understood without
reference to organisms and focusing only on supra-organismal and sub-organismal
phenomena (Nicholson, 2014; Walsh, 2015).

It is important to note that the fragmentation of biological processes is not a
requisite for natural evolution. Darwin’s theory, for instance, based on a Lamar-
ckian theory of inheritance, did not separate individual development from inher-
itance. Moreover, throughout the first half of the 20" century —the period that
gave birth to the MS— were put forth a number of different proposals about phe-
notypic variation arising from developmental processes, and not from a genetic
source. Classical examples are James Mark Baldwin’s ‘new factor in evolution’
(later come to be known as the Baldwin Effect), Conrad Waddington’s genetic
assimilation, or Ivan Schmalhausen’s stabilizing selection. Importantly, their pro-
posals perfectly fit in and are aligned with a theory of natural selection. That is,
the sources of phenotypic variation proposed by these scholars were assumed to be
evolutionary relevant in the processes of natural selection.

2.3.2 Black-boxing developing organisms

“Something very curious and interesting has happened to biology in recent years.
Organisms have disappeared as the fundamental units of life. In their place we now
have genes, which have taken over all the basic properties that used to characterize
living organisms |[..| Better organisms made by better genes are the survivors in
the lottery of life” (Goodwin, 1994, 1).

Brian Goodwin starts his influential book by pointing out this striking phe-
nomenon: biologists dispense with any reference to the organism in order to explain
organisms. While the explanandum concerns organisms, the ezplanans refers to
genes. Organisms became explanatory irrelevant in evolutionary theory. Inso-
far as evolutionary theory plays a unifying role in biological theory in the MS,
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and it provides the explanations of adaptive complexity, organisms were displaced
as second-class citizens in biological theory and in the understanding of adaptive
complexity. The externalist framework of the MS just looks at the relationship
between inherited inputs (genes) and selected outcomes (traits) without actually
paying attention to how such a relation is constructed throughout ontogenesis;
philosopher of biology Ingo Brigandt summarizes this state of affairs as follows: “a
selection-based explanation of phenotypic evolution merely requires that genetic
differences result in phenotypic differences (so that variation is heritable), and it is
irrelevant how genetic differences developmentally lead to phenotypic differences”
Brigandt (2013, 84, emphasis in the original).

Organisms are unique. That much was already appreciated by Kant. However,
instead of looking directly at those properties that are present in organisms and
not in non-living beings, the MS put the emphasis on the sub-organismal and the
supra-organismal levels. Populational changes in molecular units explain life. In-
herited genetic variations are distributed in populations according to their fitness
values. As a result, we obtain adaptive genetic programs that are responsible for
producing organisms and their unique qualities. Within this scenario, it is ex-
pected that organisms are treated as “vehicles in which replicators travel about”
(Dawkins, 1982, 82; emphasis in the original), as “merely the medium by which the
external forces of the environment confront the internal forces that produce varia-
tion” (Levins & Lewontin, 1985, 88; emphasis added), as the “arena in which this
interaction [genome variations and natural selection] is played” (Michel & Moore,
1995, 127; emphasis added), as “mere middlemen in evolution, a sort of interface
between the organism building activities of replicators and the selecting role of
the environment” (Walsh, 2006b, 775; emphasis added), or as “the superficial face
that genes show to the world” (Sober, 1984, 228; emphasis added).

The preclusion of organisms is connected, as Viktor Hamburger emphasized
in his contribution to Mayr and Provine’s Fwvolutionary Synthesis, with the so-
called black-bozxing of development (Hamburger, 1980). The explanatory vacuity
of development is connected to the aforementioned fragmentation of biological
phenomena. None of the relevant ingredients needed for natural evolution concerns
individual lifespans. What took place during development remains only for that
organism. If development were a relevant source of phenotypic variation, or if there
were epigenetic systems of inheritance acting during ontogenesis, then development
could not be black-boxed. But we saw how and why, according to the MS, this
is not the case. Development can be ignored because, as was stated by Haeckel
(1866, 7) long ago, “the theory of descent alone can explain the developmental
history of organisms”.

The intrinsic and unique properties of organisms were ignored by evolutionary
theory, and their explanatory role was neglected by adaptive evolution. Similarly,
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development was absent from the process of natural selection. Development was
disconnected from fitness, inheritance, and variation. I could sum up this by
saying that developing organisms (Baedke, 2018b) were black-boxed by the MS.
Even though the main target of biology is to understand what is inside the box,
one can explain adaptive complexity and unify biological theory without actually
looking into it.

2.3.3 Evolutionary design: Solving Kant’s Puzzle

We have enough information already to see how the MS solved Kant’s Puzzle.
Darwin was the key. As Mayr (1998, 131) once said, “Darwin had solved Kant’s
great riddle”. Moreover, we know the specific proposal defended by the MS within
the umbrella defined by natural selection. That is, we know the form that evo-
lutionary theory took and its relation to the explanation of adaptive complexity
(that is, the target of Kant’s Puzzle). So let’s take stock and sum up all these
ideas.

As far as certain details are concerned, the solution to Kant’s Puzzle provided
by Darwin is not so different from the one suggested by Paley. In both cases,
the source of teleology is extrinsic. Extrinsic teleology is in opposition to intrinsic
teleology. While the former posits that the processes responsible for explaining
the design-like character of organisms and their harmony with their conditions of
life are external to organisms, the latter defends that those specific properties of
organisms, not present in non-living beings, underlay teleological explanation. In
the third part of this thesis, I will defend an intrinsic view of teleology. Both
Paley and Darwin posited an external source of teleology. In both cases, such an
external source allows us to introduce teleological vocabulary in nature under the
possibility of considering organisms as designed systems. Of course, the difference
lies in the kind of source posited. Paley’s view is theological, Darwin’s is scientific.
Paley’s God is replaced by Darwin’s natural selection.

Any naturalist solution to Kant’s Puzzle must be aligned with the Causal
Asymmetry Principle (1.1.2). Darwin’s view on adaptive complexity seems to fit
well with such a principle. Accordingly, the goal or purpose of a trait is connected
with the adaptive role of that trait during evolution. Those functions that a trait
performs during evolution make it an adaptation. This is a historical process. Past
events involving selection, inheritance, and variation explain adaptive complexity.
The goals and purposes of the trait’s functions are defined by successful selection
processes in the past. In this sense, teleological explanations can be about goals
without involving any kind of backward causation. Past causes are posited in
teleological explanations to define the teleological functions of traits. The results
of such evolutionary processes are evolved and adapted systems: “Organisms are
adapted, hence they are teleological, and (for the Darwinian) this teleology can



2.3. THE LEGACY OF THE MODERN SYNTHESIS 53

be explained through, and only through, natural selection” (Ruse, 2000, 223). As
noted before, this solution involves A — —B — —C' — — A chains. The process that
introduces the backward loop is that of inheritance. In other words, without a
reliable inheritance mechanism, A — —B — —C' — — A chains would be broken: it
would not be possible to build a new A that preserves many of the properties
of previous generations. By biasing these chains via the process of selection —
the unique directive force— we can see, first, how evolution is endowed with a
directive dimension towards the production of adaptive complexity, and why there
is no backward causation involved in evolutionary processes.

In sum, Darwin made it possible to speak about the design of organisms. Even
though there are many discussions within Darwinism about the metaphoric charac-
ter of teleological language, the explanation of the teleological dimension of living
beings hinges on everything that falls under the umbrella term of designed by natu-
ral selection (Ayala, 2007; Dennett, 1995; Gardner, 2009; Ruse, 2000, 2003). Surely,
many biologists adopt an eliminativist position of teleology based on Darwin’s
theory of natural selection (e.g. Godfrey-Smith, 2009; Rosenberg, 2011, 2014). So
there are disputes concerning whether Darwin’s theory is a naturalist solution
to Kant s puzzle or whether it is just an eliminativist account of teleology (Veit,
2021). But those that sympathize with non-eliminativist stances see natural se-
lection as the process responsible for introducing teleological language in nature.
Even, as Lennox (1993) argues, Darwin himself saw natural selection as a way of
legitimizing teleological and functional talk in biology. Moreover, Darwin was ex-
plicitly worried by the use of the word selection. He intended to separate his view
of natural design from any proposal involving intentional design, such as Paley’s
view. His doubts concerning selection had nothing to do with its inadequacy for
dealing with adaptive complexity, but with the fact that he just wanted to make
clear that selection is not an intentional process. This may be taken to be another
plus of Darwin’s theory: the explanation of teleology does not presuppose any
previous goal-directed system/process/entity, so circularity is avoided.

The MS view falls under Darwin’s view, but, as already remarked, it proposes
a specific stance to understand the process of natural selection. Here the pillars of
the MS come to the fore. To the extent that natural selection is the only driving
force in evolution, and adaptive complexity is explained in evolutionary terms, tele-
ological explanation falls within the logic of Explanatory Externalism. An external
factor defines the purposefulness and goal-directedness of traits. The process of
reproduction, central in the recursive character of selection processes necessary to
account for the Causal Asymmetry Principle, is understood as replication. Finally,
the causal underpinnings of teleology lie at the populational level, in populational
causation; i.e. in populational forces operating during history, ‘from the past to
the present’.
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Clearly, not all MS biologists would accept the teleological side of their theory.
In part, this is a consequence of the negative connotations teleology has had in
the history of biology usually attributed to vitalists. However, if we keep in mind
that a naturalist theory of teleology does not involve any non-natural entity or
tension with the foundations of modern science, but it is just connected with
the explanation of the adaptive complexity of living beings, then we can link the
view of the MS on adaptive complexity with the design-like character of living
beings. Of course, words are relevant. That’s why, for instance, Mayr adopted
a different terminology; others use teleological language (purposes, goals, design)
just as metaphors. Be that as it may, the MS and its Darwinian underpinnings
provide a clear and robust answer to Kant’s worries. Organisms are internally and
externally apt due to natural selection.

2.4 Summary

In this chapter, I introduced the mainstream solution to Kant’s Puzzle: the Modern
Evolutionary Synthesis. I started with Darwin and his theory of natural selection.
However, the maturation of evolutionary thought that gave rise to the MS involved
a particular way of understanding natural selection. As already noted, it is relevant
to realize that the form that evolutionary thought took is not the only possible
one. In other words, rejecting many of the MS ideas does not turn one into
an anti-evolutionists. Under the blanket idea of evolution by natural selection,
there is room for many possible positions to choose concerning the three basic
ingredients: inheritance, fitness, and variation. Even though neo-Darwinism took
many insights from Darwin, in many respects, neo-Darwinism is not Darwinian,
in the sense that Darwin accepted many ideas that are considered mistaken by the
MS. As Jablonka and Lamb recently commented:

Mayr and the other subscribers to the MS thus excluded from it cer-
tain theories (Lamarckism, orthogenesis), outlooks (essentialism) and
mechanisms (soft inheritance). There was no room in the MS for any
non-gradual, goal-directed or internally driven processes, and no room
for the inheritance of acquired characters or any other type of ‘soft
inheritance’. Darwinism was redefined: ‘The term “Darwinism” in the
following discussions refers to the theory that selection is the only
direction-giving factor in evolution’ (Mayr, 1980, 3). This was cer-
tainly not Darwin’s Darwinism — it was a version of neo-Darwinism,
but labelling this view as ‘Darwinism’ undoubtedly endowed it with
more authority. (Jablonka & Lamb, 2020, 8)

There are two important technical and theoretical advances of 20" century
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biology that have helped the MS build its basic pillars. One is the introduction
of mathematical tools to understand evolutionary processes. This improvement
gave rise to populational genetics, a research area at the supra-organismal level.
Another is the discovery of DNA, which contributed to the consolidation of Weis-
mann’s and Morgan’s views. The field of molecular biology, a discipline at the
sub-organismal level, fitted well with with the MS view on inheritance —as repli-
cation, variation —as a random process, and development —as process controlled
by inherited units. In this journey, developing organisms eventually became ex-
planatory vacuous. The next chapter is about teleosemantics. We’ll have to wait
until Chapter 4 to analyze the adequacy of the MS from a contemporary viewpoint.
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Chapter 3

Etiological Teleosemantics on
intentionality

3.1 Teleosemantics

3.1.1 Teleosemantics in context

Let’s start by first briefly locating teleosemantics within the history of the philos-
ophy of language and mind (cf. McGinn, 2015; Soames, 2010, for an introduction).
Questions concerning semantics and the nature of meaning make up the core of
the analytic tradition in the philosophy of language. Teleosemantics occupies a
place within this tradition. Specifically, since the beginnings of the contemporary
philosophy of language, there is an ongoing and intense debate about internalist
and externalist theories. As Millikan states, “naturalistic teleological theories are
‘externalist’ theories of mental content” (Millikan, 2003, 1). I will briefly intro-
duce the internalist and externalist perspectives taking as a reference their original
proponents, Gottlob Frege (1848-1925) and Bertrand Russell (1872-1970) respec-
tively, in order to see why a teleological notion is needed for an externalist theory
of content.

It is probably safe to say that it was Gottlob Frege who first put semantics at
the top of the agenda. Although he was never interested in the nature of psycho-
logical states, but rather in the semantics of formal languages and the problems
that arise in natural language as a consequence of not being such a perfect system
as those of mathematics or logic, his proposals have nonetheless had an impact
in mentalistic models. It is in this context where he introduced the distinction
between sense and reference (Frege, 1892). I am not going to get into the details
of Frege’s theory, insofar as it, as noted, was not a theory about inner psycholog-
ical states, but about the meaning of external words, and formal symbols. The
cognitive dimension of semantics and its explanatory role in behavior only came

o7
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in the mid 20" century with the rise of the cognitive revolution. Frege’s the-
ory is still interesting, however, to the extent that it is the source of a number
of spin-offs within the philosophy of cognitive science, that we could aptly label
as Neo-Fregean, aimed at the understanding of contentful intentional states. In a
nutshell, Frege’s distinction between sense and reference was meant to explain how
reference is determined. As he proposed, the sense of an expression determines its
reference, and the sense of an expression was defined as its mode of presentation.
In other words, the reference of an expression is presented in a particular way by
those parts that constitute the expression. To use an example: I can refer to the
current president of Uruguay at the time of writing this chapter (January 2022) in
many ways: using the name ‘Luis Lacalle Pou’, the expression ‘the 42" president
of the Republica Oriental del Uruguay’, or by any other expression that has the
current president of Uruguay as its reference. Such a way of presenting the refer-
ence is the meaning of the expression. As we can appreciate, different expressions
with different meanings can have the same reference. In this vein, Frege explained
how different expressions with different meanings can be co-extensional. What de-
termines the content of an expression is the way it is presented —its meaning, or
sense, as Frege called it. Crucially, to understand how the meaning of an expres-
sion is determined, he proposed the Principle of Compositionality: the meaning of
an expression is the result of the composition of the meaning of the parts under a
particular syntactic form. The meaning of the president of Uruguay is determined
by the meaning of its constituents arranged under a particular syntactic form. The
main moral is that the content of an expression is determined by the connection
of the whole expression with other semantic/contentful units: in Frege’s case, the
components of the expression that —through compositionality— constitute the
whole expression. The definition of content in terms of other contenftul units is
the core of the internalist positions and it has its roots in the Fregean distinction
between sense and reference.

For obvious anachronistic reasons, Frege’s view is not rooted in cognitive sci-
ence, but once Frege’s ideas are transferred into a cognitivist framework, they
entail that the connections between semantic units determine representational
content. This is the idea that the intension —the inner semantic structure of
representations— determines the extension —the reference to the world: Neo-
Fregeans contend that intensions determine extensions (Garcia-Carpintero & Macia,
2006). The connection between the parts of an expression —or the parts that con-
stitute intentional states— determines what such expression is about. But Neo-
Fregeanism may take many alternative forms. For example, some decades ago,
a number of proposals maintained that the content of a representation is deter-
mined by the definition of the representation. The content of X is determined
by other contentful representations that constitute the definition of X. Prototype
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theories, by linking the semantic content of a representation with those typical
properties associated with it, are also internalist, intensionalist accounts. Seman-
tic networks, inferential /conceptual role semantics are also other cases where inner
semantic connections constitute the buildings blocks of intentional states (cf. Fodor
& Pylyshyn, 2015, for a critical introduction of Neo-Fregean theories).

As noted, teleosemantics is not intensional but extensional, so it abandons
the view that defines content in terms of inner/mental relationships. The main
reason for this is its commitment with naturalism. Simply put: one cannot ex-
plain content by appealing to other contentful stuff if one aims at naturalizing
intentionality. This is connected with the distinction between derived and under-
ived (cf. Section 1.2.2) intentionality. Underived intentionality explains content
without invoking prior intentionality. A naturalist project must explain how in-
tentional states could arise from non-intentional states and intensional theories
appear to be incapable of doing that. Another way to put it is by following Fodor
and Pylyshyn’s critiques of the Neo-Fregean accounts (Fodor & Pylyshyn, 2015).
According to them, if we explain content by appealing to other contentful stuff,
we enter a vicious circle that cannot let naturalism get in: intentional states are
explained by other intentional states.

But, how can we break this circle? Neo-Fregean theories do not seem to have
the appropriate tools for doing it. Enter teleosemantics and, in general, external-
ist /referential theories of content. Teleosemantics offers a different view on repre-
sentational content than those expounded by Frege and the Neo-Fregeans. Refer-
ential theories of content, principally in connection to natural language, are usu-
ally associated with Kripke’s theory of proper names. In Kripke’s theory (Kripke,
1980), contrary to Frege’s proposal, the meaning of proper names is determined
by a causal chain between the reference and the representation starting from the
day of baptism. Content is determined by a connection between the name and the
named. To be sure, Bertrand Russell’s epistemological and semantic theory may
also be seen as a referentialist manifesto of sorts. More generally, Russell’s theory
defends that all expressions must have a history that starts with environmental-
mental relationships. Russell was a phenomenologist, so the basic semantic units
for him were the so-called sense data (B. Russell, 1910, 2010). Thus, the cen-
tral insight in Russell’s theory that many other referential theories subscribe to
—even though concerning proper names Russell is closer to Frege than to Kripke
(B. Russell, 1905)— is that the building blocks of meaning and knowledge are
environment-mind relations.

If we locate referential theories of content into a cognitivist framework (that
is, if we are interested in mental representations and not just in expressions of
natural languages), then some representations must be explained only by their
non-intentional relations with the world. These theories put at the center stage
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environment-mind relations. Therefore, If we can account for the content of some
representations without intentional states being involved, then we can add a pinch
of non-derived intentionality. If we add this pinch, the main step towards the natu-
ralization of intentionality is done and we would be able to show how environment-
mind relations could give rise to contentful representations without the involve-
ment of intentionality.

Teleosemantics (like informational semantics; see below) was born in connec-
tion with referential theories of content, and it has usually preserved such a con-
nection. Importantly, one can perfectly imagine how an intensional teleosemantics
would look like. There is no necessary link between teleological theories of content
and the internalist /externalist division. However, having said so, there is a clear
reason why teleosemantics goes hand in hand with referential theories of content.
This concerns misrepresentation. Intensional theories can solve it quite easily:
misrepresentation occurs when the reference does not possess the properties that
constitute the content of the tokened representation. As explained, the content
is determined by other semantic units. Such semantic units refer to properties of
the world. For instance, if the prototype of the representation DOG is to have four
legs and be friendly, the representation DOG would be misrepresenting when it is
tokened to refer to, let’s say, a chicken. This is so because chickens do not have the
properties that constitute the content of DOG. Intensions provide the criteria for a
normative demarcation between proper representation and misrepresentation. As
expected, the problem with this solution is that it is not suitable for a naturalistic
program. Misrepresentations must be accounted for —at least as far as underived
intentionality is concerned— without reference to other semantic stuff.

The need for a normative criterion based on natural teleology is connected
with the abandonment of an internalist/intensionalist theory of content and the
commitment with a referentialist account. If content is determined by reference,
how is it possible to have representations without reference? How is the Causal
Mismatch possible? Here, teleology enters the scene. Teleosemantics pursues an
explanation of misrepresentation and the Causal Mismatch without appealing to
prior intentionality: a teleological notion of function shall play this explanatory
role.

To conclude this brief introductory section, let’s note that I am not saying that
Neo-Fregean theories are mistaken or inadequate; that depends on one’s explana-
tory purposes. They are certainly inadequate to naturalize intentionality; at some
point, you must preclude intensional explanations to tackle some representational,
underived content. However, Neo-Fregean theories are central for explaining how
it is possible, once the pinch of naturalized intentionality is added into the mind,
to build complex, abstract, conceptual, and productive representational capaci-
ties. That much implies that a mix of internalism and externalism is necessary for
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explaining mental representations. Without externalism we cannot anchor inten-
tionality in natural science; without internalism, we cannot explain how complex
knowledge and further representational capacities are achieved. In this thesis, I
won’t be concerned with the second issue. Instead, I will focus on understand-
ing how environment-mind causal relationships can give rise to simple contentful
representations.

3.1.2 The teleosemantics’ core

In Chapter 1, I presented two connected riddles of the life sciences: Brentano’s
problem concerning intentionality and Kant’s Puzzle concerning teleology. The
core of any teleosemantic (naturalist) project is to solve Brentano’s Problem on
the basis of some solution to Kant’s Puzzle. There are two central ideas in teleose-
mantics. First, intentional systems have teleological functions. Any cognitive
function has a teleological dimension concerning the goal it is directed to fulfill.
Second, intentional systems, like any other natural phenomena in the living world,
fall under the scope of a natural theory of teleofunctions. Therefore, the analysis
of teleofunctions in biology also encompasses that of cognitive teleofunctions. As
Neander puts it:

Teleological theories of mental content are intended to be naturalistic
theories. They take seriously the idea that intentionality is a biologi-
cal phenomenon. Further, their proponents think that, not only have
cognitive systems evolved, but—and here is the crucial, controversial
claim—in the fact of this evolution lies the solution to Brentano’s prob-
lem. (Neander, 2008, 384-385)

As noted, the teleosemantics’ core does not refer to any particular notion of
teleofunctions. This is so because teleosemantics can take different forms depend-
ing on the position adopted concerning its two central ingredients: the teleo side
and the semantics side. 1 will speak about the semantic side of teleosemantics
and its variations in Section 3.3.2. As for the teleo side, different teleosemantic
proposals arise depending on the theory of teleofunctions endorsed. Many theo-
ries of functions have been developed in biology in the last two centuries. Part of
this project is about evaluating mainstream teleosemantics while simultaneously
proposing an alternative path based on a different theory of teleofunctions.

Certainly, not all solutions to Kant’s Puzzle are suitable for a solution to
Brentano’s Problem. There are two main constraints imposed by the teleoseman-
tics’ core. Firstly, we need a naturalistic theory of teleofunctions, so, for instance,
Brentano’s Problem would not be solved if it were based on Natural Theology.
Secondly, the teleosemantics’ core cannot be based on an eliminativist solution
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to Kant’s Puzzle. If we argue that teleological explanations are not necessary for
biology and that Kant’s Puzzle needs not be solved but eliminated, this would
culminate with an unhappy end for intentionality: intentionality would not be
naturalized but diluted.

3.2 Etiological Teleosemantics

3.2.1 Etiological teleosemantics and Selected Effect Func-
tions

Mainstream teleosemantics is etiological and it is based on an etiological theory of
functions.! The classical approach to etiology was developed by Larry Wright in
his book Teleological Explanations: An Etiological Analysis of Goals and Functions
(Wright, 1976); see also Ayala (1970) and Ruse (1973). An etiological theory of
functions defines the function of a trait by looking at the effect it causes. There is
an ample variety of etiological theories of function, but in mainstream teleoseman-
tics, etiological functions are understood in terms of natural selection, what has
come to be known as the Selected-Effect Theory of Functions (SETF), developed
by Millikan (1984, 1989) and Neander (1991a, 1991b).

According to the SETF, the function of a trait is to do whatever it was selected
to do during evolution by natural selection. This is clearly etiological. During
evolution, the effects of traits in fitness values cause them to be selected; i.e.
functions are explained by their effects. Moreover, this is also a teleological theory
of functions. It posits that traits perform a certain function to fulfill a particular
goal or purpose, according to the role that such a trait has had during its process
of selection; this role explains why the trait is present in nature. Before getting
into the details of the etiological solution to Brentano’s Problem, I would like to
make some preliminary observations in order to clarify the terminology, especially
concerning the following question: are selected-effect functions (defined in terms
of natural selection) the only possibility for etiological functions in biology?

My aim however is not to find an answer to this question but only to sort out
some terminological issues for discussing mainstream teleosemantics. The question
has to do with whether there could be etiological functions that are not based on
natural selection. To be sure, in the literature etiological functions typically refer
to the SETF defined in terms of natural selection. So, Etiological Teleosemantics

1Schulte (2020, 2273-2274) distinguishes between narrow and broad teleosemantics. Broad
teleosemantics includes any attempt at explaining intentionality in terms of biological teleofunc-
tions —i.e. any attempt to provide an account of intentionality based on whatever theory of
natural functions. Narrow teleosemantics refers specifically to etiological teleosemantics, what I
refer to here as mainstream teleosemantics.
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(henceforth ET) is considered to be a teleosemantic theory based on evolutionary
selected-effect functions. However, Shea (2018) defends, for example, that there
could be etiological functions not grounded in natural selection. Accordingly,
within this view, ET is not necessarily a matter of evolution. Shea accepts that
there are etiological functions not only at the evolutionary level but also at the
individual level (what grounds his varitel semantics —the variety of teleofunctions;
cf. Section 3.3.1). For instance, he accepts etiological functions defined in terms
of learning process and persistence. Somewhat surprisingly, however, when Shea
posits persistence as a source of etiological teleofunctions, he cites Mark Bickhard
as the proponent of this theory (Bickhard, 2000a, 2003). But, indeed, Bickhard
is one of the principal critics of etiological functions. Shea does not seem to no-
tice this terminological tension: Bickhard pictures his proposals as opposed to
etiological functions yet Shea takes it to be an etiological account.

I shall solve this tension by taking a terminological decision. I will reserve the
term etiological teleosemantics to refer only to those teleosemantic theories based
on natural selection. As explained, this is mainstream teleosemantics, as it was
developed since its inception. It is not the only possibility that scholars adopted,
but it is still the classical way to do teleosemantics.

3.2.2 ET and the Causal Mismatch

Selected-effect functions have to do with those evolutionary processes that made
certain traits being selected as a consequence of their adaptive advantages. ET
includes cognitive functions under the view of the SETF. Cognitive teleofunctions
are a product of evolution: a cognitive trait must do whatever it was selected for
doing during natural evolution. Within this framework, the following question
arises: what is then the solution to the Causal Mismatch offered by ET?

As noted before, teleology makes it possible the introduction of the normative
ingredient in the cognitive sciences that is necessary in order to unknot the problem
of intentionality. The central idea is, in a nutshell, that the Causal Mismatch could
be accounted for insofar as cognitive functions are teleological functions. Cognitive
systems are there to perform certain tasks oriented toward a specific goal. The
causes provided by an intentional system to produce a particular behavior are
related to the goal that such behavior is supposed to fulfill. This goal is defined
according to the SETF.

With these considerations, ET can tackle the normativity of intentional states.
Teleological functions define the goal of a trait, and the goal defines the normative
criteria for determining whether the function is fulfilled or not by that trait. There-
fore, and crucially, malfunctioning is possible and misrepresentation is allowed.
Misrepresentation is the landmark of the Causal Mismatch, as explained before. If
the function of a representational system is to represent whatever it was selected
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to represent, then we can explain how misrepresentation is possible, that is when a
representational system departs from its evolutionary function. Note that no prior
intentionality seems be required in the explanation of the Causal Mismatch. This
is the crucial advantage of teleosemantics when confronting Brentano’s Problem
with naturalistic aims. From this viewpoint, intentionality is rooted in a naturalist
theory of teleological functions.

The core of this solution lies in the distinction between trait types and trait
tokens. Selected-effect functions concern types, not tokens. Functions are defined
at the populational level —the entities that evolve. Therefore, the normativity of
content is established at the same level. Representational errors are possible to the
extent that individual trait tokens are able to wrongly instantiate the type they
belong to. If a certain token of a representational system —e.g. a particular frog’s
visual system— does not do what it was established by the trait type it belongs
to (the evolved visual system of frogs), the possibility to misrepresent the world,
make errors or produce maladaptive behaviors is explained. If the visual system of
frogs was selected during evolution for representing flies in specifics environmental
contexts, then a particular frog would be misrepresenting the world when it does
not represent flies as flies when flies are flying out there, or when it represents flies
when there are none. Representational errors are thus reduced to the mismatch
between tokens and types.

Before diving into teleosemantics, I want to highlight an important issue stressed
also by ET. It concerns the importance of the historical dimension of teleological
functions —and, therefore, of normativity too. The SETF is usually considered
to be the rival of the so-called Cummins-functions (Cummins, 1975). Cummins-
functions refer to the causal role played by a trait in the current functioning of a
system. Although I will have more to say about Cummins’s insight later, there is
an important point that already needs to made explicit here. Cummins-functions
are defined at the individual level. They concern tokens and the role such tokens
play in the system they are a part of in a particular moment. Cummins-functions
do not have a historical dimension: they just require an analysis of how a sys-
tem operates and how its parts interact. Cummins-functions have no teleological
dimension —they are not teleofunctions: there are no goals involved in defining
functions just by looking at the current interactions of a system. What etiology
adds to the study of biological function that surpasses Cummins’s analysis is, as
Neander (1991b) stressed, a historical dimension. What history adds is a refer-
ence to the process of function-establishing. The idea is that goals are defined by
the effects of past events. If such past events are adaptively biased —be that by
natural selection or by individual development— the trait obtained —by evolution
or development— would have a teleological dimension concerning those functions
that contributed to the trait being adaptive.
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This is at the core of the solution to Kant’s Puzzle on teleology within the
MS framework (cf. Section 2.3.3). Teleology explains by citing the effects of a
current activity insofar as the effects were defined in the past. Here, the Causal
Asymmetry Principle is respected. Teleology is rooted in a causal chain that comes
from the past to the present, as modern science demands. That is why Shea states
that “without the historical angle we would be back to the mystery of teleological
causation, the mystery of how it is possible to explain a cause in terms of the type
of effect it is likely to produce” (Shea, 2018, 59). I shall call this the Historical
Desideratum:

(HD) Historical Desideratum
Without a historical dimension concerning an adaptive bias operating in the
past —be that in prior evolutionary or developmental stages— there is no
teleological analysis in the present.

As explained by Macdonald and Papineau, the SETF can deal properly with
the HD:

On this account of function, functions are the upshot of prior processes
of selection. A trait has a function if it has been designed by some pro-
cess of selection to produce some effect. In the central cases, where the
traits in question are biological adaptations, the selection process will
be non-intentional natural selection. An effect of a trait counts as its
function if the trait has a certain history: in the past possession of that
trait produced the relevant effect, which in turn had the consequence
facilitating the reproduction of items with that trait. In such cases,
it is natural to adopt teleological terminology, and say that, in the
normal case, the trait exists because of an effect the trait can produce,
or in order to fulfil its function. (Macdonald & Papineau, 2006, 10-11;
emphasis in the original)

3.2.3 Replication, externalism and causalism in etiology

This subsection aims to show that ET has its roots in the framework of the MS.
In Section 2.2, I defined three central pillars of the MS as it was construed in
the 20'" century. I will argue that such pillars are also present in the SETF. The
second part of this thesis will be devoted to analyzing the answers to Kant’s Puzzle
and Brentano’s Problem presented in Chapter 2 and Chapter 3, respectively. This
scrutiny will be approached by looking directly into the pillars of the MS. So it is
central to clarify first the connections between the MS and ET. Our first target
will be causalism.
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As explained in Chapter 2, the idea of evolutionary processes as governed
by populational forces was forged during the MS. It is clear then that ET rests
on populational causation. The SETF systematically refers to Sober’s insight
on selection-for effects. Sober’s proposal, as noted, is a classical locus of the
causalist view on natural selection. Millikan, as most etiologists, appeals to Sober’s
distinction in order to define her notion of proper function: “[o]nly if an item or
trait has been selected for reproduction, as over against other traits, because it
sometimes has a certain effect does that effect count as a function” (Millikan,
1993, 35-36; emphasis in the original). In this sense, if the SETF defines functions
in terms of the effects of a trait in evolutionary processes, such effects are not
selection-of effects, but selection-for effects. Neander also makes this explicit:
“[ojn an etiological theory, functions are what entities were selected for. Mere
selection of a trait is not enough to confer a function on it” (Neander, 2017h, 132;
emphasis in the original). Natural selection is the causal force that establishes
etiological functions: “Selection does more than merely distribute genotypes and
phenotypes|..|: by distributing existing genotypes and phenotypes it plays a crucial
causal role in determining which new genotypes and phenotypes arise” (Neander,
1995a, 585; emphasis in the original); or as Artiga (2021, 53) recently stated,
with an explicit reference to Sober: “for a trait 7' to be selected for F' [..] F
must be an effect of T' that causally contributed to success (Sober, 1984, 97-102).”
The adoption of a causalist position by etiologists is quite expected. Selected-
effect functions are defined as types. As explained, trait types —defined at the
populational level— are the source of teleofunctions. If the process that attributes
functions to such types is not causal, the causal basis of teleology would be missing.

The commitment to Explanatory Externalism is also present in ET. Under the
MS, the environment, not the organism, is responsible for biasing a population
in an adaptive way. The organism has no explanatory role in selection processes
(cf. Section 2.3.2). As selected-effect functions are based on natural selection,
Explanatory Externalism is also present in the analysis of evolutionary functions.
The function of a trait is to do whatever it was selected to do by the environmental
conditions that made it fitter than other variants during its evolutionary history.

A direct consequence of this commitment is that representational systems must
be explained by natural selection. That is a mandatory requirement. If representa-
tional systems were not explained by natural selection, then the theory of selected
functions would remain inert at the time of explaining the teleofunctions of cog-
nition. Correspondingly, no other evolutionary adaptive forces may be relevant.
That is, if other adaptive processes beyond selection took place during the evo-
lution of cognition, then such processes cannot be accounted for by the SETF.
So ET must avoid any other source of adaptive evolution beyond natural selec-
tion. Therefore, the explanatory force of ET crucially hinges on the adequacy of



3.3. WITHIN TELEOSEMANTICS 67

understanding the evolution of cognition as guided by external selective processes.

Finally, replication is also present in the SETF. As Papineau has stressed,
“[c]entral to the etiological account is the idea that individuals gain functional
traits as a result of being replicated” (Macdonald & Papineau, 2006, 12; emphasis
in the original). This is particularly clear, for instance, in Millikan’s account of
functions, as it was originally presented in her Language, Thought and Other Bio-
logical Categories (Millikan, 1984, Chs. 1 and 2). In her view, the notion of copy
is central in defining proper functions. The idea of replication rests on the irrele-
vance of how the replica or copy is actually made —which developmental processes
construct the new tokens. In etiological accounts, the attribution of functions is
made on the basis of fitness values without taking into account how such traits
are constructed. ET cares about the functioning of adult phenotypes insofar as
they were the target of past selection. Selection plays its card generation after
generation with replicas that have become biased towards adaptations. Vehicles
are not a source of proper functions.

3.3 Within teleosemantics

In this section, I will get deep into teleosemantics to present different proposals,
their points in common, and their disagreements. I will also introduce in detail
the thought of its main characters: Ruth Millikan, Karen Neander, David Pap-
ineau, Nicholas Shea, Fred Dretske, and Mark Bickhard.? The presentation will
follow the wake of two principal questions concerning the two core ingredients of
teleosemantics:

(i) The teleological question, or where do teleological functions come from?

(ii) The semantic question, or what theory of content is posited?

On the one hand, question (i) asks about the different possible sources of tele-
ofunctions. As noted in Section 1.1.2, there are three temporal dimensions in
biology: the evolutionary dimension, the developmental dimension, and the phys-
iological dimension. Mainstream teleosemantics —that of Ruth Millikan, Karen
Neander, David Papineau, and Nicholas Shea— is rooted in the evolutionary level,
whereas Fred Dretske classically defended the developmental time scale as the
proper source of cognitive teleofunctions, and Mark Bickhard has argued for norms
and functions at the physiological time scale. However, as it will be stressed later,
to the extent that an account of functions exclusively based on evolutionary criteria

2There are other scholars who have made relevant contributions to teleosemantics such as
Artiga (2013, 2014b, 2020); Artiga and Martinez (2016), Schulte (2015, 2018, 2020), Nanay
(2014), and Martinez (2013a, 2013b).
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is a controversial issue, most teleosemanticists tend to adopt a pluralist position
concerning the sources of teleofunctions. Question (ii), on the other hand, refers
to the classical distinction in teleosemantics between consumer-based teleoseman-
tics —Ruth Millikan and David Papineau— and producer-based teleosemantics
—Fred Dretske, Karen Neander, Nicholas Shea, and, up to certain extent, also
Mark Bickhard. So let’s now move to present these authors’ ideas and their an-
swers to the two aforementioned issues. My aim is descriptive, and the exposition
of these teleosemantic projects is meant to set the scene in order to thereupon
discuss which ideas need to be rethought, which ones need to be rejected, and
which ones will be endorsed and further developed in this thesis. The granularity
of my presentation is related to the scope of the analysis. If further details are
needed, I shall introduce them as I proceed.

3.3.1 The teleological question: Pluralism about teleofunc-
tions

ET sees in natural selection the primary source of teleofunctions. Ontogenetic
functions are usually perceived as an extension of evolutionary functions. While
they are not relegated to the status of lower class citizens, ontogenetic functions
are considered to be a complement to evolutionary functions. This is so insofar
as ontogenetic functions play the important role of solving certain complex issues
that are problematic without incorporating an individual-level ingredient. There
are principally three problems that are difficult to address exclusively from an
evolutionary perspective:

(i) The problem of novel contents;
(ii) the context-dependence of most representational capacities; and

(iii) the variation in representational capacities between different groups with the
same evolutionary history.

Point (i) refers to the implausibility of assuming evolutionary histories for novel
representations, such as ELECTRON or WI-FI. Natural selection seems not to
have had enough time to select for these novel representations, so another source
for teleofunctions must be performing this task. Point (ii) concerns the obvious
dependence on environmental inputs of representational development. This is
the classical locus of some long-standing dichotomies —such as e.g. innate vs.
learned— endorsed by most etiologists (cf. Section 5.2). If some representations are
learned, then evolution cannot provide a full-fledged account of representational
content. Finally, issue (iii) concerns the fact that there are clear differences in
representational capacities among humans as a consequence of having developed
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in different niches. Natural selection seems not to be capable of capturing these
representational differences, therefore an ontogenetic ingredient must necessarily
be present. Let’s start by sketching Millikan’s theory of functions first.

Ruth Millikan is the main character in teleosemantics, a framework she in-
augurated in her celebrated Language Thought and Other Biological Categories
(Millikan, 1984), and which she has continued to cultivate with a vast amount of
work in the field through the years (Millikan, 1993, 2004, 2017). She was the first
one to link an evolutionary account of proper functions with the analysis of rep-
resentational systems. Indeed, the defense of proper functions at the evolutionary
level as a consequence of natural selection and its connection with semantic content
was originally introduced and systematized by Millikan. However, additionally,
she also posits three other possible origins for teleofunctions beyond natural se-
lection: derived functions, learned functions, and functions based on non-genetic
modes of inheritance —particularly, cultural inheritance.

The first extension beyond selected-effect functions concerns her complex and
layered view on functions. According to it, certain functions are derived from
proper functions. Derived functions are thus not directly selected during evolution
but are grounded in selected-effect functions. Secondly, already in her earliest ac-
count of teleosemantics, Millikan posited ontogenetic functions, principally based
on learning processes, such as operational conditioning, practical reasoning, trial
and error (cf. Millikan, 2000a, 86 and Millikan, 2006, 102, 103). Although learn-
ing is an ontogenetic process, learning mechanisms are evolutionary selected: “In
the case of innate abilities, no matter what dispositions a mechanism happens
to have, what determines its abilities is what it was selected for doing. In the
case of learned abilities, what natural selection selected for was the ability to
learn in a certain way. It selected for mechanisms that became tuned through
interaction with the environment to do things of useful kinds” (Millikan, 2000b,
63). So systems of representation are the result of classical interactivism between
ontogenetic and evolutionary resources: evolved proper functions interacting with
environmental inputs during individual development. Finally, another extension of
selected-effect functions defended by Millikan concerns extended —non-genetic—
systems of inheritance (Millikan, 1984). Particularly, Millikan adopts Dawkins’s
memetic theory of cultural inheritance (Dawkins, 1976). So beyond the classi-
cal genetic transmission of proper functions, culture also operates as a source of
proper functions by transmitting down through generations important information
for cognitive development. Specifically, Millikan stresses the importance of cul-
tural systems of inheritance to explain the semantic dimension of words in natural
languages.

David Papineau is also an important figure in teleosemantics (Papineau, 1984,
1987, 1998). In many respects, his proposal is intimately connected with Millikan’s.
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Concerning the sources of teleofunctions, Papineau defends a classical etiological
view based on natural selection, but, like Millikan, he also accepts other natural
processes that introduce functions into cognitive systems: “I shall distinguish three
ways in we can have etiological functionality in nongenetic traits [sic|. The first,
emphasized by Ruth Millikan, appeals to a many layered account of functions.
The second involves nongenetic selection in learning. The third depends on the
intergenerational inheritance of nongenetic items. Together these three processes
greatly expand the range of items that can possess etiological-selectional functions”
(Papineau, 2017, 118; emphasis added).?

The position of Karen Neander is similar. Natural selection is the main source
of teleofunctions (Neander, 1991a, 1995b), yet she also accepts an ontogenetic
account for the teleofunctions of some representations (Neander, 2007, 2017b):
“While the functions can be determined by phylogenetic natural selection, oper-
ating on a population over generations, they can also be refined or altered by
ontogenetic processes involved in development or learning. In the case of ontoge-
netic processes, these might be selection processes, or they might be processes that
are not selection processes but are, nevertheless, adaptations for further adapting
the individual to its environment” (Neander, 2017b, 153).

Nicholas Shea’s teleosemantics is set forth in his recent Representation in Cog-
nitive Science (Shea, 2018). A strength of his theory is that he supports what
he calls varitel teleosemantics, that is, a pluralistic stance both about the sources
of teleofunctions and the determination of semantic content. His theory of teleo-
functions —concerning representation in cognitive science— is a mixture of many
proposals in teleosemantics. He identifies four sources for teleofunctions: deliberate
design, learning, persistence, and natural selection. Deliberate design occurs when
external agents set up a system to function in a certain way. These systems can be
explained by the presence of derived teleofunctions. Persistence, an item also con-
sidered by Bickhard (see below), has to do with the capacity of self-preservation of
individual systems. These processes, present at the (neuro)physiological level, are
goal-directed towards the fulfillment of the system’s needs in order to stay fit and
alive. Learning processes attribute functions by establishing adaptive organism-
environment relations tuned during development by the dynamic interaction be-
tween behavioral feedback and adjustments effected by the system itself, such as
operational conditioning. Natural selection, as it should be clear by now, is the
locus of selected-effect, etiological functions.

There is, however, another interesting ingredient in Shea’s account. Elsewhere,
he has developed a compelling and sophisticated etiological theory of evolutionary
functions (Shea, 2007b, 2011, 2012a, 2013). The particularity of Shea’s etiological

3In a recent paper with Justin Garson (Garson & Papineau, 2019), they appeal to ontogenetic
functions in order to solve the problem of novel content.
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theory has to do with two facts. First, he accepts and incorporates many ideas that
fall beyond the standard evolutionary framework assumed by the MS, such as the
parity thesis (Griffiths & Gray, 1994) and extended inheritance systems (Jablonka
& Lamb, 2014), to which we turn presently. Second, he proposes a teleosemantic
analysis well beyond cognition. His theory of inherited representation combines
both teleofunctions and representational content with the aim of embracing the
development and evolution of all living beings. I shall present and discuss in detail
his view on inherited representation in Section 5.2.3.

Last but not least, we have the work of Fred Dretske and Mark Bickhard
whose approach to teleosemantics may be safely tagged as non-classical. Some of
their proposals will be adopted —with qualifications— in the third part of this
thesis. The major work where Dretske articulates his teleosemantic framework
is Ezplaining Behavior (Dretske, 1988; but see also Dretske, 2001, 2004). His
pluralism on teleological functions is indeed central in his theory. While in other
approaches different sources of teleofunctions are put forward to address different
complex issues in teleosemantics, in Dretske’s theory teleofunctions play the role
of differentiating between kinds of representational systems; that is, his taxonomy
of representational systems is based on his taxonomy of teleological functions.

Dretske identifies three types of representational systems. Type 1 includes
those systems the activities of which are externally designed. Type 2 regards
natural signs, present, for instance, in plants and some innate cognitive represen-
tational systems. Finally, in Type 3 systems, content enters the scene to posit rep-
resentational capacities bearing semantic information. Dretske’s pluralism about
functions helps him at the time of differentiating these representational systems.
As noted, Type 1 systems have extrinsic, derived proper functions, a view, for
instance, also endorsed by Shea. As for Type 2 systems, he adopts a classical
evolutionary approach, where natural selection is the source of the teleofunctions
of natural signs. Dretske’s idiosyncrasy becomes manifest with Type 3 represen-
tational systems, because the source of teleofunctions here is not evolution but
individual learning —i.e. a developmental process. Representational content is
established during individual processes of learning coupled with the environment
and mediated by feedback processes acting in the course of development.

Finally, in his theory of mental content, Mark Bickhard develops a notion of
teleofunction based on persistence (Bickhard, 2000a, 2003, 2009a, 2009b). Persis-
tence has to do with the capacity of self-maintenance. This is clear at the cellular
level. Cell metabolism makes it possible to preserve the unity of the cell by tak-
ing in energy and matter from the exterior and transforming them into metabolic
resources for reproduction and maintenance. Persistence involves teleofunctions.
Each element of the living system plays a specific function in the process of self-
maintenance. Crucially, this function is directed towards the goal of preservation.
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If a particular trait does not perform its proper function, degradation ensues and
the goal would remain unfulfilled. As noted, this notion of teleofunction lies at the
physiological level —it does not concern development or evolution.

3.3.2 The semantic question: producer- and consumer-based
teleosemantics

There are two big families of teleosemantic theories: consumer-based approaches
—represented by those of Millikan and Papineau— and producer-based accounts
—defended by Neander, Shea, and Dretske (cf. also Stampe, 1977). The former
explain the content of mental representations by looking into the effects of such
representations —that is, how the system uses a representation to generate a cer-
tain behavior, regardless of how it is produced. Consumer-based accounts state
that the content of a “representation depends on the output of the representation,
on what behavior it prompts, and not on the input to it, on what circumstances
cause it” (Papineau, 2017, 108). Alternatively, producer-based accounts focus on
those processes that produce mental representations.

The separation between producers and consumers is central in Millikan’s the-
ory. The producer concerns the process that generates a particular representation,
while the consumer refers to the use of the representation. Millikan’s theory defines
the content of a representation on the basis of its consumers. Accordingly, the use
of a representation to produce a certain behavior determines the adaptiveness of
such behavior. Therefore, the use of representational devices is connected with the
selective advantages of a particular behavior. Consumers that have increased their
fitness values during evolution tend to be selected. Even thought the correspon-
dence between representation and reference is central, how such correspondence is
achieved is not an explanatory aim of consumer-based teleosemantics: “a useful
‘correspondence’ between representation and represented does indeed occur when
the biological system functions properly, but how this correspondence is brought
about is not definitional of the representing relation” (Millikan, 2003, 3). As Ne-
ander suggests, consumer-based theories could be labeled benefit-based theories,
insofar as they “link content to the benefit to the creatures (or to the consuming
systems) that accrues from the use of a representation” (Neander & Schulte, 2021).

Millikan’s theory is centered on animal communication as one of the main
situations where representational systems are involved and a teleological analysis
can be provided. From bee dancing and vervets’ alarm calls to human language, the
content of a representation is defined by how this representation is used to generate
a particular behavior, such as communicative behavior: the content of alarm calls
voiced by vervet monkeys means “eagle” because the calls make monkeys behave
appropriately —i.e. adaptively— in the presence of eagles.
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Papineau’s theory is also aligned with a consumer-based framework. Yet, un-
like Millikan, he restricts genuine contentful representations to those systems ex-
hibiting desire/belief intentional states. Desires, in collaboration with beliefs, are
responsible for producing intentional behavior. As he defines it, the content of de-
sires resides in the effects that they produce —mot in what produces them: “some
past selection mechanism has favored that desire — or, more precisely, the abil-
ity to form that type of desire — in virtue of that desire producing that effect”
(Papineau, 1993, 59). His emphasis on desires is due to their assumed causal role
in producing behavior: the mechanisms underlying desire-states are the locus on
which natural selection acts to select among different behavioral outputs. So there
is a direct connection between the fitness consequences of behavior and the internal
states —desires and beliefs— that are used by the system to produce a particular
behavior.

The main source of producer-based teleosemantics is informational teleoseman-
tics, originally represented by Dretske’s Indicator Theory, and later developed by
Neander (Neander, 2013, 2017b) and Shea (Shea, 2007a, 2018). At first sight,
producer-based theories look radically opposed to etiological accounts of func-
tions. As already pointed out, etiological theories concern the behavioral effects of
a certain representation. Thus, ET should be about the effects of mental represen-
tations on the system, “the production of mental representations is irrelevant to
their contents” (Neander & Schulte, 2021). Therefore, informational, or indicator
theories stand “diametrically opposed” (Macdonald & Papineau, 2006, 7) to ET.
Insofar as the main first steps in teleosemantics were covered by consumer-based
theories,“[ulnmodified teleosemantics is entirely output-based” (Shea, 2007a, 409).
But this is not entirely accurate. Teleosemantics can be —and it indeed was—
refurbished. The central point is that functions must be selected functions, and
selected functions are so because of their past contribution to survival and repro-
duction. Therefore, as Neander (2017b, Ch. 6) argued, there is nothing preventing
the existence of selected dispositions; that is, the existence of adaptive functions
designed to respond in a certain way. To define a function by its input does not
block the possibility to explain the adaptive dimension of its output. Once the
possibility of a producer-based account within an etiological framework was ac-
knowledged, different accounts were developed on the basis that the content of a
representation must be established in relation to those elements that trigger the
process of producing a representation. This process includes the reference that
triggers those perceptual and cognitive mechanisms responsible for building the
corresponding —in relation to a semantic norm— representation.

Dretske’s Indicator Theory (Dretske, 1981, 1988) is based on the correlation
between the representation and its reference. An indicator bears information
about those external things that caused it to be tokened. Representational con-
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tent concerns the producers of representations/indicators —i.e. those aspects of
the world that trigger the production of a representation. There is therefore a
referential /correspondence relationship between the entity —the reference— and
the representation/indicator. However, he correctly recognizes that many corre-
spondence relationships in nature should not be treated as intentional. Following
Grice (1991), he states that non-intentional correspondence relationships involve
natural sings. For instance, smoke means fire in the sense that the presence of
smoke corresponds with the presence of fire. Does fire represent smoke? A clear
element seems to be absent here to achieve full intentionality: the possibility of
error. If smoke is caused by fire, there could not be smoke without fire. But we
know that one can have a representation without presupposing the existence of
the representation. This is the locus of representational error. Natural signs do
not allow the possibility of error, while intentional signs (representations) do have
a normative dimension. As expected, the solution involves and appeal to teleol-
ogy: “Dretske appeals to this fact to explain psychosemantic norms (the norms
pertaining to mental content). His idea is that neural signals do not merely carry
information, but are recruited or selected for doing so. In other words, they have
information-carrying functions” (Neander, 2008, 394; emphasis in the original).

Neander (2006a, 2013, 2017b) and Shea (2007a, 2018) proceeded on Dretske’s
wake in order to argue for an informational teleosemantics. Importantly, informa-
tional teleosemantics is tied to informational talk in cognitive science. As explained
in Chapter 1, information processing is explanatory central in the cognitive en-
terprise. This version of teleosemantics acknowledges the flow of information in
cognitive systems, systematically posited by cognitive scientists, and adds a tele-
ological dimension to such informational processing.

In informational teleosemantics, the Intentional Gap is typically presented as
a clash between two different notions of information, which are related to the two
kinds of sings (natural and intentional) discussed in Dretske’s theory. Following
Neander (2017b, Ch. 1), the first notion of information could be named factive
information. It is based on the causal connection between two systems, in such a
way that the presence of information crucially hinges on the existence of (at least)
two systems. For instance, smoke informs that there is fire, dark clouds inform
that there might be rain, and tree rings inform about tree age. In these cases,
we have a causal connection between (at least) two phenomena (fire/smoke, dark
clouds/rain; tree rings/tree age) in a way that one of them bears information about
the other. As it can be noted, in some sense factive information involves about-
ness: dark clouds inform about rain, or tree rings are about tree age. However,
factive information does not attain the level of intentionality. Although some sort
aboutness is present in these cases, what is absent here is the normative dimen-
sion. Therefore, misrepresentation (or misinformation) is not possible. And it is
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quite clear why misrepresentation is not possible: if the presence of factive infor-
mation depends on the existence of two causally interrelated phenomena, factive
information would not be generated if one of these phenomena did not occur. As
explained, misrepresentation takes place once there is a representation without a
reference —i.e. when a representation bears information about something that is
not there. That is why this notion of information is factive: it rests on the factual
existence of a sign and its reference; factive information “is factive because nothing
can [..] carry the information that some state of affairs, P, is the case, unless P is
in fact the case” (Neander, 2017b, 7; emphasis in the original).

The situation is different for the other notion of information: semantic infor-
mation. Here intentionality occurs. Like factive information, semantic information
has aboutness: mental representations are about a certain state of affairs in the
world. However, contrary to factive information, semantic information does have
a normative dimension; i.e. there is room for misrepresentation: mental repre-
sentations could perfectly be about states of affairs that do not really exist. If a
representation or sign bears semantic information about its reference, this does not
necessarily mean that some referent must exist. As expected, semantic information
confronts us with the problem of the Causal Mismatch.

Factive information is based on causal relationships between different phenom-
ena and it is usually modeled with Shannon’s theory of information concerning
the amount of information transmitted between two correlated systems that re-
duces the uncertainty of one of the systems, quite similar to Dretske’s probabilistic
account (Dretske, 1981). Unlike semantic information, factive information has rel-
atively solid foundational bases. That is why factive information is ubiquitous
in different scientific fields, from the thermodynamic perspectives in physics (e.g.
Smolin, 2001) to biology (e.g. Crick, 1958) and neuroscience (Neander, 2017b).
However, its robustness is a consequence of its incapability to account for misrep-
resentation and, accordingly, for the Causal Mismatch. In other words, factive
information is not suitable for naturalizing intentionality.* Informational teleose-
mantics is about bridging the intentional gap and reaching semantic information
by introducing a teleofunctional dimension to factive information: “the aboutness
of content originates in the aboutness of information, and the norms of content
originate in the norms of proper functioning” (Neander, 2017b, 125).

Before closing up, let’s first present a classical and illustrative way to make
explicit the difference between both families of teleosemantic frameworks, by in-
troducing the well-known example of the frog. Frogs eat flies. To do so, they catch
them with their tongues. This of course requires complex coordination between
perceptual and motor capacities. The frog’s case became a locus of debate be-

4But see Skyrms (2010) for an attempt to naturalize intentionality exclusively based on factive
information.
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cause it seems that in this dialogue —between what produces the representation
(the perceived fly) and what consumes the representation (the snatching of the
fly)— underlies a case of error. As stressed by different studies, frogs also try to
catch things that are not flies but look like them, such as small and black dots
moving on a screen. Enter etiology. A notion of natural norms for representa-
tional content is needed to explain why we are in the presence of a cognitive error.
Consumer and producer accounts differ on which is the proper function of the rep-
resentational systems. Importantly, different functions entail different contents.
Consumer-based accounts would say that the content of the frog’s representation
is fly food, insofar as it is the property of being nutritive that made the repre-
sentation advantageous during natural selection. To the contrary, aligned with
producer-based accounts, Neander (2017b) argues that the content should be a
small, black, moving thing, insofar as the representation is produced whenever
such things occur. There is no consensus or unification, yet this is an internal
discussion in teleosemantics, not an external dispute.

I believe, and shall defend in this thesis, that there are two interesting points
in ET. Its referential semantics, particularly in its informational versions, and
the endorsement of the teleosemantics’ core. In Part III I will support both the
teleosemantics’ core and informational teleosemantics. I recognize that the seman-
tic question was superficially treated here. This is so because Part II is about a
specific problematic question in ET: the teleological question, i.e. etiology itself.
My aim for the second part, specifically for Chapter 5, is to evaluate the etiological
solution to Brenatano’s Problem in connection with its biological foundations. So
I will postpone a defense and inquiry into the semantic question while I propose
certain challenges to the SETF.

3.4 Summary

In this chapter I introduced, situated, and described teleosemantics. First, I
pictured the core of teleosemantics’ explanatory strategy towards a solution to
Brentano’s Problem; thereafter I presented ET as a specific manifestation of such
teleosemantics’ core; finally I introduced some classical and important proposals
in the history of teleosemantics.

I started by connecting teleosemantics with referentialist theories of content.
Such a link is justified by two interconnected issues: (i) the inadequacy of in-
tensionalist theories to naturalize content, and consequently, (ii) the need for a
teleological notion of function in order to supply referentialist theories of content
with a normative dimension in such a way that error may be explained without
presupposing prior intentional stuff.

I continued by describing the teleosemantics’ core. It concerns the central in-
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gredients that any teleosemantic theory must have for it to be considered to be
teleosemantic. The central idea is to appeal to a biological notion of teleofunc-
tions in order to provide the grounds for dealing with the Causal Mismatch. As
I pictured it, the teleosemantics’ core ultimately amounts to assess a solution for
Brentano’s Problem based on a solution to Kant’s Puzzle. In this sense, teleose-
mantics can take many forms depending on the solution to Kant’s Puzzle that has
been chosen. Indeed, this thesis will defend a teleosemantic project, based on an
alternative, non-classical solution to Kant’s Puzzle.

Even though there are different terminological uses, I referred to mainstream
teleosemantics as ET: the idea that natural selection is the source of teleofunctions
—the Selected-Effect Theory of Functions— and that this theory of teleofunctions
applies to representational systems. I also showed how this view on biological func-
tions has its basis in MS biology, or more specifically, how externalist-, replicator-
and populational-based ideas are central to ET. Figure 3.1 on the next page il-
lustrates the teleosemantics’ core under an etiological view. The path starts with
Kant’s Puzzle and ends with the solution to Brentano’s Problem. To solve Kant’s
Puzzle, it is needed to naturalize teleology. This is done by positing populational
causes that do not involve any inversion of causal relations —i.e. without violating
the Causal Asymmetry Principle. Populational causes define what means a trait
type is being selected for. From this biological framework, the Selected-Effect the-
ory functions grows and looks into the issue of intentionality to solve the Causal
Mismatch. Once the Causal Mismatch is explained, intentional causation is finally
naturalized, and consequently, Brentano’s Problem is solved.

I concluded by presenting a number of classical proposals defended by different
figures within teleosemantics. It was certainly just a rough outline and the reasons
for this are twofold. First, I presented specific views within ET in order to evaluate
their biological adequacy in future chapters. Here, my focus was on the teleo side
of teleosemantics present in most teleosemantic projects. Second, the semantic
side was only briefly presented for the very reason that I won’t get into it till the
last chapters of the thesis. Instead of criticizing teleosemantic accounts concerning
the semantic side, I will embrace and develop different teleosemantic theories of
content in Part III. There I will introduce in detail the theories involved.

In this part of the thesis I presented the two central and interrelated problems
that I will deal with —Kant’s Puzzle and Brentano’s Problem, and the two classi-
cal and most accepted answers to them: The Modern Evolutionary Synthesis and
Etiological Teleosemantics, respectively. Now it is time to evaluate these answers.
Insofar as ET, and its naturalistic aims, is anchored in biology, specifically, in the
MS, the discussion in the next part will be hosted principally in the (theoreti-
cal/philosophical) biological arena. Let’s move on now to examine the adequacy
of the picture drawn by the MS about the nature of living beings.
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Figure 3.1: The teleosemantics’ core: etiological solution.
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Chapter 4

Does the MS solve Kant’s Puzzle?

To take development seriously is to take development as our primary
explanandum, to resist the substitution of genetic metaphors for de-
velopmental mechanisms... There is indeed good reason to believe that
genetics reduces to development, and not the other way around.

Jason Scott Robert 2004, 22

The picture that emerges from recent developmental biology is that
the stability and the mutability of organisms that are pre-requisites
for adaptive evolution are consequences of the distinctive capacities of
organisms, particularly as they are manifested in their development.

Denis Walsh 2006a, 438

The purpose of this chapter is twofold. First, to present different challenges
to the Ms in the last 40 years. These challenges are connected to the MS’s pil-
lars presented in Section 2.2. Each section of this chapter relates to one of the
MS’s pillars. Section 4.1, about the return of the organism in biological theory,
is connected with Explanatory Externalism (Section 2.2.1); Section 4.2, focuses
on the developmental view of inheritance and challenges Replicator Biology (Sec-
tion 2.2.2); and finally, Section 4.3 discusses the idea of populational forces (Sec-
tion 2.2.3) from a statisticalist reading of natural selection. Each section of this
chapter could be read in connection with one of the three ingredients of natural
selection: variation, inheritance, and fitness, respectively. To a certain extent, this
is makes sense, since Explanatory Internalism is central to a theory of phenotypic
variation; rejecting replicator ideas is central for moving forward towards a devel-
opmental theory of inheritance; and the statisticalist reading of natural selection
is based on a specific account of fitness. But at the same time, all three ingredients
are mixed and present in each part of this chapter. The reason is quite simple: the
view of biology defended in this chapter is not a fragmented one (cf. Section 2.3.1).
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All ingredients converge in development. So, inevitably, fitness, inheritance, and
variation are intertwined, ontologically and epistemologically.

The second goal shall become explicit as I present the different challenges. It
has to do with the sketch of a biological theory with a different approach than
the one supported by the MS. Certainly, there is no solid and complete theory to
contrast the MS, yet. The critical views against the MS constitute a cluster of
ideas and experimental advances that fall outside the MS: what unifies them is
indeed their rejection of some —or most— of the MS’s ideas. So in this episode of
the philosophy of science we find ourselves in media res. As Laland, Odling-Smee,
Hoppitt, and Uller (2013, 807) said, “it is probably fair to say that these various
lobbies currently more resemble a disorganized protest movement than a viable
alternative government”. Even though there are many alternative theories to the
MS, such as the Extended Evolutionary Synthesis (EES) (Huneman & Walsh,
2017; Pigliucci & Miiller, 2010), there is not a unanimous consensus as to whether
such theories really amount to the conceptual revolution in theoretical biology
they claim to be or whether the EES and other proposals are strong, coherent,
and complete biological theories.

Moreover, as a consequence of this, there is still no consensus about what posi-
tion theoretical biology should take with respect to the MS: should it be minimally
modified, should it be extended or should it be replaced entirely? I am not going
to discuss these questions here. I will just be introducing important ideas and
experimental advances in the last decades that seem to go against the MS view
of living beings, and reinforcing the idea that “a new biology [is needed] for a
new Century” (Woese, 2004), because in the framework of the MS “an immense
amount of biology was missing” (Lewontin, 2010). Having said so, it is relevant
to note that intense disputes in theoretical biology have been taking place in rela-
tion to the validity and relevance of the challenges posed to the MS (cf. Futuyma,
2017; Gupta, Prasad, Dey, Joshi, & Vidya, 2017; Laland et al., 2014; Miller, 2017;
Pigliucci, 2007, for different positions on this issue). Surely many of the challenges
of the against the MS are not accepted —or even known— by orthodox biologists.
Biology has not abandoned its MS niche; biological research runs in parallel to the
philosophical issues discussed here. So maybe, there could be a revolution, but
certainly, there is none, yet.

As there is no unified and alternative theory yet, I will opt to refer to these
clusters of proposals, ideas, and research areas with the phrase developmental turn
(henceforth, DT),! insofar as, in all cases, they deal with phenomena taking place
at the individual level, and, as it will be clearer throughout the pages of this thesis,

!Jablonka and Lamb (2020) use the term epigenetic turn, although it might be adequate, I
see ‘developmental turn’ as a broader label, insofar as it is not committed with some specific
reading of what epigenetic means (cf. Griffiths & Stotz, 2013 and Baedke, 2018a, for discussions
on the multiple meanings of epigenetics).



4.1. EXPLANATORY INTERNALISM 83

they adopt a ‘developmental-first view’: “Phylogeny is the derivational history of
developmental systems” (Oyama, 2000b, 179). Even though not all areas deal
with development per se, they all contribute to the understanding of the intrinsic
capacities of living beings. As a tentative list, I suggest the following research
areas as constituting the core of the DT collated, in no specific order, in Table 4.1
on the following page.

4.1 Explanatory Internalism: The explanatory
role of organisms

This section challenges Explanatory Externalism (cf. Section 2.2.1); i.e. the idea
that the unique adaptive force in evolution is natural selection. The reason for
denying this MS’s pillar is that internal organismal phenomena are also explana-
tory central to understanding evolution: “The black box [of development] is now
being opened to provide a more complete picture of what really happens” (Bateson
& Gluckman, 2011, 17). While in the MS, “ ‘selfish genes’ in ‘gene pools’ are taken
to be more important than organisms” (Reid, 2007, 11), now organisms are back
in biological theory (Baedke, 2018b; Bateson, 2005; Huneman, 2010; Nicholson,
2014). As Waddington (1959, 1636) remarked, “[n]atural selection is very far from
being as external a force as the conventional picture might lead one at first sight
to believe”. Internal forces are indispensable to account for the heritable variation
in fitness. Specifically, the origin of phenotypic variations —a missing point in
Darwin’s theory, later filled in with a view based on randomness— needs ontoge-
netic explanations. This section has three parts. In the first one (Section 4.1.1),
I introduce the post-genomic era and the new conception of genes in development
that has come to the fore in the last twenty years. The second one (Section 4.1.2)
stresses the many ways in which organisms adaptively regulate their ontogenetic
trajectory by being sensitive to their external environmental conditions and their
inner and complex dynamics. The last one (Section 4.1.3) is more theoretical and
concerns the agentive and active role of organisms in evolution, motivated by the
work of one of the principal architects of the DT, Richard Lewontin.

4.1.1 The post-genomic era

Probably the cardinal issue in the DT is the new conception of genes: their func-
tions, definition, and role in development and evolution. I see this as the main
motivation for rethinking the MS. Genes were put at the center of biological the-
ory: they constituted the only source of heritable variation, and by being seen
as encoding developmental programs, fitness differences obtained by phenotypic
differences would be traced back to those genetic differences that produce traits.
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RESEARCH AREA

REFERENCES

Evolutionary  Developmental
Biology (Evo-Devo)

Ecological Developmental Bi-
ology (Eco-Devo)

Developmental Systems The-
ory (DST)

Developmental Psychobiology

Embryology
Cybernetics

Molecular Epigenetics
Complex and Self-organized

Systems Theory

Systems Biology
Extended Inheritance Systems
Theory

Niche Construction Theory

Autonomous Systems Theory

Biosemiotics

Gould (2002); Love (2015); Minelli (2009);
Minelli and Fusco (2008); Nuno de la Rosa
and Miller (2021); G. P. Wagner (2014)
Gilbert (2001); Gilbert and Epel (2015);
Lewontin (2000); Sultan (2015); West-
Eberhard (2003)

Griffiths and Gray (1994); Johnston (2010);
Johnston and Edwards (2002); Oyama
(2000b); Oyama, Gray, and Griffiths (2001)
Gottlieb (1997); Kuo (1976); Lehrman
(1970); Michel and Moore (1995)
Amundson (2005); Laubichler and Maien-
schein (2007); Robert (2004)

Ashby (1991); Maturana and Varela (1980)
Griffiths and Stotz (2013); Keller (2002);
Moss (2003); Rheinberger and Miiller-Wille
(2018); Sarkar (2005)

Camazine et al. (2003); Goodwin (1994);
Kauffman (1993, 2000); Miiller and Newman
(2003)

Boogerd (2007); Kitano (2001); Noble (2016)
Avital and Jablonka (2000); Jablonka and
Lamb (2014, 2020)

Lewontin (1983b); Odling-Smee, Laland,
and Feldman (2003); Scott-Phillips, Laland,
Shuker, Dickins, and West (2014); Sultan
(2015); West and King (1987)

Barandiaran and Moreno (2008); Bickhard
(2000b); Kauffman (2000); Moreno and
Mossio (2015)

Emmeche and Kull (2011); Favareau (2010);
Hoffmeyer (2008a)

Table 4.1: A (not necessarily exhaustive) list of research areas associated to the

Developmental Turn (DT), with references to some relevant literature.
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In this subsection, I will challenge the idea of genes as encoders of developmental
programs. In the next section, I will challenge the view of genes as the only source
of heritable variation.

So, what ideas from the MS’s view on genes should be revised? And, concomi-
tantly, how genes should be understood? Let’s start by separating two kinds of
questions, one material and the other conceptual. I propose to formulate them as
follows, where, below each question, I attach a hint of the answer I would like to
develop:

1. Material question: Do genes really function according to the definition of
‘molecular gene’ advanced by Watson and Crick?

e From the Molecular Gene to the Reactive Genome.
2. Conceptual question: Do genes still preserve their explanatory status?

o From genes as the units of development to organisms a the units of
development.

I call question 1 material because it concerns the material basis of genes. The
question is therefore about the adequacy of the Central Dogma and the molecular
gene as a theory about the material and functional constitution of genes. Do genes
really function according to the definition of ‘molecular gene’ advanced by Watson
and Crick? Can we characterize genetic activity as the Molecular Dogma states?
I will argue that the notion of ‘molecular gene’ should be replaced by the notion
of ‘reactive genome’.

The conceptual question, 2, has different aims. This question concerns the
fact that the explanatory role of genes in the MS did not depend on the material
basis of genes. The transition from Mendel’s view to Crick and Watson’s discovery
opened the door to significant experimental advances, but the explanatory logic
behind genes as inherited units remained almost the same. This shows that the
conceptual and material questions are relatively independent, to the extent that
“the material form of the gene is inessential”, whatever physical element it turns
out to be, “the gene itself is a unit of information” (Griffiths & Stotz, 2013, 144).
As the history of biology shows, changing the answer to the material question did
not entail changing the answer to the conceptual one. The distinction between
these two questions is a direct consequence of the fact that the centrality of genes
in evolutionary biology was not tied to what genes materially are. So if there
is any relevant and foundational conceptual change, it must be about the logic
underlying abstract gene-talk. I will argue that the view of the gene as the unit
of developmental control should be replaced by a view of the organism as the unit
of developmental control.



86 CHAPTER 4. DOES THE MS SOLVE KANT’S PUZZLE?

The material question: reactive genomes

I shall start with the material question. An illustrative way to present the shift
in genetics is by taking a look at the Human Genome Project (HGP). Allegedly,
knowing a complete genetic sequence would give us the key to understanding an
organisms’ development and evolution. It would imply, for example, having access
to the developmental program of the chicken that, as Francois Jacob claimed, is
coded in the ovum; or as Rosenberg (2006, 61-62) recently defended, “the genes lit-
erally program the construction of the Drosophila embryo in the way the software
in a robot programs the welding of the chassis of an automobile” (cf. also Rosen-
berg, 1997; Wolpert, 1994). Once the first human genome was sequenced at the
beginning of the 215 century, the results were quite contrary to the expectations:

Even later, advances in molecular biology, and propaganda for the
human genome project, have allowed the mistaken belief that there
must be a gene for everything, and once the genes and their protein
products have been identified that’s all we need to know. Instead, the
completion of the genome project has clearly informed us that knowing
the genes in their entirety tells us little about evolution. (Reid, 2007,
11)

Genes were far more complex than they were supposed to be. The aim of
uncover the Book of Life (Lewontin, 2000) was downgraded once it became clear
that it was nowhere to be found in the genes. Such a situation is not necessarily
an undesirable one. To the contrary, it opened the possibility of studying an
entity in all its newly discovered complexity. In this sense, “[t|he major theoretical
achievement of the genome project was the refutation of its greatest expectation—
that a mapping of the DNA base sequence would also be a map of all the interesting
characteristics of the organism” (Lewontin & Levins, 2007, 82).

As pointed out by Griffiths and Stotz (Griffiths & Stotz, 2006, 2013; Stotz,
2006b, 2008; Stotz, Adam Bostanci, & Griffiths, 2006), the Human Genome Project
represents a transition from the era of the molecular gene to the post-genomic era
(cf. also DiFrisco & Jaeger, 2020; El-Hani, 2007; Keller, 2014; Moss, 2003; Perbal,
2015; Pigliucci, 2010; Rheinberger & Miller-Wille, 2018; Richardson & Stevens,
2015; Sarkar, 2005, 2006; Thorner, Hunter, Cantley, & Sever, 2014). Rather than
being pictured as the units of developmental specificity, genes are now consid-
ered as part of a complex developmental matrix that interacts to produce traits.
Developmental specificity —that is, those resources that contribute to the determi-
nation of a certain developmental outcome— is distributed among different levels
of organization, not just the genetic one. On the one hand, yes, genes reside in
genomes, and HGP unveiled the complex apparatus needed for protein expression.
More specifically, it discovered that genetic activity can be influenced, activated,
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or deactivated by the whole genome. The bi-directional flow of information and
the multiple causal relationships genes participate in are not limited to the genome
but scale up at different levels. But, on the other hand, crucially genes become
active and functional in the context of the cell. This is why Barbara McClintock,
in the speech she delivered on the reception of the 1983 Noble Prize for Physiol-
ogy and Medicine, stated that the gene should be pictured as “a highly sensitive
organ of the cell” (quoted in Keller, 2002, 33); see also Keller (2014) and Sultan
(2015). The context-sensitiveness of genetic activity extends beyond cells, towards
intercellular connections and even endogenous causes.

The Central Dogma pictured the molecular gene as carrying the whole informa-
tion needed for development. The unfolding of this information is unidirectional,
in such a way that strings of DNA sequence map into protein products. But all
these ideas are in need of revision. Firstly, because the information needed for
development cannot reduced to the genetic level, and other, genomic, cellular, ex-
tracellular, and exogenous resources are also central in development. Secondly,
because DNA expression is not unidirectional or controlled by the DNA; rather,
the activity of genes is dependent on their context and the expression of DNA may
be altered by bidirectional pathways. Finally, because the mapping between DNA
sequence and protein products is not so straightforward as the Central Dogma pic-
tures it. Different DNA sequences, even from different parts of the genome, can act
together in the development of the cell. The conclusion to the material question is
that post-genomics has come to replace the molecular view of the gene promoted
by the Central Dogma. Keller eloquently illustrates the range of problems behind
the idea of the molecular gene:

What is the causal role of a gene in the absence of environment? None
is clearly the answer. Absent environmental factors, genes have no
more power to shape the development of an individual than do envi-
ronmental factors in the absence of genes [..] What we think of as its
[DNA’s] causal powers are in fact provided by the cellular complex in
which it finds itself. It is this complex that is responsible for both
the code that enables a sequence of nucleotides to be translated into
a sequence of amino acids, for the replication of DNA, and for the
intergenerational fidelity of replication; it is the cellular complex that
makes possible all the chemical reactions on which these processes de-
pend. By themselves, the entities we call genes do not act; they do
not have agency. Strictly speaking, the very notion of a gene as an au-
tonomous element, as an entity that exists in its own right, is a fiction.
(Keller, 2010, 6)

It is not quite clear what genes are supposed to be in the post-genomic era, but
the label that is often used to replace that of ‘molecular gene’ is reactive genome
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(Gilbert & Sarkar, 2000; Keller, 2014). The notion of ‘gene’, as Keller (2010)
stresses, is quite difficult to define once the action of DNA is functionally and
structurally distributed throughout the genome. Many, along with Keller, have
proposed that the very notion of a gene should be abandoned and that we speak
about amino acid sequences instead. Be that as it may, the post-genomic gene
represents a deep break with the molecular gene presented in the context of the
Central Dogma.

The conceptual question: the organism as the unit of development

Do genes still have the same explanatory status in biology? This question concerns
the possibility that even if the answer to the material question entails a rejection
of the traditional notion of molecular gene, maybe the reactive genome still can be
taken as the unit of development. I contend that the post-genomic era also calls
for a re-conceptualization of the role of genes in biology. The main point has to
do with taking the organism —from unicellular to multi-cellular organisms— as
the proper unit of development.

What does it mean that the organism is the proper unit of development? The
main idea is that the control of development —i.e. what determines the develop-
mental path towards phenotypic outcomes— is the developing system. This entails
that genetic activity is always tied to the needs of the whole developing organism.
Several theorists within Developmental Systems Theory (DST), Eco-Devo, Devel-
opmental Psychobiology and Systems Biology support this view. Denis Noble, for
example, asserts that “[ijn fact, the DNA just sits there, and occasionally the cell
reads off from it a sequence that it needs, to get some protein produced” (Noble,
2006, 7). The moral is, therefore, that cells are not controlled by genes, but that
cells have the custody of genes: “[t|he ghost [i.e. genes] in the cellular machine
doesn’t make the machine, and it doesn’t make the machine run. The cell exists,
and it runs ‘by itself’ ” (Oyama, 2000b, 156). Or as Griffiths and Stotz (2006, 509)
put it, “[glenes are ‘things an organism can do with its genome’: they are ways
in which cells utilize available template resources to create biomolecules that are
needed in a specific place at a specific time”. The holistic and complex nature
of developmental systems appears to call for a democratical (Oyama, 2000a) dis-
tribution of explanatory roles among many developmental resources, rather than
award their exclusive rights to genes.

The idea of the organism as the unit of development is connected to two issues
that will be presented here but developed in detail in Part I1I: the notion of agency
and the notion of the ontogeny of information. Agency concerns the capacity of
living beings —from single cells to multi-cellular organisms— to regulate their
own activity for adaptive reasons. By taking the cell as a minimal agent (cf.
Section 6.3.2), the agentive capacities of cells connect with the idea of the cell
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as the director of development. This view stands in contradistiction to the one
promoted, for example, by Richard Dawkins Dawkins (1976, 1982). In Dawkins’s
view, genes are the agents and organisms the vehicles. But, genetic activity cannot
be understood without a cellular context; the causal role of genes is dependent
on such a context, and in such a radical way that “the bare genes in isolation
are among the most impotent and useless materials imaginable” (West-Eberhard,
2003, 93).

The idea of the ontogeny of information, introduced by Susan Oyama in the
early 1980s (Oyama, 2000b), puts the emphasis on the contention that the spec-
ification of developmental outcomes does not precede developmental processes.
Ever since Weismann, the idea of the gene as the unit of development posits
that information is “present, but unexpressed, in the constituents”, and conse-
quently, “the epigenetic building of a structure is not a creation; it is a revelation”
(Monod, 1971, 7; emphasis in the original). In opposition to this, the idea of the
ontogeny of information states that the specification of outcomes occurs during
developmental processes as the result of the interaction among many developmen-
tal resources. Such a complex network of developmental resources is integrated
and regulated by the organism itself according to the environmental context of
development. Against Monod’s quote, we must think of “development as creation,
as in-formation” (Oyama, 2000b, 159; emphasis in the original).

The debate about whether information precedes development or whether infor-
mation has an ontogeny is comparable to Schrodinger’s views concerning the two
alternative ways to understand the origin of order: the order-from-order strategy
and the order-from-disorder strategy (cf. Section 2.2). Table 4.2 summarizes the
different ways to understand order in biology in connection with the debate about
the units of developmental analysis. Those who support that genes (whatever their
material basis happens to be) provide the information for development tend to sup-
port an order-from-order strategy: the order present in living beings comes from
an already ordered entity. However, once we remove genes as the source of order
in development, we need to take the whole developmental system as the creator of
order during development. The ontogeny of information, therefore, presumes that
order comes from disorder. That the development of complex and adaptive traits
comes from disorder.

MODERN SYNTHESIS DEVELOPMENTAL TURN
Order-from-order Order-from-disorder
The organism as the unit of de-

Genes as the units of development
velopment

Table 4.2: Alternative ways of explaining order: part I.
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The post-genomic gene entails The Death of the [molecular] Gene (Gray, 1992),
not as the rejection of the centrality of DNA in the living world, but as the re-
conceptualization of its place in key biological processes, such as heredity, devel-
opment, and evolution. As we will see presently, phenotypic variation cannot be
reduced to the genetic level (Section 4.1.2), inherited material is not depleted at
the genetic level (Section 4.2.1) and fitness differences cannot be traced back to
genetic differences (Section 4.3.1). This new place of genes has a number of inter-
esting consequences for biological theory. One of them is the issue I would like to
turn to next which has to do with the reasons why the post-genomic era opens the
possibility of understanding phenotypic variation beyond the gene-centric picture.

4.1.2 Development in context

As explained, the demise of gene-centrism opened the door for two challenges, one
conceptual and other empirical:

The conceptual change is a shift to thinking about the genotype as
a repertoire of environmentally contingent possibilities rather than a
single determined outcome. The practical innovation is to bring into
experimental design the environmental variability that has been inten-
tionally excluded from studies of both development and genetic vari-
ation under a strictly gene-based model of phenotypic determination.
(Sultan, 2015, 20; emphasis in the original)

Sultan claims that we need to rethink development. What we are facing is
therefore a conceptual issue. Once development loses its director (Griffiths &
Knight, 1998), we need a new way to explain how the orchestra manages to play
such beautiful music (Noble, 2006). As a result, the possibility of navigating into
the complexity of development is opened up. That is a empirical issue. If devel-
opmental information is not encoded in genes in such a way that ontogeny is just
about the unfolding of heredity, then different developmental resources must be
interacting at different levels of analysis to produce phenotypes. In this subsec-
tion, I will present three central and interconnected research areas that came to
the fore once the gene was removed from its pedestal: phenotypic plasticity, niche
construction, and self-organization. I will show why these are central biological
phenomena to understand the variation and adaptive origin of phenotypes.

However, before moving on, one should be aware of the fact that the phenom-
ena introduced here —plasticity, niche construction and self-organization— are a
source of intense disputes in contemporary theoretical biology. It is therefore im-
portant to recognize that an alternative, non-revolutionary interpretation of these
phenomena is possible.
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Phenotypic plasticity

Plasticity is “a ubiquitous, and probably primal phenomenon of life” (A. Wagner,
2013, 216). The importance of phenotypic plasticity in evolution results from the
loss of developmental control by the molecular gene. Traits vary depending on the
different environmental contexts in which development takes place. Phenotypic
plasticity refers to the capacity of organisms to adjust and change their pheno-
typic traits according to their living conditions, in addition to finding alternative
developmental pathways to preserve developmental outcomes (Bateson & Gluck-
man, 2011; DeWitt & Scheiner, 2004; Moczek, 2009; Moczek et al., 2011; Nijhout,
2003; Price, Qvarnstrom, & Irwin, 2003; Uller, Feiner, Radersma, Jackson, & Rago,
2020; West-Eberhard, 2005; Wund, 2012). As West-Eberhard (2003, 33) defines
it, plasticity consists of “the ability of an organism to react to an environmental
input with a change in form, state, movement, or rate of activity”. Importantly,
note that plasticity is taken to be a property of organisms. This is how plasticity
is pictured by the DT, but certainly, as we will see later on, other proposals within
the MS argue for treating plasticity as a property of genes.

Plasticity is associated with Norms of Reaction (NoR). The NoR of an organism
with the same genotype shows how different phenotypic outcomes may arise in
different environmental contexts. In Figure 4.1 on the following page are pictured
different Norms of Reaction. Each plot represents the different possible phenotypic
outcomes (P) that two organisms possessing particular genotypes (G1 and g2) can
produce within different environmental (E) contexts. GxE interactions, where G
is fixed and E is variable, give rise to a repertoire of possible phenotypic outcomes.
Of course, not all GXE interactions produce different plastic traits (Schlichting
& Pigliucci, 1998). A NoR may be robust if, in different environments, the same
outcome is obtained, whereas a NoR would be plastic if the different environmental
conditions in which development takes place elicit different phenotypic outcomes.

It is pertinent to emphasize the organismal dimension of phenotypic plastic-
ity. As we will see later on, many MS biologists argued that plasticity should be
understood as a property of genetic pools undergoing selection processes. Against
this view, the developmental perspective of plasticity maintains that plasticity is
a property of developing systems and that it cannot be explained just by looking
at the level of genes; as Bateson and Gluckman (2011, 43) emphasize throughout
their book, “the central elements underlying many forms of plasticity are epige-
netic processes”, with the net result being that “plasticity is an intrinsic property of
organisms” (Sultan, 2021, 6). That much entails that plastic phenotypic responses
during development are possible due to the capacity of the whole organism to ad-
just its developmental trajectory according to the different developmental contexts.
In many cases, such changes require a complex interconnection among different
parts of the organisms in addition to a sensorimotor coupling with the environ-
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Figure 4.1: Some examples of different Norms of Reaction, where an ideal robust
NoR is represented by the horizontal dotted line appearing in plot (a). For dis-
cussion of the significance of the plots shown here see Lewontin (1974a, 404-409);
adapted from Lewontin (1974a, Fig. 1, 405).
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ment in order to produce the variation suitable for acting in such environmental
context, as witnessed, for example, in the renowned case of the Two-Legged Goat
Effect discussed by West-Eberhard (2003, 51-54, 297-302). Plastic traits could
be taken as organismal responses once we abandon the idea of a genetic program
encrypting phenotypic outcomes. Variation is not prescribed in the genes, but it
is brought about during the process of development.

Phenotypic plasticity is thus a central process for the introduction of trait dif-
ferences —the rough material for selection. Therefore, plasticity deserves to be
awarded a central role in evolutionary theory. Its centrality concerns the explana-
tion of adaptive variations. Thanks to the context-sensitive and holistic character
of development, phenotypic variation arising through plastic developmental pro-
cesses is adaptively directed. To use an expression coined by Reid (2007), pheno-
typic variations (that is, the introduction of new or modified forms and functions
in nature) emerge from the complex interplay between the many resources of de-
velopment and physiology as “natural experiments” pursuing adaptive states.

A sharp contrast is manifested here with Explanatory Externalism. In the
MS framework, natural selection is considered to be the sole adaptive force. In
part, this is so because other processes were assumed to be blind and, particularly,
the origin of phenotypic variation was considered to be the product of random
processes, such that forces bringing about variation —drift and mutation— were
never seen as adaptive forces. However, from the perspective discussed here, the
situation is different: to the extent that phenotypic variation is taken to be an
adaptively directed process obeying inner causes, Explanatory Externalism needs
to be reconsidered.

West-Eberhard (2003) proposed a theory of evolution guided by variations
arising through phenotypic plasticity which would then be stabilized in such a
way that they would later be preserved and distributed by natural selection. Her
view, known as phenotypic accommodation, was motivated by important (and ne-
glected) proposals put forth in the late 19*" and early 20" centuries, such as the
so-called Baldwin Effect (Baldwin, 1896), Schmalhausen’s ontogenetic stabiliza-
tion (Schmalhausen, 1949), and Waddington’s canalization (Waddington, 1953).
Although a number of significant differences exist (Gilbert, 1994), all these pro-
posals incorporate the common idea that phenotypic plasticity makes it possible
the introduction of an adaptive trait that, after a few generations, would come
to be assimilated by genes making thus possible its spread and maintenance over
time. West-Eberhard’s proposal on phenotypic accommodation is also meant to
this idea: phenotypic plasticity provides adaptive variations that tend to increase
fitness and phenotypic variations are then canalized to the genetic level due to
preexistent cryptic genetic variants (Kirschner & Gerhart, 2008). The core idea is
then that cells have enough unused genetic material available that can be put at
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work to stabilize the developmental pathway which produces the phenotypic vari-
ant. This evolutionary process is quite different from the one envisaged by the MS,
because variants originate during development. Thereafter, they are preserved by
non-genetic sources of inheritance (cf. Section 4.2.1), and are eventually stabilized
at the genetic level. In this view, no genetic changes take place: “plasticity is
the basis of phenotypic change in the absence of genotypic change” (Bateson &
Gluckman, 2011, 100). It is phenotypic evolution without genotypic evolution.
As West-Eberhard (2003, 29) put it, “genes are usually followers, not leaders, in
evolutionary change”.

The recognition of phenotypic plasticity is not new, nor is the notion of NoR,
which was introduced by Richard Woltereck in the early 20" century (Woltereck,
1909; Sarkar, 1999, 2006 for a historical overview). However, the role of phenotypic
plasticity, NoR, and other related processes such as the Baldwin Effect, stabilizing
selection, and canalization were disregarded by the MS (cf., for example, Dobzhan-
sky, 1955; Simpson, 1953). The reason for dismissing these phenomena is pretty
clear: if they were interpreted as their proposers suggested, they would fall outside
the scope of the MS. So an alternative interpretation was needed. This alternative
consisted in seeing phenotypic plasticity as arising from prior natural selection
processes acting on gene pools. It was not about organisms adaptively responding
to environmental conditions, but about previous evolutionary processes selecting
genes capable of producing different traits in different environmental contexts.
Thus, the Baldwin Effect, stabilizing selection, and canalization were subsumed
by the classical framework of populational biology. Organismal causation was
transferred to populational causes. Interestingly, those contemporary defenders of
the MS that do not see phenotypic plasticity as a problem for the MS also adopt
the same explanatory strategy: to understand phenotypic plasticity as the result
of natural selection —i.e. to explain phenotypic plasticity in terms of populational
biology.

Having said so, however, we are already in possession of some clues suggesting
why the genetic interpretation of phenotypic plasticity does not fit with the one
provided by the DT (see, for example, Sultan, 2019). Even if it were really the case
that genes encrypt possible developmental outcomes, this would only be possible
if genes’ actions took place within the cell. But, as soon as the logic of the process
is inverted —i.e. it is cells that control genes and not the other way around,
the expression of the coded protein products (not traits) from cryptic genetic
variability is only possible in the context of organismal development and it is
related to the needs and possibilities of the organism. Transferring organismal
causes to the populational level is a consequence of misunderstanding development
and overestimating the role of genes in development.
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Niche construction

The idea of niche construction was originally suggested by Richard Lewontin
(Lewontin, 1983a), although it should also be recognized the contribution by West
and King (1987). Niche Construction Theory, however, was only later developed
under its current name by the likes of John Odling-Smee, Kevin Laland and Marcus
Feldman (Laland, Matthews, & Feldman, 2016; Laland, Odling-Smee, & Feldman,
2019; Odling-Smee et al., 2003; Okasha, 2005; Scott-Phillips et al., 2014). Lewon-
tin’s idea of construction is indeed an antagonist to the idea of adaptation. Instead
of organisms passively confronting their environmental conditions, organism are
presented as actively constructing their niche. From this perspective, an avenue
is opened to try to understand the different organismal activities that change the
rules of the game. Instead of waiting for a random phenotypic variation that fits
the environmental problem, the organism has the power to change the problem
and make its trait fit with the new environment.

Since its original formulation at the beginning of the 21%' century, niche con-
struction was presented as “the neglected process in evolution”, which was the
subtitle Odling-Smee, Laland and Feldman chose for their 2003 book. No wonder,
since it openly challenges Explanatory Externalism with the claim that organisms
also introduce an adaptive bias in the processes of selection. Since then, a number
of debates ensued, such as the one published in Nature News around the extent
to which the MS is actually capable of incorporating niche construction theory
within its framework or, instead, a radical modification of the standard evolution-
ary theory is needed (Laland et al., 2014). Indeed, the debate has been passionate,
often acrimonious, and it is still ongoing —see Laland, Odling-Smee, and Endler
(2017); Laland and Sterelny (2007) for further references and arguments from the
reformist side and Futuyma (2017); Gupta et al. (2017) as representatives of the
other contenders. So just as in the case of phenotypic plasticity, different positions
are at play here.

It will be useful to distinguish between two different notions of niche con-
struction. The first notion is the one originally sketched by Lewontin —retaken
later by, for instance, Stotz (2017)— which referes to individual-level processes of
construction: organisms altering their environmental conditions to increase their
fitness. This notion of fitness is Darwinian/individual. In contradistinction, most
proponents of niche construction tend to favor a populational view (Laland et al.,
2016, 2019; Odling-Smee et al., 2003; Scott-Phillips et al., 2014). This fact is made
explicit when they also claim that niche construction is an evolutionary process.
According to this view, niche construction has the power of modifying the fitness
of populations.

I believe that the main challenge to the MS arises by taking individual niche
construction as the relevant phenomenon at play. This is not to say that the
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populational notion should be abandoned, it just means that the individual-level
outlook better captures the core of the DT. Indeed, when contemporary defenders
of the MS evaluate the adequacy of the challenges presented by niche construction
processes, they usually discuss the populational notion of niche constructions (e.g.
Futuyma (2017); Gupta et al. (2017)). From this populational perspective, it may
be expected that niche construction can be explained within the framework of the
MS. The explanatory strategy is similar to the case of phenotypic plasticity: to
argue that niche construction processes are just a slight modification of standard
populational genetics; populational niche construction may be incorporated within
the mathematical models of populational biology, as (Gupta et al., 2017) argued.

The principal reason for adopting an individual niche Constitution conception,
therefore, is that the real challenge to Explanatory Externalism comes from taking
organisms as explanatory necessary in evolution. The mechanisms of development
are a crucial source of heritable phenotypic variations. The individual interpreta-
tion of niche construction clearly captures this role of organisms: individual mech-
anisms during ontogeny contribute to changing fitness values. However, the notion
of populational niche construction can be defined without taking into account such
individual-level mechanisms. It is just an additional input to the populational dy-
namics of selection. Indeed, those who do not see a serious challenge in the idea of
niche construction believe that its accommodation within the MS requires just a
minimal modification to the standard framework of population genetics (Gupta et
al., 2017). T am not going to take sides in this since it is not relevant for my project
to assess the actual revolutionary spirit of the populational interpretation of niche
construction. I will just limit myself to suggest that such revolutionary vibes are
definitively present once we advocate for an individual-level, Lewontin-style inter-
pretation of niche construction. Having said so, by the end of this chapter I will
make explicit how the tension between the DT and the MS arises when these two
interpretations —the individual and the populational— are mixed in connection
with niche construction.

During ontogenesis, organisms can do many different things to alter their exter-
nal conditions. One obvious way to do this is to move and go elsewhere: migrate to
another ecosystem (which also includes cases of species invasion). Another way is
to actively construct the niche the organism will live in adjusted to the organism’s
life conditions. Finally, organisms can also modify their external conditions by
changing the environmental circumstances they live in. These are different sorts
of material niche construction: different ways in which the environmental scenario
is modified by the active participation of organisms during ontogenesis. In Sec-
tion 4.1.3 I will introduce the notion of experiential niche construction, which also
refers to an individual-level phenomenon which does not involve external, material
processes of niche construction but internal processes of construction.
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Self-organization

The role of internal self-organization in development as a source of adaptive evo-
lution has been one of the classical bones of contention within developmental
biology at least since Aristotle’s original observations and, for example, the source
of the historical debate between epigeneticists and preformationists (Gould, 1977;
Pinto-Correia, 1997). It was well recognized by Kant and, since, self-organization
became one of the theoretical cornerstones of the organicist framework pursued by
pre-Darwinian embryologists (Gilbert & Sarkar, 2000; Lenoir, 1989). In the 20"
century, the importance of an organismic level of analysis figured prominently in
the thought of the members of the Theoretical Biology Club (cf. Section 6.2 and
Nicholson & Gawne, 2015; Peterson, 2017 for historical overviews); it was also at
the core of the first wave of the cybernetics movement (Rosenblueth, Wiener, &
Bigelow, 1943; Wiener, 1948). Even though the role of self-organization and its
implications for the emergence of novel phenotypic traits was well recognized and
studied, it was, as expected, put aside from the evolutionary theory of the MS. The
inner and global dynamics involved in self-organization as sources of adaptive vari-
ation stand in clear opposition to the Explanatory Externalism of the MS. As Edel-
mann and Denton (2006, 579) explain, “[bliological self-organization |..] is a fun-
damentally different means of generating complexity [..| self-organization may be
therefore considered a complementary mechanism to natural selection as a causal
agency in the evolution of life”. In the last decades, the role of self-organization
as a distinctive evolutionary force has acquired new momentum through the work
of different scholars in a variety of fields (Camazine et al., 2003; Goodwin, 1994;
Kauffman, 1993, 1995, 2000, 2019; Maturana & Varela, 1980; Miiller & Newman,
2003; Reid, 2007; Salthe, 1993, for some illustrative examples).

The significance of an organismic level of analysis involving the dynamics of
the whole system becomes apparent once we attempt to tackle the distinctive
properties of living beings. There are two interconnected peculiarities concerning
the dynamical organization of living beings which will be central in Chapter 6. One
is thermodynamical openness. Thermodynamical open systems —also known as
dissipative systems— live in a far-from-equilibrium thermodynamical state, or, to
use Stuart Kauffman’s expression, “at the edge of chaos”. This means that they are
constantly exchanging matter and energy with the environment to preserve their
inner structure and functionality. The clearer case of this is cellular metabolism,
where the cell must be all the time interacting with the environment through the
membrane to obtain the work needed to preserve its functionality, organization,
reproduction, and repair the system. The other feature is operational closure
(Maturana & Varela, 1980; Mossio, Montévil, & Longo, 2016). It concerns the inner
organization of the system that separates it from the environment. Organisms form
coherent wholes by the dynamical interconnection among their parts that ensure
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the preservation of their autonomy (Moreno & Mossio, 2015).

These distinctive features of organisms are central in evolutionary theory for
two reasons: for their role in a theory of variation, and for their role in a theory
of emergent properties. Concerning the first point, the renewed interest in self-
organization lies in its capacity to account for the construction of new phenotypic
traits as the effect of the interaction of the systems’ components (cf. Section 5.1.1
for Stuart Newman’s work on inherent emerging patterns in living systems). As
Goodwin (1994) argued, many properties of living beings arise as a consequence
of the physical interaction of the organism. Moreover, self-organization is crucial
for organisms to regulate their life conditions. Many changes or malfunctions in
one part of the system can be repaired by changing other parts of the system. The
rise of new traits must be analyzed in the context of the whole system and its
environmental coupling. Self-organization is thus presented as an alternative view
of variation beyond the gene-based account defended by the MS.

The idea of emergence is also connected with the organicist foundations. Ac-
cordingly, emergent properties are those that are not present in any of the parts of
the system, but once such parts interact in a particular way, emergent properties
arise at the level of the system. Although they are a source of intense theoretical
debate, emergent properties in life science could correspond to the notion of life
itself, the idea of organismal agency, or the emergence of psychological categories.
In these cases, emergence exists because the whole system has a property that is
not present in any of its parts: no molecule is alive but certain organizations of
molecules are; no neuron has beliefs, but some organizations of neurons do. Here
the slogan is more is different (Anderson, 1972): the interaction of parts gener-
ates a difference between the intrinsic properties of the parts and the properties
of the whole that are observed in the interactions. In this sense, self-organization
is central to understanding the emergent properties of life, properties that are not
present in non-living systems, such as the physicochemical entities of which liv-
ing beings are made of. As expected, such emergent properties cannot be given
a bottom-up explanation: we cannot posit a sub-organismal entity —genes, for
example— appropriate for accounting for the emergent properties. In this con-
text, emergent properties and self-organization as a source of adaptive complexity
suggest a different answer to Schrodinger’s question than the one offered by the
gene-centrism of the MS. Instead of assuming that the order of living beings comes
from prior ordered structures, as Aristotle had already recognized self-organization
suggests an order-from-disorder strategy (Saetzler, Sonnenschein, & Soto, 2011).
Order arises as soon as disordered entities interact.

Self-organization and the order-from-disorder strategy will be the central topic
of Chapter 6. By now, it is enough to highlight that the self-organizing and emer-
gent properties of living beings defy the atomistic view of complexity fostered
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by the MS. This view came from Mendel’s experiments and Weismann’s views
on inheritance. As noted, in Mendel’s experiments, discrete and distinctive phe-
notypic outcomes are connected to discrete and distinctive —atomic— inherited
units. Weismann’s barrier also meant that the locus of complexity must precede
development and be already present in the inherited units of the germ cells. This
view then pictures adaptations in a LEGO-like format: evolutionary histories act-
ing on discrete and distinct traits —atoms— produce adaptive complexity that is
maintained and spread through atomic inherited units. As Edelmann and Denton
(2006, 587) remarked, “Neo-Darwinian complexity necessitates self-specification
by the genes, not self-organization by the products of the genes!”. In contrast,
self-organization stresses the epigenetic (non-preformed) and interactive nature
of adaptive complexity. Self-organization is not coded in any part of the orga-
nized system but emerges from wholeness. No adaptive complexity arising by
self-organization could be explained in an atomistic, LEGO-like way because it
hinges on the dynamical interaction of the system’s parts.

Moreover, self-organization and emergence are distinctive marks of living be-
ings. Certainly, other systems show self-organizing properties, such as Bénard
Cells, tornadoes, or some artificial systems. Yet none of them exhibits the same
qualities present in living beings regarding their thermodynamical openness and
operational closures: “emergence resides in the primary qualities of life: simple
persistence through reproduction, self-maintenance, and self-organization” (Reid,
2007, 394). This point could be taken as a clue when seeking an explanation of
aptness. As I have already pointed out elsewhere in this thesis, the explanation of
aptness is the core reason for the quest after legitimate teleological explanations
in biology. Teleological explanations are a distinctive feature of the life sciences.
Once this fact is recognized, as Kant did, the role of self-organization becomes cen-
tral in the search for natural teleology. In Part III I will revisit with more detail
this idea in order to pinpoint the connection between emergence, self-organization,
and teleological explanations.

The evolutionary role of self-organization, as well as that of phenotypic plas-
ticity and niche construction, is therefore connected with the opposing stances
concerning the actual working of natural selection. At one extreme, as explained
in Section 2.2.3, we have the positivist view, which sees natural selection as an
active process for creating adaptive complexity. At the other extreme, the neg-
ative view understands that “Natural selection cannot explain the origin of new
variants and adaptations, only their spread” (Endler, 2020). In this sense, natural
selection operates as a filter and a conservative process. It ensures that those suc-
cessful trials are repeated in future generations while eliminating the misguided
ones. As Reid (2007, 27) wondered, “if natural selection is the filter, what’s mak-
ing the coffee”; that is, if selection is the process of filtering, another mechanism



100 CHAPTER 4. DOES THE MS SOLVE KANT’S PUZZLE?

must be responsible for producing the materials natural selection needs to choose
from. According to the negative view of natural selection, these mechanisms have
something to do with individual development and self-organization; there lies the
creative character of nature:“[s|elf-organizing material patterns may be selected by,
but not created by natural selection” (Edelmann & Denton, 2006, 598; emphasis
in the original).?

4.1.3 The organism determines what is relevant

The previous two subsections were devoted to introduce a number of research areas
that in the last decades have been yielding a considerable amount of output that
makes it possible to articulate a challenge of the MS on the basis solid experimental
and theoretical evidence. This subsection is mostly conceptual, as it analyzes
the relation between niches and organisms posited by Explanatory Externalism.
The ideas expounded here are almost entirely based on Richard Lewontin’s work
(Levins & Lewontin, 1985; Lewontin, 1974a, 1974b, 1978, 1983a, 1983b, 2000;
Lewontin & Levins, 2007).

In Section 2.2.1 I introduced Lewontin’s lock-and-key metaphor on adaptation.
The metaphor is a particularly graphic way to illustrate how the Explanatory
Externalism of the MS thinks about niches. As noted, environmental problems
are the only source of adaptive bias in evolution. Confronted with such problems,
organisms cannot propose some adaptive solution. It is just a matter of waiting
for a random variation to occur that is capable of bringing about the solution that
fits the organism. Niches, in this picture, pre-exist and are separated from the
organism. Organisms are passive objects in the course of adaptive evolution. The
following quotation offers a perfect summary of these ideas:

According to Darwinism, there are mechanisms entirely internal to
organisms that cause them to vary one from another in their heritable
characteristics. In modern terms, these are mutations of the genes
that control development. These variations are not induced by the
environment but are produced at random with respect to the exigencies
of the outside world. Quite independently, there is an outside world
constructed by autonomous forces outside the influence of the organism
itself that set the conditions for the species’ survival and reproduction.
The inside and outside confront each other only through the selective
process of differential survival and reproduction of those organic forms

2The negative-positive debate and its connection with phenotypic variation is an old one. In
the 19" Mivart (1871) defended the negative view which motivated Darwin to recognize the
issue of variation as an unresolved element in his theory; cf. Moczek (2008) for a contemporary
exposition of the issues.
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that best match by chance the autonomous external world. Those that
match survive and reproduce, the rest are cast off. Many are called
but few are chosen. (Lewontin & Levins, 2007, 230; emphasis in the
original)

The previous two subsections helped us to see that the organism is far from
being a passive entity. The ontogenetic trajectory and organizational dynamics
of each system are coupled with its living conditions in a way that the organism’
activity is adaptively directed to them. Once the complexity of living systems is
highlighted as a crucial source of adaptive evolution, and particularly, of pheno-
typic variation, “the organism cannot be regarded as simply the passive object
of autonomous internal and external forces; it is also the subject of its own evo-
lution” (Levins & Lewontin, 1985, 89). Lewontin pictures organisms as subjects
rather than as objects (Godfrey-Smith, 2017; Walsh, 2018). His work hosts most
of the original theoretical insights that feed current work in the area of organ-
ismal agency, a topic that will come to the center stage in Part III. As we will
see presently, it is also a challenge to replicator agency defended by Dawkins and
other advocates of gene-centrism. Lewontin’s ideas must be kept in mind when
discussing the connection between organismal agency and evolutionary theory.

Moreover, the non-passivity of organisms requires niches to be defined in re-
lation to the organism. It is not anymore a question of the environment propos-
ing riddles. Life conditions are produced by the organism itself through differ-
ent processes of niche construction. Organisms and niches are (dialectically) co-
constructed: the organism’ properties determine which environmental properties
are relevant (Lewontin, 2000) for it, while the environment is crucial to determine
the boundaries of living beings, in a way that “just as there is no organism with-
out an environment, so there is no environment without an organism” (Levins &
Lewontin, 1985, 99). There is no point in asking for the environmental context of
an organism without knowing the organism we are talking about: “[i]f one wants
to know what the environment of an organism is, one must ask the organism”
(Lewontin, 2000, 54).

In the previous subsection, I introduced the notion of niche construction. I
also introduced the distinction between an individual interpretation from a popu-
lational one. The former refers to ontogenetic processes, and it is the one defended
by Lewontin. However, as, for instance, Chiu (2019) suggests, we can distinguish
different niche construction processes at the individual level. Lewontin himself
acknowledges the two kinds of niche construction processes that take place during
ontogenesis (Godfrey-Smith, 2017): one process refers to material changes in the
environment, and the other concerns the internal construction made by the organ-
ism about those features of the word that constitute its niches. So one process
refers to extrinsic material changes, while the other concerns intrinsic construc-
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tion of what is the environment of an organism. The latter idea is connected to
Lewontin’s dictum that “the organism determines what is relevant” (Lewontin,
2000). This determination brought about by the organism is not only about those
material things of the environment that the organism needs. It is also about the
boundaries of its own reality. The organism is connected only to those things that
somehow —perceptually, physically, or otherwise— affect its system. The notion
of experiential niche construction refers to the second notion of niche construction
(Aaby & Desmond, 2021; Heras-Escribano & De Jesus, 2018; Sultan, 2015). “The
concept of niche construction”; as Sultan (2015, 37; emphasis added) claims, “can
be further extended to include phenotypic adjustments that permit the organism
to experience a given set of conditions as more favorable, without either chang-
ing those conditions or moving to different ones” There, construction is also not
conceived of as an external process of changing the niche. It is presented as the
process through which the organism constructs what is real for it on the basis of
its experience and that is enabled by signaling systems?

4.2 Beyond Replication

While the previous section challenged Explanatory Externalism, this one focuses
on Replicator Biology. I will start by distinguishing different kinds of questions
concerning inheritance: a material question and a conceptual one. This taxon-
omy of questions at play will help to better identify which theses of the MS are
challenged. I will continue in Section 4.2.1 by introducing extended inheritance
systems as a response to the material question: the reduction of inheritance to
the genetic level advanced by the MS is empirically flawed. In Section 4.2.2 T will
present a developmental conception of inheritance as a response to the conceptual
question: the view of inheritance as a process of replication ignores the causes that
produce cross-generational resemblance.

Recall that, previously, in Section 4.1.1, while I was presenting the post-
genomic era, I posed two questions: a material question and a conceptual one.
The material question concerned to what an extent does the molecular gene cap-
ture what genes really are and how they function. I argued that the reactive
genome has come to replace molecular genes. The conceptual questions was differ-
ent and to a certain extent independent of the material question. It had to do with
whether the explanatory status of genes deserves to be changed or whether the
post-genomic gene still plays the explanatory role that the MS intends. If the lat-
ter is the case, then the post-genomic world would still be an MS world. It would
just be a step forward towards a better understanding of the nature of genes, as

3The role of singling systems in developmental regulation and the construction of “a point of
view on the world” (Godfrey-Smith, 2017, 4) of each organism will be explored in Chapter 8.
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Watson and Crick’s discovery was. In Section 4.1.1 I argued that post-genomics
also calls for a re-conceptualization of the explanatory role of genes. Particularly,
the misconception turns around treating the gene and not the organism as the
proper unit of developmental analysis.

This section is about different challenges to Replicator Biology as the view of
inheritance forged by the MS. As noted above, here it is also relevant to distinguish
between two questions:

1. Material question: Is inheritance exclusively genetic?

e From genes as the only source of inheritance to multiple, extended
systems of inheritance.

2. Conceptual question: Does Replicator Biology preserve its explanatory
status?

o From a Replicator Theory of Inheritance to a Developmental conception
of Inheritance.

In this case too, the question about the material bases of inheritance is different
from the question how inheritance should be conceptualized. Keeping these two
questions apart is relevant because many scholars accept extended inheritance
systems but still promote a replicator view of inheritance. Therefore, the fact that
one accepts the existence of extended inheritance systems does not necessarily
mean that one is also interested in explaining the causal role of such systems in
development. The challenge to the MS does not reduce to accepting non-genetic
inheritance systems but it also entails challenging the replicator view initially
forged by Weismann.

I will now move to introduce extended inheritance systems and their impor-
tance in evolutionary theory. Extended Inheritance systems represent an answer
to the material question about inheritance (Item 1). In Section 4.2.2 T will deal
with the conceptual question of inheritance (Item 2). There, I will argue that the
shift from genes to organisms as the units of developmental control, as explained
in Section 4.1.1, also demands a developmental theory of inheritance.

4.2.1 Extended inheritance systems

The importance and consequences of extended inheritance systems were largely
enunciated by geneticist Eva Jablonka and colleagues (Avital & Jablonka, 2000;
Gissis & Jablonka, 2011; Jablonka, 2007; Jablonka & Lamb, 1995, 2014, 2020;
Jablonka & Raz, 2009). Jablonka strongly defends the existence and importance of
extended inheritance systems as well as the need to rethink the very conception of
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inheritance bequeathed from 20*" century biology. In this subsection, I will present
the four kinds of inheritance systems proposed by Jablonka and her collaborators.

The first one is the genetic system of inheritance. It possesses two distinct
qualities. First, it is reliable: genetic transmission among generations is a stable
process; the genetic properties of parents are transferred with high fidelity. The
reliability of inheritance is central to the stability of evolutionary processes and
the possibility of cumulative selection. As already noted, if new generations would
not resemble their ancestors, it would be difficult to understand how populations,
species, and other taxa could emerge. Moreover, the reliability of genetic trans-
mission allows selection to operate across many generations to bias populations by
accumulating selected heritable traits over time. Certainly, the genetic system of
inheritance has unique and important properties for evolutionary processes. How-
ever, it is not the only system of inheritance present in nature. This remark is
the clue to understand that the role of inheritance in evolution is not just about
stability and preservation across large time scales.

The second system of inheritance is the epigenetic system. In this context, ‘epi-
genetic’ is used in a narrow sense and referring the processes of protein expression
in cell development, as it was introduce by Nanney (1958), and not in the broader
sense concerning any process involved in the mapping of genes to phenotypes, as
it was used, for example, by Waddington (1941) (cf. Stotz & Griffiths, 2016, for
different conceptualizations of epigenetics). In the broad sense, the one employed
by Waddington, epigenesis refers to the process of trait construction —the map
from genotypes to phenotypes. This sense includes all non-genetic modes of in-
heritance. In a narrow sense, epigenetics refers to those processes concerning cell
formation, division, reproduction, and death. This sense of epigenetics captures
Jablonka and Lamb’s notion of cellular modes of inheritance. These cases involve
many relevant and interesting phenomena, such as histone modification, chromatin
marking, self-sustaining metabolic loops, structural forms of cellular inheritance,
heritable RNA variations, among other things (cf., Jablonka & Lamb, 2014, for a
detailed account of cellular/epigenetic systems of inheritance).

This system, as the previous one, is ubiquitous in nature. The particularities of
these modes of inheritance are twofold. Firstly, they are central in developmental
processes. They are not merely a material basis used to express genetic informa-
tion. Rather, they constitute an important source of developmental specificity. In
other words, changes in these resources entail modifications both in developmental
outcomes and in inherited material. Secondly, they interact with genetic material
in a bi-directional way. This, as previously noted (Section 4.1.1), means that genes
are also epigenetically controlled, and, therefore, that their functions cannot be
assessed outside of the context of the cell. In this sense, genetic and cellular modes
of inheritance must work together in development and evolution in order to both



4.2. BEYOND REPLICATION 105

produce new variants and keep them stable over generations.

The other two inheritance systems are the behavioral system of inheritance
and the symbolic system of inheritance. The former is present in animals, while,
according to Jablonka and colleagues, the latter is exclusive of humans. Behavioral
and symbolic systems of inheritance are mediated by different sorts of learning
processes, such as imitation, operational conditioning, or even by teaching. A
particularity of these inheritance systems is that they are not exclusively present in
parent-offspring relationships. They both allow for different sources of inheritance
within a population. Learning processes could be mediated or scaffolded by groups,
such as families or communities. Moreover, they could take place at different
scales of generations. There are parent-offspring, grandparent-offspring, or even
horizontal transmissions of behavioral and symbolic characters involving members
of the same generation.

Extended inheritance systems are part of nature. Why should we neglect their
evolutionary relevance? One argument is that they are not as spread across taxa
as the genetic system of inheritance. While genetic systems of inheritance are
present in any species and in any sort of inter-generational reproduction, epigenetic
systems are just present in some species, thus they are a coda of evolution rather
than a central element. This criticism could be answered, principally, on empirical
grounds: epigenetic inheritance “has been found in all organisms in which it has
been sought” (Jablonka & Lamb, 2020, 23). So while maybe the behavioral and
symbolical system might be exclusive of some species, both the genetic and the
epigenetic systems are ubiquitous in nature; it is an empirical fact that in all species
the construction of genes is mediated by cellular processes that are epigenetically
inherited (cf. Jablonka & Lamb, 2020, for further arguments and many examples).

Another possible reason for skepticism towards extended inheritance systems is
that they are not reliable enough to secure evolutionary processes. Unlike genetic
systems, epigenetic variations need not be maintained through many generations
or passed on with the reliability that genes are. However, as Jablonka and Lamb
(2020, Ch. 4) argue, the importance of an inheritance system is relative to a time
scale. If one is interested in how variations could be safely maintained across
millennia, then genes are the place to look at. Nonetheless, extended inheritance
systems come to the fore at shorter time scales. Inheritance needs not to be a
long-term phenomenon to change the evolutionary scenario. Extended inheritance
systems become central in the epigenetic origin of phenotypic variation. If adaptive
phenotypic variations arising during epigenesis —that is, as changes in develop-
mental systems— do not have the chance to be inherited, the role of organisms
in producing new variants (cf. Section 4.1.2) cannot be connected to the evolu-
tionary arena. The importance of extended inheritance systems is tied to the role
of organisms in evolution. This idea was already present in the definition of such



106 CHAPTER 4. DOES THE MS SOLVE KANT’S PUZZLE?

processes as canalization, stabilizing selection, and phenotypic accommodation.
Once variations arise, time is needed for them to become genetically fixed; this
necessary amount of time is supplied by non-standard modes of inheritance. So
extended inheritance is a fundamental ingredient in the DT, and it is best appre-
ciated in the origins and stabilization of variations, rather than in its maintenance
and distribution.

Once the role of extended inheritance systems in evolutionary processes is
recognized, what are the consequences of this for the MS? The first one is that
development and inheritance cannot be kept separated in time: not everything is
about donation at conception (Mameli, 2005). Inheritance also takes place during
development. In this sense, epigenetic changes during development can give rise
to new heritable variation. Moreover, extended systems of inheritance differ from
the genetic system insofar as variation in the former is usually adaptively directed,
while variation in the latter usually is not. That is, the sources of most genetic
variation is a non-adaptively directed, random processes, such as drift or mutation.
In contradistinction, epigenetic modifications take place within a developmental
context. Such variation occurs as an organismal answer to the conditions of life.
In the previous section, I already identified a number of processes that give rise
to adaptive phenotypic variation, such as plasticity, niche construction, and self-
organization. Now we can add that such variation may be transferred down across
generations. So extended inheritance is crucial for understanding the origin and
maintenance of adaptive phenotypic variation.

This view incorporates several ingredients that make it sound like a neo-
Lamarckism of sorts, and it is certainly the case that sometimes it is so presented
(Jablonka & Lamb, 1995). Neo-Lamarckism, or this particular version of neo-
Lamarckism at least, is nonetheless still Darwinian: “‘Lamarckian’ inheritance
would not exclude Darwinian selection. It would complement it, providing yet
another source of diversity” (Noble, 2006, 95). As it is well known, Darwin him-
self accepted Lamarck’s theory of inheritance, so, in principle, there is nothing
anti-Darwinian in Lamarckian inheritance. To be sure, above I sketched an evolu-
tionary process taking place at the epigenetic level: phenotypic variation mediated
by organismal responses during development, directed towards an adaptive state
that secures its increment on fitness and which are passed on through extended
inheritance systems. However, while this Lamarckian dimension is Darwinian, it is
definitively not neo-Darwinian. Mostly because development and inheritance are
not fractionated. Or, more specifically, first because inheritance is not depleted
at conception but is present throughout ontogeny, and second because somatic
changes could be transferred down in generations. In other words, epigenetic pro-
cesses are also central for explaining the resemblance within a lineage and variation
on such epigenetic processes may entail variation in further generations. So it is
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relevant to note that extended inheritance systems are entirely compatible with
Darwinian evolution, just as Lamarck’s theory is not necessarily in opposition with
but complementary to Darwin’s theory. The problematic step was taken by the
MS and its commitment with genetic systems of inheritance. As Eva Jablonka
and Marion Lamb put it:

Although the current gene-centered version of Darwinism —neo-Dar-
winism— is incompatible with Lamarckism, Darwinism is not. In the
past, Lamarckism and Darwinism were not always seen as alternatives:
they were recognized as being perfectly compatible and complemen-
tary. In the light of epigenetics, they still are. Recognizing the role
of epigenetic systems in evolution will allow a more comprehensive
and powerful Darwinian theory to be constructed, one that integrates
development and evolution more closely. (Jablonka & Lamb, 2002, 95)

4.2.2 Extending inheritance: beyond replication
Extending inheritance within the replicator framework

As it was explained at the beginning of this section, it is essential to appreci-
ate that challenging Replicator Biology is not about just extending inheritance
systems. Extension certainly has an important consequence, already pointed out
above (Section 4.2.1). But the extension of inheritance systems could still be inte-
grated within a replicator framework. We can appreciate the consistency between
extended inheritance and Replicator Biology just by looking into different replica-
tor proposals that integrate non-genetic modes of inheritance. This fact was clear
when considering Richard Dawkins’s work, who sees the concept of replication as
an essential ingredient of all evolving systems. In the living world, according to
Dawkins, the role of replicator is played by the gene, but his definition of (ge-
netic) replicator does not necessarily match that of the molecular gene (Dawkins,
1982, 81-85). Indeed, Dawkins has proposed that there are non-genetic units
of replication, namely memes, and memes, qua replicators, are the units of cul-
tural inheritance (Dawkins, 1976). So, it is clearly the case that certain forms
of extended inheritance do not necessarily stand in opposition to replicator ideas,
as witnessed, for example, by the different models of biological and cultural co-
evolution developed since the late 1970s and early 1980s (Boyd & Richerson, 1985;
Durham, 1991; Lumsden & Wilson, 1981; Richerson & Boyd, 1978, 2005).* Other

4These models are also a good example to show that adherence to the idea of (faithful)
replication is also not dependent on the idea of particulate inheritance. Thus, for example, the
dual-inheritance theory developed by Robert Boyd and Peter Richerson rejects the idea that
Dawkins’s and Durham’s memes and Lumsden and Wilson’s culturgens are adequate as units
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scholars have also held ideas along these lines. For example, Sterelny, Smith, and
Dickison (1996)’s Extended Replicator is just an extension of the gene-version of
the replicator theory to include some epigenetic effects. Similarly, as it will be
discussed later on, Shea’s theory of inherited representation is also a replicator
stance that accepts extended inheritance systems. To be sure, as pointed out by
Griesemer (2000a, 348), even some of the original presentations of Developmen-
tal Systems Theory —e.g. Griffiths and Gray (1994)— appealed to the notion of
replication at the level of life-cycles, which did not mean a breach of the replicator
scheme but “only a nominal reunification of heredity and development”.

As shown by Ron Amundson in his wonderful The Changing Role of Embryo
in Evolutionary Thought (Amundson, 2005) the concept of inheritance was bor-
rowed by biology from social science to describe parent-offspring interactions (see
also Keller, 2010, 21). The notion was fully integrated in biological thought in
the 19" century, but not necessarily as a process independent from development
as many see it today. I already explained how the genetic theory of inheritance
was constructed by the likes of Mendel, Weismann, and later on Morgan, and
how Replicator Biology grew up in this scientific niche. But inheritance was not
always separated from development. This divorce was brought about by the MS.
Before Weismann, in Darwin’s or Lamarck’s times, for instance, inheritance was
seen as part of development. As Amundson notes, in pre-Weismannian views,
inheritance was seen as “the production of parent-offspring similarities, and this
production [took| place throughout epigenesis. Heredity [was] an epigenetic pro-
cess [..] the causes of heredity [were] exactly the same as those of development”
(Amundson, 2005, 142-143). In this sense, to argue for a developmental concep-
tion of inheritance against a replicator view is tantamount to rescuing old views
about inheritance. This idea has also been defended by Jablonka and Lamb, who
contend that the experimental advances in Extended Inheritance Systems need to
be accompanied by a reconceptualization of the very idea of inheritance: “[w]e
need to return to an earlier, development- and organism-oriented view” (Jablonka
& Lamb, 2020, 1), a view where “[h]eredity is seen as an aspect of development,
and the origin of heritable variations and their transfer are therefore analysed as
developmental processes” (Jablonka & Lamb, 2020, 55).

So far, I have argued that the answer of the MS to the material question must be
revised: inheritance is not exclusively genetic. Recall, however, that the material
questions are different from the conceptual ones. My aim now is to explain why
the DT also calls for a new answer to the conceptual question about inheritance;
i.e. why we should take a step back and return to pre-Darwinian conceptions of
inheritance.

of cultural transmission, while sticking to the idea of replication as the basic process for the
reproduction of such units; cf. Sperber (1996) and Richerson and Boyd (2005) for discussion.
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From replication to construction

In Chapter 2, I observed that the theory of inheritance set up by the MS must be
suitable for populational explanations. If evolution is possible, traits must be pre-
served among generations for selection to act on them. What is needed therefore is
that selected traits be preserved across generations for cumulative selection to be
possible. Replicator Biology conforms to such requirements: if inheritance is about
the transmission of traits by genetic (or non-genetic) means, then the presence of
traits across generations is a consequence of the stability of the transmission of
traits. However, in doing so, Replicator Biology posits that the reappearance of
traits in each generation is possible insofar as the information needed for construct-
ing the trait is already present before development takes place. In other words,
the resemblance of traits across generations is not a consequence of developmental
processes but a matter of inherited information. This idea, even though seldom
presented in informational terms,’, was already present in Weismann. Wiesmann’s
experiments led him to conclude that epigenetic processes cannot alter inherited
materials, such that whatever explains the resemblance of traits must be indifferent
to epigenetic processes. This preformationism of sorts is at the core of Replicator
Biology; i.e. the idea that developmental processes may be ignored because traits
are replicated one generation after the other on the basis of inherited materials.

Previously, I dissociated the material and conceptual questions. However, now
it is also relevant to point out the connection that exists between the conceptual
question about genes and the conceptual question about inheritance. This con-
nection is easy to appreciate if we look at the explanatory roles of genes and of
replicator accounts in evolutionary theory. In both cases, we find the idea that the
information needed for producing traits predates and is irrelevant to developmen-
tal processes. If this idea is well-supported empirically, then there is still room for
Replicator Biology and for a treatment of genes as units of developmental control;
i.e. the standard answers to the conceptual questions remain intact. But, if it
can be shown that the information needed for producing traits does not predate
development and developmental processes are not irrelevant for the explanation of
traits construction, then we need new a answer to the conceptual question. So the
common land is that the information for constructing traits predates and ignores
developmental processes. Criticizing this idea lies at the core of an answer to the
conceptual question.

The quest for a developmental theory of inheritance is motivated by the dis-
covery of extended systems of inheritance, but above all by the renewed emphasis
on the organism as the basic unit of development. Indeed, tacking the organism
as the unit of development was also the key to answer the conceptual question

5Probably the first formulation of inheritance in informational terms is due to G. C. Williams
(1966).
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about genes. The organism itself is responsible for producing its own traits during
development, and such process of construction is not specified anywhere before de-
velopment takes place. Order does not preexist genes but comes into being during
development. If the conceptual questions are connected, the answer to the con-
ceptual question about genes (Section 4.1.1) is also connected with the conceptual
question about inheritance.

At the core of any replicator view is that order preexists development: or-
der comes from previously ordered matter (an order-from-order strategy). Con-
versely, a developmental conception of inheritance is aligned with the idea of the
ontogeny of information: the construction of traits is not pre-specified anywhere.
Order emerges from organismal regulation throughout development (an order-
from-disorder strategy). So the reason why development cannot be specified by
genes (whatever their material basis) is the same reason why development cannot
be specified by replicator units (whatever their material bases): development is not
a process of unfolding order, it is a process of creating order. In other words, the
adaptive complexity of organisms does not precede the developmental processes
that produce adaptive and complex organisms.

To systematize the ideas sketched so far, Table 4.3 on the next page comple-
ments Table 4.2 on page 89 to show two alternative ways of understanding the
relationship between development and inheritance. The connection between the
conceptual question about genes and the conceptual question about inheritance
concerns, after all, the relation between inheritance and development. Under-
standing such a relationship is crucial for evolutionary theory: the rise of new
species and taxa requires uniformity of traits in the individuals of a population.
The MS explains this uniformity in a population by separating development from
inheritance and positing pre-formed units of inheritance responsible for producing
uniform traits across generations. In doing so, development becomes irrelevant
insofar as development is not the source of order. The order of adaptive organisms
preexists development. Alternatively, the DT has been pursuing a view where
the uniformity of traits in a population is the consequence of developmental pro-
cesses. In this sense, when can see both alternatives shown in Table 4.3 as two
different ways of accounting for Darwin’s missing element: the reappearance of
traits across generations. Consequently, both alternatives fall under the umbrella
of natural selection. In Chapter 2 I asserted that the MS represents a specific
view about natural selection, while, as it should be clear by now, the DT endorses
another conception of natural selection.
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MODERN SYNTHESIS DEVELOPMENTAL TURN
Order-from-order Order-from-disorder
Th i h it of de-
Genes as the unit of development ¢ organism as the unit of de
velopment
Replicator conception of inheri- Developmental conception of in-
tance heritance

Table 4.3: Alternative ways of explaining order: part II.

The abandonment of Replicator Biology also implies a backtrack of the path
originally taken by the MS. One of the main consequences of replicator ideas
was the displacement of organisms as second-class citizens in biology. Genes, not
organisms, became the protagonists of life. Now, we need to take a step back and
put the organism again at the center of biology. Paraphrasing Nicholson (2014),
we can say that biology has traced a circle throughout its history: first it started
as an organism-centered view, which was then replaced by a gene-centered stance,
and now it is coming back to its original foundations. Once this movement will
be complete, the distinction between replicators and vehicles will make no sense.
Developing organisms do not serve as replicators.

Heritability in a developmental conception of inheritance

Let’s conclude this section by noting an important point. I explained how, dur-
ing the gestation of the MS, the concept of inheritance suffered two modifications.
One was its reduction to the genetic level and its disconnection from developmental
processes. This gave rise to Replicator Biology. The second one was the construc-
tion of a populational concept of inheritance incarnated in the technical concept of
heritability. My goal now is to investigate whether challenging Replicator Biology
entails a rejection of heritability. In other words, to what an extent Replicator
Biology is necessary for populational explanations of evolutionary processes by
natural selection?

It is useful to distinguish between two possible interpretations of the previ-
ous question. One interpretation concerns the adequacy of a non-replicator view
of inheritance for the notion of heritability. A different interpretation is about
the adequacy of a non-replicator view of inheritance for the view of heritability
proposed by the biometric school at the beginning of the 20'" century.

Regarding the first interpretation, I see no tensions between a developmental
theory of inheritance and the notion of heritability used in populational expla-
nations. As noted, heritability is a statistical measure concerning the degree of
persistence of traits among generations. It says nothing about how such traits are
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produced, but just averages those traits that reliably appear generation after gen-
eration. Developmental theories of inheritance certainly are interested about the
mechanisms of trait construction. However, this is does not prevent them from
taking statistical averages over the outcomes of developmental processes. This
idea will be clearer once I introduce the statistical view of natural selection in
the following section. Developmental theories focus on the reconstruction of traits
in each generation, which is an individual-level phenomenon. Heritability, on the
other hand, is the notion needed to deal with heritable traits at the level of popu-
lations. The absence of tensions lies precisely in the fact that these concepts refer
to different sorts of processes —both in time and scale— involved in different kinds
of explanations.

The second issue does deserve a critical analysis, however. The proposals of the
biometric school seem not to fit with a developmental view of inheritance. That is
clear, for instance, in Dawkins’ recognition of the important role of Fisher’s work
in the gestation of the gene-eye view of inheritance (Agren, 2021). Fisher’s notion
of heritability is based on two important ideas: (i) that the environment remains
fixed across generations; and (ii) that heritable variations must be linked to genetic
variations. None of these ideas are true in a developmental view of inheritance.
Firstly, because the environment is a source of inheritance and is constantly chang-
ing during evolutionary processes, as the cases of niche construction illustrate, and
secondly, because heritable variation cannot be linked exclusively to genetic vari-
ation, and we already know why.

Developmental theories of inheritance are therefore not necessarily incompat-
ible with populational accounts based on heritability. Replicator Biology is not
indispensable to understanding populational changes. However, the specific in-
terpretation promoted by the founders of population genetics does require some
relevant modifications.

4.3 The Statisticalist School

In the last decades, there has been an ongoing debate concerning the causal struc-
ture of natural selection, recently summarized in a critical work by Charles Pence
(Pence, 2021). The main points of this dispute turn around the views of the so-
called Causalist School against those of the so-called Statisticalist School. Even
though there are many nuances within causalism, the core view was already pre-
sented in Section 2.2.3 under the idea of populational forces. According to the
Causalist School, natural selection is a causal phenomenon taking place at the pop-
ulational level and acting during evolutionary history. A classical stance within
the Causalist School is Elliott Sober’s, although, in the last decades, others schol-
ars, such as Abrams (2012); Millstein (2006); Pence and Ramsey (2013); Ramsey
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(2016); Reisman and Forber (2005) and Stephens (2004), have also taken sides in
favor of the causalist position.

The statisticalist view was articulated and vindicated in 2002 by Walsh, Lewens,
and Ariew (2002) and Matthen and Ariew (2002), and, since, other works have
further developed its main tenets (Ariew, 2003; Ariew & Lewontin, 2004; Ariew,
Rice, & Rohwer, 2015; Walsh, 2003, 2007b, 2019; Walsh, Ariew, & Matthen, 2017).
In this section, I will briefly present it and point out the reasons why in my opinion
it deserves serious consideration. The core idea is that individual causes, not pop-
ulational ones, are the causes of adaptive evolution. In this sense, populational ex-
planations of natural selection are the statistical consequence of individual causes.
As Walsh (2019) presented it, evolution is a (populational) higher-order (statis-
tical) effect of (individual) lower-level causes. I will focus first (Section 4.3.1) on
how the Statisticalist School understands populational explanations and on the
connection between the DT and the Statisticalist School. Next (Section 4.3.2),
I will move to argue why and how the Causalist School may be taken as a non-
Darwinian element within neo-Darwinism and how this connects with the division
of explanatory labor propounded by the Statisticalist School.

4.3.1 Lower-level causes — Higher-order effects

The notion of fitness is the central one in any explanation by natural selection.
Populations change due to fitness differences. The starting point in the statisti-
calist reading of natural selection is the difference between two notions of fitness:
trait fitness and individual fitness. Trait fitness properly pertains to population
thinking as the MS formulated it; trait fitness is about the fitness values of a popu-
lation, about their trait types, not their trait tokens. In contrast, individual fitness
—also named Darwinian fitness— refers to the fitness value of each individual. It
is the Darwinian notion of fitness, and it concerns trait tokens, not trait types.
This difference lead to a central epistemological distinction, which refers to the
different kinds of explanations involved in each notion of fitness. “Trait fitness
is the average survivability of a group of individuals possessing a type of trait”
(Ariew, 2003, 562), while individual fitness refers to the survival and reproductive
capacities of an individual organism. The crucial difference is, therefore, that trait
fitness is a statistical measure —a populational average— while individual fitness
is causally assessed —it concerns the individual causal processes that determine a
particular fitness for each individual. Trait fitness concerns the fitness value of a
type which is measured by averaging over the individual fitness of trait tokens.
As explained, these two notions of fitness correspond to two different levels of
analysis: the individual one and the populational one. Once this epistemological
distinction is at place, the central thesis of Statisticalism is that all causes of
evolution lie at the individual level: “[t]here is one level of causation; all the
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causes of evolution are the causes of arrival and departure (the ‘struggle for life’)
[..] It is ‘proximate’ causes all the way down” (Walsh, 2019, 238, 242; emphasis in
the original).

The connection between the two levels therefore hinges on the connection be-
tween individual fitness and trait fitness. As defenders of the Statisticalist School
propose, trait fitness is a statistical notion. It is obtained by looking into individ-
ual trait fitness and averaging them. Changes in individual fitness will produce
changes in trait fitness. This idea is presented under the label of analytic (mathe-
matical) consequence (Walsh, 2015) or, also, statistical effect (Walsh, 2007b). Trait
fitness is a consequence of individual fitness. Such consequences are mathemati-
cally analyzed, with the tools of population biology developed since the beginnings
of the 20" century. So what happens at the evolutionary level is a consequence of
individual phenomena. Yet evolutionary processes are described in abstract terms
involving the fitness values of trait types in a population. As Walsh et al. (2002)
put it:

In short, natural selection occurs only when the relative frequency of
trait types changes in a population as a consequence of differences in
the average fitness of individuals in different trait-classes. This is what
we call the statistical interpretation of natural selection. (Walsh et al.,
2002, 464; emphasis in the original)

As noted, the statisticalist view emphasizes the abstract character of popula-
tions in populational explanations. This concerns the capacity of looking at evolu-
tion in abstract terms without taking into account specific details about the causal
processes that produce heritable variations on fitness. The issue of abstraction is
important. Certainly, populations are not abstract entities. They are constituted
by concrete individual organisms, but even if we now refrain from getting into the
problem of determining the boundaries of species and groups, it is clear that this
should not be an obstacle for treating populations as abstract entities in popu-
lational explanations. The abstract character of the population is at the core of
the notion of trait fitness, as a statistical measure, in populational explanations.
As the representation of populations is present in abstract, mathematical, statis-
tical terms, the changes in populational structure —i.e. higher-order effects— are
also defined in abstract terms. The study of natural selection processes driving
populations to adaptations is a statistical analysis of the changes in populational
structure due to changing rates in trait fitness. All in all, populations need not be
abstract to be represented in abstract terms.

The difference between the Statisticalist and Causalist Schools is epistemologi-
cal and concerns the nature of populational explanations. What are the reasons to
support each view? Crucially, the debate between statisticalism and causalism is



4.3. THE STATISTICALIST SCHOOL 115

connected with the issues presented in previous sections. Specifically, the empha-
sis on developmental causes of evolution pushes us to a statsticalist reading, while
a replicator and externalist account make the individual level causally irrelevant.

No wonder that the Causalist School was born in connection with Replica-
tor Biology and Explanatory Externalism, according to which populational forces
distribute replicator units within populations in an adaptive-directive way (i.e.
producing adaptations). Here, individual causation has no explanatory role in
evolution. Natural selection impinges an adaptive bias on heritable outcomes ac-
cording to their fitness differences, in such a way that how such differences come
into being is pretty much irrelevant. If individual causes are out of the screen, we
end by seeing natural selection as the driving force towards adaptive complexity.

But following the challenges of the DT, an alternative view on inheritance, vari-
ation, and fitness should be endorsed. As such, this biological theory does not yet
exist. At least not in the same, fully articulated form as the MS. Some of the ideas
were already introduced in this chapter. Other insights will be developed in the
third part of this thesis. However, what brings together many non-classical biolo-
gists and philosophers of biology is the role of developing organisms in evolution.
So the reasons for rethinking an alternative biological theory beyond replicator
and externalist ideas are connected with the proper causes of adaptive evolution
and, consequently, with the causalists vs. statisticalists debate. Having said so,
the reemergence of individual causation in contemporary biology operates as a
reason to defend the statisticalist reading over the causalist one. The biological
backup of the Statisticalst School is, therefore, the particular understanding of the
role of developing organisms in evolution driven by different areas in contemporary
biology.

4.3.2 The division of explanatory labor

The Causalist School, statisticalists contend, is not Darwinian (Godfrey-Smith,
2009; Walsh, 2000, 2010, 2015). The gestation of the MS exemplifies a particular
position within the many possibilities that evolutionary theory can take under the
label of natural selection. In this journey, from Darwin’s seminal idea to the MS’s
mature theory, lies the construction of populational forces driving populations
to adaptive peaks or deserted valleys. As explained, the MS supported different
tenets that fall within natural selection theory, but the MS is one among many
positions that could be part of natural selection theory. In this sense, Darwin’s
view on natural selection is different from the MS view of natural selection. What
is the difference?

The non-Darwinian character of the neo-Darwinian MS rests precisely on the
difference noted by statisticalists. Darwinian fitness is individual fitness. MS
fitness is trait fitness. Darwin’s proposals have to do with how individuals struggle
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for living longer and leaving more descendants. As noted in Chapter 2, the struggle
for life should not be understood exclusively as competition between organisms, but
as a confrontation to life in order to increase individual fitness. In other words,
struggling for life encompasses all those processes carried out by the organism
in order to stay adaptive and reproduce. Darwin’s struggling causes individual
fineness; Darwin’s struggle for life is the locus of the causes of adaptive evolution.
As Walsh stated, “[e]volution is adaptive because ontogeny is adaptive” (Walsh,
2007a, 195).

I already observed, on the basis of Godfrey-Smith’s analysis (Godfrey-Smith,
2009), that classical formulations of natural selection eliminate any references to
the struggle for life. Instead, they describe it in abstract terms, using statistical
language, and avoiding any reference to individual causes. This fact illustrates
that the locus of populational forces is not Darwin but the MS. Therefore, as
Walsh contends, “[t]he source of the error [in the Causalist School], I believe, lies
not in the Origin itself but in an erroneous metaphysical picture drawn from the
Modern Synthesis theory of evolution. That theory explicitly construes selection
as a force acting over populations of genes” (Walsh, 2000, 137). The result is
that while Darwin’s position is that the causes of adaptive evolution lie at the
individual level, neo-Darwinians posited populational forces.

At the beginning of Chapter 2, I introduced Darwin’s theory by highlighting
that one of his main contributions was the importance of populational explana-
tions to understand adaptive evolution. This gave rise to the so-called population
thinking. The Darwinian character of neo-Darwinism is that both assume that
populational explanations are needed for explaining the evolution of species. How-
ever, I also stressed that Darwin’s view on the causes of adaptive evolution rests
on individual causes not populational ones. So evolution is caused by individuals
but explained by populations. How is this possible?

Denis Walsh labeled this conundrum the Paradox of Population Thinking. No-
tice, first, that in the context of the MS such a paradox does not even arise. Both
evolutionary causes and evolutionary explanations are populational. The para-
dox, however, becomes apparent in the context of the two-force model (Walsh,
2003, 2019) which in turn arises because of the promotion of organismal causa-
tion. Notwithstanding, the two-force model is less radical than the statisticalist
view, because, according to the former, evolutionary causes run both at the indi-
vidual and the populational level. Natural selection (a populational phenomenon)
is as much a cause of evolution as it is, for example, niche construction (an in-
dividual phenomenon). To the extent that the two-force model is committed to
the individual causes of evolution, it must deal with the paradox of populational
thinking.

The statisticalist view has an answer for this paradox (Walsh, 2019). The para-
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dox is indeed diluted once we realize the division of explanatory labor in biology
between the individual and populational levels that statisticalism promotes. We
already encountered a similar sort of division of labor earlier: Mayr’s separation
between proximate and individual causes associated with two different levels of
analysis and different explanatory roles in biology. However, the proposal here is
different. The division of labor does not rest on a division of kinds of causes but
on a division of explanatory strategies: the individual level provides causal expla-
nations, while the populational one provides statistical explanations. The division
of labor is central to stressing the non-reducibility and indispensability of any of
the explanatory strategies. The notion of individual fitness is not sufficient to ex-
plain evolutionary events insofar as evolution is about the history of populations
and individual fitness concerns an individual lifespan. Here is where trait fitness
enters the scene. Crucially, trait fitness does refer to populational properties; it
is a suitable notion to describe change in populations through time, something
individual fitness cannot do. So statisticalism does not endorse the ontogenetic
fallacy (Hochman, 2012) of attributing individual-level causes an explanatory role
beyond its capacities.

In other words, we cannot understand evolution without statistical explana-
tions, but evolution would lack a causal foundation without individual-level analy-
sis. Without a populational dimension, evolution becomes development. Without
an individual dimension, evolution loses its causal roots. In André Ariew’s words:

On my view evolutionary explanations are statistical explanations of
population-level phenomena to be distinguished from ‘proximate’ or
individual level causal explanations. The result is that evolutionary
explanations are indispensable even if one knows the complete causal
story about how each individual in a population lived and died. In
other words, evolutionary explanations are not reducible to individual-
level causal explanations. (Ariew, 2003, 561)

Everything considered, under the statisticalist reading the paradox appears not
to exist. The fact that evolution is caused by individuals but explained by popula-
tions is not problematic for biology once we recognize the plurality of explanatory
strategies and explanatory aims. As Walsh (2019) proposes, rather than the two-
force model, the statisticalist view defends an epistemological distinction between
two levels; i.e. statisticalism supports the two-level model. Accordingly, there are
no two levels of competing forces trying to catch the biologists’ attention. There
is only one: individuals. However, two different explanatory levels are cooperating
to help understand the complexity of the living world at different levels and across
time.

In sum, the Statisticalist School provides a different interpretation of natural
selection. This interpretation, however, is not disconnected from the ingredients of
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natural selection. So a defense of statisticalism is tied to a particular view on the
nature of natural selection, but without actually abandoning its place under the
umbrella of natural selection. In other words, both schools accept that natural se-
lection follows from inherited fitness differences, and both support Darwin’s insight
as well —i.e. that populational explanations are indispensable to understanding
adaptive evolution. Consequently, the differences are not about the need for nat-
ural selection for explaining evolution; rather, the difference lies in the nature of
explanations by natural selection.

4.4 Summary

At the opening of this chapter I already advanced that my aims here were twofold:
to challenge the MS and to introduce an alternative evolutionary theory. In pur-
suing the first aim I laid bare several challenges to the pillars underpinning the
MS. Explanatory Externalism was confronted with the central explanatory role
of organisms both in development and evolution. Replicator Biology was con-
fronted with extended sources of inheritance in addition to a number of theoretical
challenges concerning the connection between development and inheritance. The
Causalist School was defied by the statisticalist reading of natural selection and
its emphasis on individual causation.

The second aim was only indirectly presented while challenging the MS. I cer-
tainly did not introduce any alternative biological theory, but just some crucial
and alternative ideas that arise when questioning the MS pillars. Such ideas con-
stitute new pillars in evolutionary theory. The view behind these new pillars will
be central in Part IIT and my aim to understanding the teleological explanations
in development.

New pillars from the Developmental Turn

(i) Ezxplanatory Internalism:
Individual organisms are active agents in development. Phenotypic outcomes
and organismal activity are not regulated by sub-organismal sources (genes)
or designed by supra-organismal entities (evolved populations). The role of
organisms in development comes to the for once we acknowledge different
advances in contemporary developmental biology: (i) the complexity of ge-
netic activity pictured by the post-genomic era and the need of taking the
organism as the proper unit of developmental anlaysis; (ii) the plasticity of
developmental pathways and developmental outcomes as the main source of
phenotypic variation; (iii) the capacity of organisms of adaptively construct-
ing their niche (both externally and internally) during ontogenesis, and (iv)
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the self-organized properties of living systems. The result of these advances
is that intrinsic developmental processes are a major adaptive force in evo-
lution.

The developmental theory of inheritance:

The phenomenon of inheritance is not depleted by Replicator Biology. While
this input-output view of inheritance works at the populational level concern-
ing measures on heritability, it is silent concerning the processes that produce
the cross-generational resemblance. The search for this processes demands
an developmental theory of inheritance. Accordingly, inheritance is not the
transmission of units of evolved infomration needed to produce adaptations.
Rather, inheritance is about the transmission of developmental mechanism
than ensure the stability of traits across generations. An developmental the-
ory of inheritance is aligned with the idea that development is not about
the unfolding of evolved information but about the recreation of information
during a life cycle.

Individual causes of evolution:

Aligned with a statisticalist view of natural selection, evolutionary causes
are proximate causes. Evolution is a consequence of organisms struggling
for life. The causal process for building adaptive complexity is development,
not evolution. In this vein, the DT intends to unify the core ingredients
of natural selection at the ontogenetic scale: inherited (Darwinian) fitness
variations are caused by ontogenetic processes. Importantly, this does not
neglect a central explanatory role for populational explanations; rather this
view calls for a distribution of explanatory roles. While proximate analysis is
concerned with the causes of adaptive evolution, ultimate, statistical analysis
regards how populations change due to heritable variations on (trait) fitness.
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Chapter 5

Does ET solve Brentano’s
Problem?

Speculation about adaptive significance is a favorite and surely enter-
taining ploy among evolutionary biologists. But the question, “What
is it for?” often diverts attention from the more mundane but often
more enlightening issue, “How is it built?”

Stephen Jay Gould, 1983, 152.

In this chapter, I present three challenges to etiological teleosemantics (ET).
As expected, they are connected with the three challenges posed to the MS in
the previous chapter. The link is quite clear. In Section 3.2.3, I showed how ET
rests on MS’s pillars. As I challenged these pillars, now it is time to examine the
consequences of this challenge for ET. The structure of this chapter follows this
argumental strategy. In Section 5.1 I shall focus on the challenges to ET that arise
once we abandon Explanatory Externalism. In Section 5.2 I will analyze how the
challenges posed to Replicator Biology haunt ET with many troubles concerning
its explanatory capacities. Finally, in Section 5.3 I will present a challenge to ET
based on a statisticialist view of natural selection.

ET has been severely challenged since its inception. This, in part, explains its
improvements and the many efforts that new and old scholars devoted to refin-
ing teleosemantics over the years. However, the challenges presented here are, in
general, not the classical ones in the literature. So I will opt for a relatively novel
way to defy ET. Classical arguments against it concern the Swampman scenario
(Davidson, 1987), disjunctionitis (Neander, 2017b, 149), content indeterminacy
(Fodor, 1990), or the problem of novel contents (Garson & Papineau, 2019). I
won’t deal with them here. My view on ET is entirely motivated by discussions
in contemporary theoretical biology; that is, concerning the teleo side of teleose-
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mantics.

5.1 Functions beyond externalism

In this section, I will present different challenges to the externalist roots of etio-
logical functions. The idea is quite simple: to the extent that internal, organismal
phenomena are also relevant in explaining adaptive complexity, etiological func-
tions based on externalist explanations cannot be fully adequate. Trait function-
ality cannot purely be the product of a Panglossian world (Gould & Lewontin,
1979), i.e. the result of evolutionary design.!

Some of the challenges relate to alternative theories of biological functions. To
be sure, that of biological functions is a complex issue in the philosophy of biology
(cf. Ariew, Cummins, & Perlman, 2002, Krohs & Kroes, 2009, and Garson, 2016,
for an overview of the issues). The criticisms concerning evolutionary mismatch
(Section 5.1.1) are usually defended from a modern-history account (Godfrey-
Smith, 1994; Griffiths, 1993). The challenges based on self-organization and global
dynamics (Section 5.1.2) gave rise to organizational accounts of functions (Bick-
hard, 2004; Davies, 2000; McLaughlin, 2000; Mossio, Saborido, & Moreno, 2009).
Moreover, the ideas presented in Section 5.1.3 are motivated by Cummins’ propos-
als on functional analysis (Craver, 2007; Cummins, 1975) and an evo-devo account
on functions (Amundson, 2000; Amundson & Lauder, 1994; Balari & Lorenzo,
2010; Love, 2007).

In the next subsections, and motivated by Explanatory Internalism (Section 4.1),
I will argue that internal, developmental processes are central in adaptive evolu-
tion, in such a way that not all functions can be considered to be the result of
natural selection. One may retort that etiologists are well aware of the impor-
tance of ontogenetic functions, and, as I already pointed out in Section 3.3.1, most
etiologists do accept both evolutionary and ontogenetic functions. My point, how-
ever, is not to claim that besides evolutionary functions there are also ontogenetic
functions. Rather, I claim that ontogenetic processes are central to evolutionary
functions. So it is not about seeing whether ontogenetic functions complement
evolutionary functions but realizing that ontogeny is central in adaptive evolu-
tion, in such a way that an account of evolutionary functions is not exhausted by
externalist explanations.?

!Chemero (1998) presents a quite similar argument to the one presented in this section.
However, while he deals exclusively with the issues of biological spandrels and exaptations, here
I attempt to offer many other reasons why internal, organismal processes represent a challenge
to the adaptationist roots of ET.

2Some scholars prefer to use the label ‘devo-evo’ instead of ‘evo-devo’ (e.g. Hall, 2000;
G. P. Wagner & Larsson, 2003; cf. Gilbert, 2003 for discussion). If the latter is just under-
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5.1.1 Evolution without adaptation

The relevance of internal forces implies that not all traits deserve to be treated
from the point of view of an adaptationist logic. This opens the possibility of
looking for different evolutionary explanations of phenotypes. In ET, it is posited
that the function of a trait is defined by the selection pressure it has helped to
overcome. This view deserves revisions insofar as the explanation of the existence
and the current functionality of all phenotypes cannot be accountable in such
an externalist way. It is, rather, an empirical matter. There may be different
evolutionary histories. Not all cognitive traits can be explained on the basis of
the Selected Effect Theory of Functions (SETF); this cannot be taken for granted.
The explanatory role of organisms in evolution opens the possibility for different
mismatches between the SETF and alternative evolutionary histories based on
internal causes. Here I analyze some different possibilities in order to see why the
evolutionary history of traits is not necessarily the one presented by the SETF.

Spandrels

The amply cited 1979 paper The spandrels of San Marco by Stephen Jay Gould
and Richard Lewontin (Gould & Lewontin, 1979) represents an inflection point
in the history of Explanatory Externalism and a first blow on its underpinnings.
The paper soon became a landmark for the critics of adaptationism. Gould and
Lewontin’s argument touches on different issues around adaptationism. For us,
the most relevant one is that internal constraints on development are crucial for
explaining the existence of traits and, therefore, externalism cannot be the only
source in the explanation of adaptive evolution; other proximate, individual-level
ingredients must be part of this explanation. Accordingly, adaptationist thinking
—i.e. the idea that an externalist explanation through natural selection of all
evolved traits is sufficient— should be rethought.

Gould and Lewontin illustrated the importance of the complexity of develop-
mental processes and their consequence for externalism with a well-known metaphor-
ical example. Imagine an architect designing a church. As it is usually the case,
the church has arches, and, necessarily, also columns to support the arches. Con-
sequently, given these architectural features and structural constraints a number
of surfaces, known as spandrels, will emerge above the point where the extremes of
two contiguous arches meet over the supporting column. Spandrels may be used

stood as the study of the evolution of developmental systems, then its main postulates do not
necessarily run against the MS, as it in fact the case with the developmental genetics endorsed by
the likes of Sean Carroll (Carroll, 2005). The former, however, explicitly assumes that its main
goal is to understand the evolutionary consequences of developmental processes. I will henceforth
use the expression ‘evo-devo’ insofar as it is the most common one, but it is important to bear
in mind that the central issue at play here is the causal role of development in evolution.
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for different functions, such as for painting representation of different religious im-
ages. However, spandrels are not part of the architect’s intentions, they are not
part of the architect’s designs, as arches and columns are. Spandrels are structural
consequences of the desire of building the church according to the intended design.
This example, when we extrapolate it to the biological domain, tries to illustrate
why different phenotypic traits could be present in an organism not due to the
action of a natural selection process but as a consequence of the role they play
during development. In this sense, biological spandrels, their presence, cannot be
accounted for by natural selection.

The relevance of internal causes also stresses how different traits could be there
for other reasons different from the selective ones. As expected, if we look at the
cognitive level, we cannot say that all traits deserve selective explanations: many
cognitive traits could be part of cognition for other internal reasons. Certain traits
could be central in developmental scaffolding; they could operate just during a spe-
cific developmental stage, or simply be structurally necessary for the functioning
of other traits. The possibility to distinguish between evolutionary selected traits
and by-products is certainly even more difficult in cognitive systems due to the
complexity and inter-connectivity of cognitive processes.

This challenge can indeed be applied to Sober’s distinctions. Recall that, as
he argued, the difference between selection-for and selection-of rests on the causal
role of the trait function in the process of selection. Previously, I illustrated this
distinction by using the example of a salt shaker where there were two kinds of salt:
thin and white, and thick and pink. The first one is the only one that can pass
through the holes of the shaker. In this example, there was selection-for thin salt
because being thin is what makes the causal difference in the process of selection
(passing through the holes), while there was selection-of white salt. This example
elicits two questions. First, how selection-for is distinguished from selection-of in
specific cases? This is an empirical question on the evolution of cognition. It
cannot be taken for granted that a certain cognitive capacity was selected-for.
I am not saying that evolutionary biology is blind in front of this issues, only
that it cannot be solved by stipulation on the basis of a specific definition of
biological function. The second question arises when imagining a scenario where
the property of being white causes the property of being thin. In this context,
whiteness is central in the processes of selection for thinness, even though it is not
directly connected to selective pressures. So the functionality of whiteness cannot
be accounted for from a strictly externalist position. All in all, the presence of
developmental constraints and evolutionary by-products puts the question about
the existence of a trait in an empirical domain: not all traits deserve a functionalist
explanation of why they are part of nature.
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Exaptation and Evolutionary Mismatches

As explained, the SETF defines the function of a trait on the basis of the causal
contribution of that function for maximizing fitness during selection processes.
Does this mean that the causal contribution of a function during selection processes
is the same as the current causal contribution? Not necessarily. Exaptations and
Evolutionary Mismatches illustrate why the functions posited by the SETF do not
necessarily map into the current functions of a trait.

The phenomenon of exaptation was first described by Stephen Jay Gould and
Elizabeth Vrba (Gould & Vrba, 1982). It refers to the fact that, in many cases, the
current function (or functions) of a trait are different from the selected function of
that trait during natural selection processes; that is, when traits have “evolved for
other usages (or for no function at all), and later ‘coopted’ for their current role”
(Gould & Vrba, 1982, 6). This scenario can happen, for instance, when there are
harsh environmental conditions, in a way that traits must rapidly accommodate
their functioning. Also, it can arise from inner changes in other parts of the
organism. If trait X influences trait Y, this may result in modifications on X that
bring about a new function for Y. In this case, again, the selected function of Y is
not the same one as its newly acquired function. As expected, the main problem
for SETF is that the etiological function of a trait —based on selection processes—
needs not be the same function as the current one.

A related issue is that of the Evolutionary Mismatch. Evolutionary Mismatches
occur when “a trait that evolved in one environment becomes maladaptive in an-
other environment” (Lloyd, 2021, 32). Here again, we have a mismatch between
the evolutionary history and the current functioning of a trait. Current mal-
adaptations could be a consequence of changing environmental conditions without
natural selection adjusting such novel situations. New, sometimes abrupt —as
in the case of species invasion or drastic environmental changes— modifications
change the functionality of a certain trait in a way that accommodation is needed
to overcome the adverse condition.

In both cases, the difference between selected functions and current functions
invites a criticism of the SETF. Principally, the difficulty lies in how selected
functions should be empirically established. The point is that we cannot simply
apply a naive logic and think about which prehistoric environmental problem gave
rise to the current functions of a trait. Ancient environmental conditions need not
mirror the current functioning of a trait. Going in the opposite direction, that is
applying the technique of ‘reverse engineering’ (Dennett, 1990) to figure out the
evolutionary function just on the basis of the current environmental conditions is
not satisfactory either. This kind of logic, paradigmatic of adaptationist thinking
in Evolutionary Psychology and Behavioral Ecology (e.g. Barkow, Cosmides, &
Tooby, 1992; Pinker, 1997), should be abandoned (Lloyd & Gould, 2017). Current
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cognitive functions need not be solutions to Pleistocene problems, nor current
environmental problems are a direct path towards the evolution of mind in the
Pleistocene. So what exaptations and Evolutionary Mismatches illustrate is the
difficulty of establishing the proper function of a trait: empirical studies based on
current functioning need not map into the selected functions, and studies about
the evolution of traits do not necessarily shed light on the current function of a
trait.

Inherency

In Section 4.1.2, T introduced self-organization as an adaptive force in evolution
distinct from natural selection. The relevant here point is that self-organization
is not exclusive of biological systems. Certain non-living systems are capable
of producing emergent patterns by exchanging matter and energy with the en-
vironment. Newman (2022b) defines ‘physical self-organization’ as the property
possessed by those systems in which emergent patterns can be explained in terms
of the physicochemical properties of their parts. Physical self-organization is pro-
duced by ‘generic mechanisms’ (Newman & Comper, 1990) present in both living
and non-living systems, which are governed by physical laws, particularly, by ther-
modynamics and the principles of dynamical systems theory.

As it is usually assumed, and we will see in Chapter 6, living systems are a
distinct kind of self-organized system. Particularly, the creation of self-organized
living systems cannot be reduced to generic processes and cannot be accounted for
just in terms of physical laws acting on the parts of living systems. The princi-
pal difference between living and non-living self-organization is that an agentive
and functional dimension emerges in the former. As Kant pointed out when he
introduced the concept of self-organization, the distinct purposive nature of living
beings is tied to the fact that self-organization is regulated by the system itself in
order to stay functional and alive. Non-living systems, on the other hand, do not
require any functional language to understand their self-organization; no agentive
or functional dimension emerges in nonliving, physical self-organized systems.

The demarcation between living and non-living self-organized systems requires
much attention. This demarcation will be explained in detail in Chapter 6. But
once | stressed the physical nature of some self-organized systems in nature, I
am able to articulate the central claim in this section: that different traits emerge
during evolution and development as the result of generic mechanisms acting on the
physicochemical bases of cells; i.e. many traits may be originated due to physical
reasons only.

This idea has been developed by Stuart Newman under the label of Inherency
(Newman, 2021) and it finds support in many empirical studies (Forgacs & New-
man, 2005; Newman, 2012, 2022b; Newman & Comper, 1990; Newman, Forgacs,
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& Miiller, 2003; Newman, Glimm, & Bhat, 2018). According to Newman’s defi-
nition, “inherency means that certain structural motifs (e.g. tissue layers, lumens,
segments, appendages) can be readily generated by physical organizing forces act-
ing on tissues masses” (Newman, 2021, 121). His idea, therefore, is that generic
physical mechanisms are central to the evolutionary origin and development of
many traits. My point here, following Newman, is that the production of traits due
to generic mechanisms is independent of any externalist or functional description.
Physical self-organized (anatomical) patterns emerge due to the physicochemical
composition of their parts, they are not the result of selection processes but of the
intrinsic dynamics of developmental systems: “if morphological novelties arose by
means other than cycles of gradual change, evolution of form cannot mainly be
a question of fitness and relative advantage, but rather of development and its
transformations” (Newman, 2022a, 199). In other words, the evolution of many
traits cannot be just reduced to the understanding of their causal contribution
to fitness maximization during selection processes (as etiologists claim); not all
traits deserve an etiological explanation. The physicochemical constitution of liv-
ing beings may provide an alternative non-etiological answer to the presence of a
trait in nature, insofar as “major pathways of evolution are determined by physical
law, or more specifically by the self-organizing properties of biomatter, rather than
natural selection” (Edelmann & Denton, 2006, 578-580).

Note that this situation is similar to the case of biological spandrels. Spandrels
are part of developing systems not because of their contribution to overcoming ex-
ternal pressures but for intrinsic, formal reasons. Also, the origin of self-organized
patterns during evolution is not within the scope of Explanatory Externalism but
of Explanatory Internalism: “Self-organized order is spontaneous pattern from
within; the order of selection is additive order from without” (Edelmann & Den-
ton, 2006, 588). This is the reason why Newman concludes that “inherency is
not merely complementary to the Darwinian paradigm, but is at odds with it”
(Newman, 2021, 130).

5.1.2 Functionalism vs structuralism: a revival

Some approaches within developmental biology, particularly Evolutionary Devel-
opmental Biology, have criticized the biological framework underpinning ET. The
etiological determination of natural kinds does not fit well with the evo-devo pic-
ture of evolution rooted in a structuralist biology. In particular, two interconnected
issues arise from an evo-devo viewpoint: developmental homologies as an alterna-
tive account of trait taxonomy and the structural /formal constraints on organisms
as the proper units of functional attributions.
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Developmental homology

First, how traits should be classified? How can we say that two traits belong to
the same trait type? This issue connects with the old dispute between Etienne
Geoffroy Saint-Hilaire and Georges Cuvier (Appel, 1987), and later structuralist-
functionalist confrontations. Richard Owen was responsible for developing a ho-
mological theory of traits based, among other criteria, on morphogenesis. This
view has been recently revived by a number of scholars (Brigandt, 2002; Brigandt
& Griffiths, 2007; Love, 2008; G. P. Wagner, 2001, 2014). The main lesson is that,
following the structuralist foundations of evo-devo, the notion of (developmental)
homology should be taken as the proper unit of trait classification, instead of the
functionalist approach based on Darwinism. But first, let’s introduce the tax-
onomy of traits that arises from an evolutionary, historical view of homology as
it was defended by Darwin, to contrast it then with the alternative, ‘Owenian’,
developmental account of homology.

Darwinian taxonomies are based on evolutionary histories. The Unity of Type
—what determines when a trait is the same one in different members of the same
species and between species— is accounted for by common descent. How can we
say that two traits belong to the same trait type? Sameness is the result of shared
phylogenetic histories. Two traits in different species are the same if this trait
is also present in the most recent common ancestor of both species. Following
DiFrisco (2021, 1), “two characters in distinct organisms or taxa are homologous if
they are genealogically connected by continuous descent from a common ancestor
that had the same character”. This is the historical definition of homology. The
explanation of trait classification relies on the processes of natural selection based
on descent with modification. The functionalist roots of Darwinian taxonomies
lie in the notion of adaptation. As noted (cf. Sober’s quote on page 47), an
adaptation is connected with the function that a trait type performed during
evolution by natural selection. Explaining the Unity of Type by common descent
is tied to an identification of traits on the basis of the function that these traits
performed during evolution. Shortly, sameness is the result of the common descent
of evolutionary adaptations.

The historical view of homology was a reinterpretation of the ahistorical ac-
count proposed by Richard Owen, and recently retaken by different evo-devoists,
especially by Giinter Wagner (G. P. Wagner, 2001, 2014, 2016). From this view-
point, structure is prior to function in the classification of homologous (and serially
homologous) traits. This view is ahistorical insofar as it concerns the developmen-
tal processes involved in morphogenesis —i.e. the development of form. Rather
than providing a historical view of functions, evo-devoists supply it with a taxon-
omy based on an ahistorical view of the development of form. What determines
homology is therefore the presence of the same developmental processes in differ-
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ent organisms of the same or different species. In a nutshell, ahistorical homology
is based on morphogenesis, an individual-level phenomenon, while historical ho-
mology is based on tree-thinking (G. P. Wagner, 2016), a cladistic, phylogenetic
account of traits. In one case, morphogenesis —as a developmental process—
explains Unity of Type, while in the other case, phylogenesis explains Unity of
Type. The central differences are three: evo-devo homologies are ahistorical, de-
velopmental, and based on the construction of an organism’s structure. Darwinian
and Neo-Darwinian homologies are historical, evolutionary, and determined by the
function of traits.

Evolved by structural motifs... and then function

The second issue, connected with the previous one, is that functionality is always
tied to the structure of the system (cf. Bock and von Wahlert (1965) for a sem-
inal work). This issue is linked with the traditional debates between functional
and structural biological theories. Does function guide the origin of structure or
the other way around? As explained, the structuralist underpinnings of evo-devo
search for the origins of a trait in the very process of morphogenesis (cf. Amundson,
2005, for a clear exposition of Darwinian functionalism vs. evo-devo structuralism).
In doing so, as in the case of spandrels and inherencies, the presence of some traits
is revealed as the result of structural constraints during development; the function
of a trait during selection does not produce new structure, but the origin of organic
structures constraints and allows different functions (Amundson, 1994). Instead
of waiting for an opportunistic random variation that functions properly during
gradual processes of cumulative selection, “most physiological functions appeared
in animal lineages abruptly and essentially ready-made [by the origin of structural
variations and novelties]” (Newman, 2022a, 199). The structure of a trait predates
its functionality: “Inherency [as spandrels] makes generation of form ontologically
prior to its uses” (Newman, 2021, 122).

As expected, this perspective suggests a view of function alternative to the
SETF. Evo-devoists see trait functionality as the result of the structural and or-
ganizational properties of living systems. The main idea at play is that a trait
can exhibit different functionalities as a consequence of its formal properties. The
unit of analysis is not the function, but the organic structure that enables different
functions in different contexts and connections with the rest of the system. For
example, Love (2007) argues that the functionality of a trait must be accounted for
in terms of the activities that a certain structure allows. He thus defines activity-
functions in contrast with use-functions, which provide a valuative dimension for
a particular functionality. Balari and Lorenzo (2010) coined the term functional-
ability to refer to the repertoire of possible functions a trait may have due to its
formal properties. In these cases, the organic structure is prior to proper func-
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tioning. First, in definitional terms: sameness is based on morphological rather
than on evolutionary/functional terms. And second, the usefulness of traits is
a consequence of their formal properties. The challenge to etiological theories is
quite clear. First, etiological functions are based on a functionalist view of trait
characterization. Secondly, etiology neglects the role of inner constraints in the at-
tribution of functions. Finally, etiology does not posit that the activity of a system
is the consequence of its structural properties, but a consequence of evolutionary
histories.

Certainly, in many cases, an evo-devo position is connected with an elimina-
tivist view of teleofunctions (but not always, e.g. Newman (2022a)). From this
viewpoint, there are no functions that traits must perform; there are no proper
functions. There is no normative valuation, nor purposefulness in the activities of
organisms (e.g. Amundson, 2000; Amundson & Lauder, 1994; Balari & Lorenzo,
2010). That is why Cummins’ stance is usually adopted in structuralist views.
As already pointed out, Cummins-functions are not teleological, because they are
defined only on the basis of the activity that a trait performs in the context of
the system. As was defended also by Searle (1995), teleological attributions are
extrinsic, not proper to the system but based on an external observer. Under this
structuralist position, teleofunctions are not part of nature. They might be valu-
able epistemological tools, but the activity of a trait is not connected with any
purpose or norm but just with the formal constraints of the system.

I accept most of this evo-devo insights. I submit that externalist attributions
of functions are misguided. There are two basic sources for externalism: natural
selection and the observer. The first one was already criticized. The second one,
defended by Searle (1995), is a relativism of sorts: the function of a trait would
be different according to the aims of the scientists and the context of inquiry.
I agree that none of these externalist positions allows for a suitable treatment
of teleofunctions. However, if I aim to explain how teleofunctions can find their
place within the DT, and evo-devo is one of the main frameworks within the DT,
then I need to accommodate teleofunctions within the structuralist picture of evo-
devo. In other words, there are functions beyond external stipulation; i.e. there
are intrinsic teleofunctions. I will argue in Part III that a structuralist view can
be reconciled with an intrinsic account of teleofunctions.

5.1.3 Indeterminacy and Natural Selection

Let’s go back to Gould and Lewontin’s idea of spandrel in order to call the attention
to a different problem, presented in Fodor and Piattelli-Palmarini (2010), and
connected to the Content Determinacy Challenges (Fodor, 1990). If all hearts
make noise when they pump blood, pumping blood entails noise-making. It goes
without saying that it is pumping blood what mainly contributes to fitness and
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what makes hearts to be present in nature, not the noise they produce, even
though noise, as a spandrel, may be of some use (for pulse-detection, for instance).
But the issue is not whether we can discern between such co-extensive functions.?
The point is whether natural selection can. Let’s present the situation with our
example of the salt shaker with two kinds of traits: thin and white salt, and thick
and pink salt. The ‘fitter’ trait is the thin and white one because being thin allows
the salt to pass through the holes of the shaker. In this example, the populational
sample is the salt in the shaker and the salt that is white is also thin and vice
versa. Consequently, the properties of thinness and whiteness are co-extensive.
Remember that this example was introduced to present Sober’s distinction between
selected-for effects (thinness) and selected-of effects (whiteness). But the question
is, can natural selection distinguish between co-extensive functions in such a way
that it selects-for one of them while selecting-of the other one?

It is not so difficult to show that it cannot. The main point is that co-extensive
functions cannot be distinguished in selection processes insofar as they do not pro-
vide any variation on fitness. Selection just preserves those traits that contribute
to the organism’s increment of (inclusive) fitness (i.e. leave more offspring). But
it does so without looking at how such a trait maximizes fitness. This is usually
referred to as the blindness of natural selection: natural selection does not take
into account the causal mechanisms that make a trait an important contribution to
fitness maximization, rather natural selection just ‘sees’ whether fitness increases
or not due to having a particular trait. If, as in the example of the salt shaker, the
trait has two ‘functions’, thinness and whiteness, natural selection is not capable
to tell which of them is doing the causal work. It just perpetuates the fitter trait.

Clearly, we can distinguishes between selection-for and selection-of. For in-
stance, we can analyze how being thin makes thin and white salt be selected.
Being thin is a causal factor that contributes to passing through the holes of the
shaker. But, as explained, natural selection is not capable of providing such kind
of analysis. Another strategy is to imagine a counterfactual scenario where there
is thin salt that is not white, such that not being white does not affect the fit-
ness of thin salt. But this is tricky. Counterfactual scenarios are imaginable only
by intentional systems. Intentionality is needed to discern between co-extensive
properties. If it were not so, natural selection would be an intentional mechanism.
This position is not easy to defend, insofar as part of the successfulness of ET rests
on the non-intentional character of natural selection to naturalize intentionality
in cognitive systems. The Darwinian moral was that there is design in nature but
without a designer.

31 use co-extension not in a strict, logical-mathematical way, but just to refer to the connection
between two properties of a trait when the existence of one of them entails the existence of the
other.
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To illustrate my argument, let’s take a look at this lost Platonic dialogue
discovered by Fodor (2008, 133) and set in Table 5.1 on the next page.

In Plato’s so far lost dialog (left), Socrates argues that if content is determined
by intension, we cannot discern co-extensive situations without supposing prior
intentionality. Beyond Plato’s worries, I believe that the dialog can be also useful
in shedding some light on my argument by introducing some minor changes (right).
In my argument, when I use the expression selectionally distinct I am referring
to whether the concept was selected-for or selected-of. The argument runs by
noting that traits are selected from their instances —i.e. by cumulative generations.
However, due to their co-extensiveness, in each instance, we have both C and C*.
So there is no difference between selecting C and C*; therefore, C and C* are
not selectionally distinct: whether C is selected-for and C* selected-of (or vice
versa) is not something natural selection can determine. The moral is that co-
extensive phenomena are not variations; the blindness of natural selection makes
it incapable to see how a trait causally contributes to fitness maximization. In
these co-extension scenarios, the distinction between selection-for and selection-of,
which is central in etiology, cannot be the result of selection processes.

5.2 The Phylogeny Fallacy and Replicator
Biology

5.2.1 The Phylogeny Fallacy

The Phylogeny Fallacy is the conflation of evolutionary explanations with onto-
genetic explanations. Specifically, one commits the Philogeny Fallacy when evo-
lutionary explanations about populational processes are invoked to explain phe-
nomena at the individual, ontogenetic level; that is, phenomena that fall beyond
their explanatory scope. An explicit endorsement of the fallacy, and probably the
first one, could be Ernst Haeckel’s statement that “the theory of descent alone
can explain the developmental history of organisms” (Haeckel, 1866, 7). Another
way to unveil this fallacy is by looking at Mayr’s classification of causes and ex-
planations (cf. Section 2.2.3). In this context, the conflation consists of the use of
ultimate causes to explain proximate causes, of ultimate explanations to deal with
proximate explanations, or to provide why-answers to how-questions.

The Phylogeny Fallacy was thus baptized by Lickliter and Berry (1990). It is
nowadays often denounced by Developmental Systems Theorists (Griffiths, 2002;
Oyama, 2000b; Oyama et al., 2001), Developmental Psychobiologists (Gottlieb,
1997; Michel & Moore, 1995) and Eco-Devoists (Lewontin, 2000). The strongest
criticisms came however from the American ethological school, which put a strong
emphasis on embryological studies of behavioral development. This school chal-
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Fodor’s discovery:

My version:

Q. Do you think that two con-
cepts could be intentionally dis-
tinct but coextensive?

A. Yes, Socrates.

Q. Such that someone might learn
one of the concepts without learn-
ing the other?

A. Yes, Socrates.

Q. And such that the concepts in
question might both be learned
from their instances?

A. Yes, Socrates.

Q. Very well. Now consider the
coextensive but distinct concepts
C and C*. Do you not agree
that, since these concepts are co-
extensive, everything that’s an in-
stance of C is likewise an instance
of C*?

A. Yes, Socrates.

Q. And vice versa?

A. Yes, Socrates.

Q. Now tell me: if everything that
is C is C* and vice versa, what
determines whether it is C or C*
that one learns from one’s experi-
ence?

A. Yes, Socrates.

Q: Do you think that two traits
could be selectionally distinct but
co-extensive?

A: Yes, Socrates.

Q: Such that natural selection
might select one trait without se-
lecting the other?

A: Yes, Socrates.

Q: And such that the trait in
question might be both selected
from their instances?

A: Yes, Socrates.

Q: Very well: Now consider the
coextensive but selectionally dis-
tinct traits C and C*. Do you
not agree that, since these traits
are coextensive, everything that’s
an instance of C is likewise an in-
stance of C*?

A: Yes, Socrates.

Q: And vice versa?

A: Yes, Socrates.

Q: Now tell me: if everything
that C is C* and vice versa, what
determines whether it is C or
C* that natural selection selected
during evolution?

A: Yes, Socrates.

Table 5.1: A lost Platonic dialog discovered by Jerry Fodor in 2008

133
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lenged and criticized the idea of instinct already in the early 20*® century, through
its principal and most eloquent figure, Zing Yang Kuo, who set the scene for
the later work of Theodore Schneirla and Daniel Lehrman (Lehrman, 1953, 1970;
Schneirla, 1966), and, more recently, of the late Gilbert Gottlieb (Gottlieb, 1991,
2007).

The main locus —but not the only one (cf. Section 5.2.3)— of the Phylogeny
Fallacy is Dichotomic Thinking, the principal manifestation of which is made ap-
parent in those dichotomic terms that are typically associated with the nature-
nurture debate, such as innate-learned, inherited-environmental, or biological-
cultural. Different scholars have stressed the unwarranted character of views based
on Dichotomic Thinking and dichotomic categories. I will focus here on the three
main criticisms that have been wielded against it: explanatory vacuity, empirical
inadequacy, and semantic clutter.

Explanatory vacuity

Explanatory vacuity is intimately connected with the Phylogeny Fallacy, a point
already stressed by Kuo in his work and in his attacks on the theory of instinct.
The most popular theory of instinct is the one proposed by Konrad Lorenz, who
distinguished between instinctive behavior and acquired behavior. The distinc-
tion rests on two different sorts of learning processes: evolutionary learning pro-
cesses, and ontogenetic learning processes. In the case of evolutionary learning
processes, natural selection biases behavioral variations toward adaptive traits.
Species ‘learn’ about what behavior is adaptive thanks to natural selection picking
up the behaviors that maximize fitness. The other source concerns ontogenetic
learning. Ontogenetic learning consists of different processes of organismal reg-
ulation involving behavioral feedback coupled with the environment. Moreover,
these two learning processes provide different kinds of information for development:
phylogenetic information and ontogenetic information. The information achieved
through evolutionary process is labeled phylogenetic information while ontogenetic
information arises via ontogenetic learning. The distinction between instinctive
and acquired behavior rests on these dichotomies. Instinctive behavior develops by
maturation through a rigid context-free process based on phylogenetic information
acquired through phylogenetic learning. Acquired behavior, on the other hand, is
context-sensitive to the ontogenetic information that is acquired during ontoge-
netic learning. What is important to note here is that information in development
comes from two different sources: the evolutionary and the ontogenetic ones. This
is the core of Dichotomic Thinking.

Kuo’s view on instinct could be perceived as an anachronism, especially if we
take into account that most of his work was developed well before Lorenz’s the-
ory. However, Kuo attacked the idea of instincts as obtained through a process of
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maturation independent of environmental inputs and accounted for in terms of evo-
lutionary explanations, the view defended later on by Lorenz (and also by Dennett
(1995); Skinner (1953, 1957), for instance). Only later, Daniel Lehrman (Lehrman,
1953), acknowledging Kuo’s influence, was the direct sparring of Lorenz’s theory.
So, what lessons can we derive from Kuo’s critique?

The main lesson is that instinct theories lack in genuine developmental ex-
planations:* “The use of the distinction generates in researchers the false illusion
that certain important empirical questions have already been answered” (Bateson
& Gluckman, 2011, 129). Or, as Oyama (2000b, 159) pointed out, “[i]t feels right,
but it doesn’t explain anything”. A genuine developmental explanation must ex-
plain how traits arise through different ontogenetic stages. This explanatory aim
is achieved by looking at the mechanisms of development; that is, at how parts in-
teract, at how different causes act and guide development, and at the many sources
of information and the complexity of developmental dynamics. Instinct theory, on
the other hand, avoids looking into the mechanism of development (it black-boxes
it). In a nutshell, claiming that a trait develops by phylogenetic information does
not inform about the mechanisms of development. As Kuo eloquently claimed,
instinct theory, and the dichotomic view in general, is a “finished psychology”
(Kuo, 1922, 345). Theories of instinct provide no information about how behav-
ioral traits develop during ontogeny; therefore, “to call an acquired trend of action
an instinct is simply to confess our ignorance of the history of its development”
(Kuo, 1921, 650).

I shall use the phrase Kuo’s Lesson to refer to the conflation of explanations
that gives rise to the Phylogeny Fallacy. Paul Griffiths coined the expression
‘Lehrman’s Dictum’, which boils down to essentially the same idea:

The idea of genetic information [including Lorenz’s phylogenetic infor-
mation], like the idea of innateness, is a Trojan horse that helps to
disguise an evolutionary explanation as a developmental explanation,
and obscures the fact that no actual explanation of development has
been produced. (Griffiths, 2013, 23)

4 Another relevant insight is that many non-obvious resources can play an important role in
development. Sometimes instincts are established from isolation experiments: the result of the
same developmental outcome even in the absence of a particular environmental input. This
stance is mistaken for two reasons. First, isolation experiments deal with a specific and expected
developmental cause, but isolating the organism from a developmental cause is not the same as
isolating the organism from its environment (this is definitively impossible). Secondly, the lack
of a particular environmental input could be accounted for by the plasticity of developmental
processes and their capacity of producing robust outcomes (Bateson & Gluckman, 2011).
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Empirical inadequacy

What information is given about a developmental process when a trait is said to
be innate? This criticism concerns the empirical inadequacy of most attempts to
answer this question. For us, it will be easy to appreciate this point insofar as
most of the proposals are anchored in a MS framework.

A classical answer to the question opening this section is that innate traits are
genetically programmed. From a post-genomic viewpoint, we know why this is
problematic. First, there are no such thing as a genetic code for traits. The GxP
map is contingent upon the environment, as the different norms of reaction set in
Figure 4.1 on page 92 illustrate. Second, and crucially, all traits depend both on
genetic and epigenetic causes. As Mary Jane West-Eberhard once wrote, genes,
without the cellular machinery, “are among the most impotent and useless mate-
rials imaginable” (West-Eberhard, 2003, 93). Genes are central in the production
and reproduction of any cell, as well as in the process of cell differentiation. So us-
ing a genetic parameter for defining innateness overlooks the fact all traits depend
on a myriad of developmental causes.

However, another reading of genetic programming may possible. It could be
understood as stating that genes are a specific kind of cause in development: genes
provide the information needed for developing particular traits. So even if there
are many other resources in development, genes are the only ones that provide
the relevant information for developing innate traits. However, once again, this
view stands in contradistinction with the postulates of post-genomics. In essence,
the central claim of post-genomics is that non-genetic resources are also crucial
sources of information in development. Specifically, understating genetic activity
as a subordinate of the cellular context is not just saying that genes need the
material basis of the cell, but also that the cell provides the specifications about
which outcomes would be produced. So the role of being an informational source of
development is not exhausted at the genetic level. All in all, the genetic parameter
for defining innateness is classically rooted in a misguided view of development
based on the causal powers of genes specifying developmental outcomes. It might
work with the molecular gene, but not with reactive genomics.

Alternatively, one could claim that innate traits depend on inherited systems,
in opposition to ontogenetic information specific to each lifespan. The problems
here are two. First, these proposals usually take inherited information to be ex-
clusively genetic; but, as already noted in Section 4.2.1, inherited information is
not uniquely genetic. So by tying inheritance to genetics, extended inheritance
is ignored, and besides it brings about the aforementioned problem concerning
the genetic definition of innateness: there are no such things as genetic inherited
traits. The second problem is that, even if we assume an extended view of inher-
itance, we would also run into trouble. Nativist talk usually comes together with
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the attempt to separate inherited causes of development from environmental ones,
inner causes form external ones. However, as soon as we realize that exogenous
resources can also be inherited, this enterprise loses much of its sense, because
the dichotomy between inherited and non-inherited terms does not clearly map
into the distinction between inner and external causes of development. A further
problem of defining innateness in terms of extended inheritance will be discussed
in Section 5.2.3 in relation to Shea’s theory of inherited representations.

Another empirically mistaken proposal is to say that a trait is innate if it de-
velops in different environmental contexts, which typically elicits the conclusion
that its developmental trajectory is independent of external resources. This kind
of proposal is usually related to isolation experiments: to isolate the developing
system from a particular environmental resource and see what the outcome is. If
the outcome remains unchanged, then such an environmental resource is irrelevant
in development; if different environmental contexts do not produce variation, we
have an innate trait that does not depend on the environmental context. I think
that there are two problems here. Firstly, as it was already noted by Kuo in his ex-
periments with chick embryos (Kuo, 1932), there might be non-obvious epigenetic
resources that participate in development. As developing organisms cannot be
isolated from their environment, but just of some environmental resources, there
is the possibility of other environmental resources being involved in development.
Secondly, and most importantly, to obtain the same outcome in the absence of an
environmental resource does not necessarily mean that this resource is not playing
a role in development. This is well recognized if we acknowledge the robustness
of outcomes as the result of the plasticity of developmental pathways. A develop-
mental resource may be central in development but, if this resource is not present,
the developing system may nonetheless find an alternative path towards the same
outcome. A robust outcome in front of a changing environmental context does
not entail that the trait is developed ‘from within’, but maybe that the developing
system can compensate for different environmental scenarios.

In general, from the view of an individual’s lifespan, all developmental resources
are in an equal position —an idea labeled as the Parity Thesis by Griffiths and Gray
(1994). This is the reason why the distinctions behind Dichotomic Thinking are
not based on the analysis of developmental processes but on a distinction between
evolutionary and ontogenetic causes. Genuine developmental explanations are
about the mechanisms of development, not about the classification of traits on the
basis of their populational/evolutionary properties.

Semantic clutter

Semantic clutter concerns the difficult task of providing clear and useful definitions
for dichotomic terms. For example, what does innate mean? Well, it depends.
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It depends on the time, the context and a myriad of other factors, as revealed
by the abundant literature on the topic (e.g. Bateson & Mameli, 2007; Griffiths,
2002; Lorenzo & Longa, 2018; Mameli, 2007, 2008; Mameli & Bateson, 2006, 2011,
Wimsatt, 1986). As Wittgenstein (2010) famously defended, the meaning of some
expression is determined by a cluster of interrelated concepts, not by an exact
definition or a definite description. But is innate a cluster concept or it rather
is more like a clutter concept? The critical point is that many of the properties
that are typically associated with innateness are not necessarily observed together
in the living world; that is, sometimes we find one of these properties but not
the others. Some of the options are: being an adaptation, present at birth, being
genetically inherited, being robust or canalized, or being genetically based. The
problem is that these properties do not come in a package. There are many
cases where they appear dissociated. While this does not necessarily mean that
innate is meaningless, it does nonetheless suggest that there does not seem to be
a clear cluster of interrelated concepts that would allow for a scientific account of
innateness. Consequently, why should we appeal to the general property of being
innate when we can refer to each property separately? As Griffiths put it:

If a trait is found in all healthy individuals or is pancultural, then say
so. If it has an adaptive-historical explanation, then say that. If it
is developmentally canalized with respect to some set of inputs or is
generatively entrenched, then say that it is. If the best explanation of
a certain trait differences in a certain population is genetic, then call
this a genetic difference. If you mean that the trait is present early
in development, what could be simpler than to say so? If, finally, you
want to ‘blackbox’ the development of a trait for the purposes of your
current investigation then saying so will prevent your less methodolog-
ically reflective colleagues from supposing that you think the trait is
[...] innate. (Griffiths, 2002, 82)

The moral is that dichotomic categories conform a clutter of properties that
lack a clear definition. And here is where the connection with empirical adequacy is
made explicit: if genes really played the role of orchestrating development, perhaps
a genetic definition of innate trait would work, but the complexity of development
and the many sources of inheritance prevent the clutter from becoming a useful
cluster.

To conclude, let’s note that Dichotomic Thinking would not be safe just by
assuming an interactivist picture based on evolutionary and ontogenetic explana-
tions. Again, there are two kinds of interactivism. Type 1 Interactivism, or the
so-called ‘interactionist consensus’, is the idea that all traits result from the inter-
action of innate —evolutionary— and learned —ontogenetic— resources. Type 1
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Interactivism also promotes a misguided view of development based on two differ-
ent kinds (ultimate and proximate) of developmental causes: “This ‘interactionist
consensus’, however, perpetuates the nature-nurture debate by maintaining its
inherent dichotomy” (Stotz, 2008, 360). Unlike the former, Type 2 Interactivism
is free from the Phylogeny Fallacy and related problems. According to this view,
phenotypic outcomes are the result of the interaction of many developmental re-
sources at the individual level —genetic, cellular, extracellular, and exogenous.
In this kind of interactivism, there is no plurality of explanatory strategies but a
plurality of proximate developmental resources (cf. Oyama, 2000b, for a detailed
criticism of Type 1 Interactivism and a defense of Type 2 Interactivism).

5.2.2 Dichotomic Thinking in etiological teleosemantics

In this chapter I will present two arguments why in my opinion ET endorses the
Phylogeny Fallacy. The first one, to be developed in this section, is an argument
by ostension, where I just pinpoint those places where ET appeals to Dichotomic
Thinking.> Therefore, the strength of my argument is relative to the scope of
my analysis. I will deal with the classic characters of teleosemantics: Millikan,
Papineau, Neander, Shea, and Dretske. The second argument, to be presented in
Section 5.2.3, is independent of any particular proposal in ET; i.e. it is a problem
inherent to ET itself.
Dichotomic Thinking takes two forms in the teleosemantic literature:

1. The explicit use of dichotomies.

2. The distinction between evolutionary and ontogenetic functions.

I already explained why dichotomic categories entail the Phylogeny Fallacy.
As for Item 2 above, the problem lies in appealing to ontogenetic and phyloge-
netic functions to explain representational capacities. The problem is not the
demarcation itself but the idea that they can be joined in the explanation of rep-
resentational capacities. The result of this view is a mix of explanatory strategies
and causal sources. We obtain some representations from evolutionary processes
while others from ontogenetic ones. This is Dichotomic Thinking. Biological, in-
nate, or inherited representations are a consequence of evolutionary (etiological)
functions, whereas cultural, learned, and environmentally-specific representations
are accounted for in terms of ontogenetic functions.

So my argument by ostension essentially boils down to the fact that the liter-
ature on ET typically invokes Item 1 and Item 2. Concerning Item 2, I already

°T took the idea of argument by ostension from Neander (2017b).
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noted in Section 3.3.1 how ET systematically appeals to different sources for func-
tions. So, regarding multiple functions, my argument for ostension refers to that
section.

As for Item 1, the use of dichotomic categories in explaining representational
capacities, there are different periods in the history of teleosemantics in which such
categories have been appealed to. In Table 5.2 on the next page I compiled some
illustrative expressions used in teleosemantics typically associated with dichotomic
thought.®

Moreover, the use dichotomic terms has a direct connection with the appeal
to multiple functions. In other words, Item 1 and Item 2 are interconnected. As
Table 5.3 on the facing page illustrates, Dichotomic Thinking in teleosemantics
results into two groups of interrelated conceptual classifications. On the one hand,
the first is explained in terms of the SETF; here populational explanations in-
volving natural selection are invoked to account for the construction of innate
representations: “In the case of innate representational capacities, the relevant
selection process is neo-Darwinian natural selection, so that the function of a sys-
tem is to do whatever ancestral systems did which caused systems of that type to
be preserved and/or proliferated in the population” (Neander, 2006b, 381). On
the other hand, the second is explained in terms of ontogenetic functions, where
individual-level phenomena involve learning or persistence to construct acquired
representations.

Importantly, the relation between both groups may be characterized as a form
of Type 1 Interactivism. For instance, Millikan claims that “[ijnner states, such as
the perceptual and cognitive states of organisms, can have proper functions that
vary as a function of environmental input to the genetically programmed systems
responsible for producing them. Unlearned behaviors can have proper functions
that are either variant or invariant with respect to environmental input” (Millikan,
2000a, 86). Even more explicitly, Dretske states that “the old nature-nurture
dichotomy is too simple. Behavior is the product of a dynamic interaction between
genetic and environmental influences. The innate and instinctive is inextricably
intertwined with the learned and the acquired” (Dretske, 1988, 31).

This variety of interactivism entails is that both groups causally contribute to
the development of traits, not necessarily one by one, but in relation with each
other: selected functions may be complemented by ontogenetic functions, innate
capacities may be fine-tuned by acquired capacities, innate information interacts
with acquired information to produce complex representations, and inherited ma-
terial is intervened by the environmental context of development. In sum, the

6 Additional examples can be found in Millikan (2006), Millikan (2017, ch. 5), Millikan (2002),
Garson and Papineau (2019), Papineau (2017, 118), Neander (2007, 550, 559, 560), or Dretske
(1988, 47).
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DICHOTOMIC EXPRESSIONS

REFERENCES

Innate perceptual-cognitive mechanisms

Genetically programmed systems

Innate skills, abilities

Millikan (2006, 109)
Millikan (2000a, 86)
Millikan (2000b, 54. 63, 65)

Innate, hard-wired belief-forming abilities Papineau (1984, 557)

Innate capacities

Innate sensory-perceptual systems
Innate information, representations

Innate behavior

Behavior causally explained by the genes inherited Dretske

Genes coding for behaviour
Rigidly programmed behaviour

Neander (2017b, 82, 101)
Neander (2017b, 166)
Neander (1995b, 111-112)
Dretske (1988, 123)
(1988, 92)
Dretske (1988, 123, 125)
Dretske (1988, 125)

Table 5.2: A (non-exhaustive) list of dichotomic expressions found in the literature

on teleosemantics.

POPULATIONAL-LEVEL

SETF

INDIVIDUAL-LEVEL
Ontogenetic functions

Natural Selection
Innate representations,
abilities, capacities

information,

Genetic or cultural inheritance

Non-intentional (Dretske)

Persistence, Learning

Learned representations, information,
abilities, capacities

Environmentally induced

Intentional (Dretske)

Table 5.3: Dichotomic Groups in Teleosemantics. On the populational-level side,
SETF constituted by natural selection processes construct innate representations
based on genetic or cultural inheritance. On the individual-level side, ontogenic
functions based on persistence or learning construct learned representations from
environmental inputs throughout development.
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populational, evolutionary underpinnings of development interact whit the indi-
vidual idiosyncrasies of development. As already explained, Type 1 Interactivism
is problematic. The trouble is not about distinguishing different developmental
causes. Rather, the problem is that dichotomies are grounded in different sorts of
causes (ontogenetic and phylogenetic) and explained by different sorts of processes
(natural selection and learning).

Many of Dretske’s insights will be re-examined in Part I1I. He supported an in-
formational teleosemantics based on individual-level processes. He also attributed
some sort of representational capacities to non-cognitive systems (such as plants)
by noting the importance of signals (or indicators) in plants’ lifespan, for example.
However, as explained, he traced a barrier between intentional and non-intentional
systems. This barrier is based on Dichotomic Thinking: if the representational sys-
tems result from evolutionary processes, then no intentionality is posited; but, if
learning takes place, goal-directedness arises. Like Dretske, I will also argue for an
informational teleosemantics based on individual-level processes, and I will stress
the importance of signals and indicators in development. However, I will need a
different criterion to define the barrier.

As noted, Shea’s view on etiological function is complex and relevant for my
discussion. He defends Dichotomic Thinking but he believes that classical con-
cepts such as innate, instincts, or genes coding for traits are misguided terms.
Rather he supports that his theory of inherited representations is suitable for an-
choring Dichotomic Thinking and accounting for “innateness-related properties”
(Shea, 2012a, 2012b). Moreover, his proposal also rejects many ideas traditionally
associated with the MS by stressing the importance of non-genetic developmental
resources and non-genetic systems of inheritance (Shea, 2007b, 2013). His view
will be discussed in next section.

5.2.3 The Phylogeny Fallacy and Replicator Biology

To complement the argument by ostension, in this subsection I will argue that
ET finds itself in a difficult situation for it being rooted in Replicator Biology.
Such a situation generates a tension between two options: either it endorses the
Phylogeny Fallacy (a misguided explanans) or it abandons its aim of accounting
for the intentional gap (i.e. gives up its central explanandum). 1 will begin by
tracking down first the connection between Replicator Biology and the Phylogeny
Fallacy and, second, the connection between Replicator Biology and ET. Next I
will introduce a central desideratum for any teleosemantic project, the Actuality
Desideratum. Based on these ideas, I will argue that ET needs to change its
explanans or its explanandum. 1 will close with an analysis of Shea’s proposals on
inherited representations and why it is affected by the same flaws.

The link between Replicator Biology and ET was already described in Sec-
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tion 3.2.3. Replicator Biology provides the necessary theory of inheritance for the
MS solution to Kant’s Puzzle on which etiology rests. Etiology has to do with the
adaptive advantage of traits fitness in a population and with how natural selection
operates on these traits during generations thanks to reliable inherited systems.
Replicator Biology provides the necessary connection between what is inherited
and what is selected. Moreover, it does so without looking into the mechanism of
development. Adaptations and etiological functions arise by biasing populations
in an adaptive way. Selection is the external adaptive bias. Inheritance secures
stability and fidelity and, given the assumption of the Weismannian framework, it
is not necessary to understand the causal processes acting between the inherited
units and the selection of phenotypic outcomes. This is enough for evolution, this
is enough for etiology. Individual-level phenomena are explanatorily vacuous.

As for the connection between Replicator Biology and the Phylogeny Fallacy, it
is best appreciated if we take a look at the history of biology. Replicator thinking
and Dichotomic Thinking emerged more or less simultaneously and were grounded
in the same biological framework. This connection is clearly and accurately dug
up by Evelyn Fox Keller in her wonderful The Mirage of a Space between Nature
and Nurture (Keller, 2010).

The core idea is that both kinds of thinking (replicator and dichotomic) de-
tach inheritance from development. Studies about the evolution of populations
do not inform about developmental processes. As Keller notes, this conception
involves two relevant conceptual shifts advanced by the MS: from individuals to
populations, and from trait to trait differences. While the connection between
inheritance and development rests on investigations about how individual pheno-
types are constructed in each generation, the disconnection between inheritance
and development concerns how many traits resemble each other in a population
—which trait differences are preserved and which ones are not. As can be noted,
and Keller argued, these changes promoted an explanatory shift concerning the
questions they answer. While analyzing traits at the individual level answers how-
questions, analyzing trait differences at the populational level answers how-many
questions. The classical problem of Dichotomic Thinking, which I am blaming
ET for endorsing, is to presume that how-many answers are also how answers.
One cannot analyze individual traits by just looking into trait differences within
populations.

The connection between Replicator Thinking and Dichotomic Thinking is that
both avoid getting into the mechanisms of development. Replicator Biology is
not a developmental theory of inheritance and, accordingly, it has nothing to say
about how development unfolds; it just looks at the connection between inherited
units and selected traits. Dichotomic Thinking identifies the role of a resource in
development by looking at the phenotypic differences in a population that it brings



144 CHAPTER 5. DOES ET SOLVE BRENTANO’S PROBLEM?

about. But it does so without actually looking into the causal processes in which
such a resource participates. Both kinds of thinking answer how-many questions,
none of them tackles how-questions.

To appreciate the difficult situation that teleosemantics is facing as a conse-
quence of embracing replicator ideas, it may be helpful to spell out the following
central desideratum for solving the Intentional Gap:”

(AD) Actuality Desideratum
Intentional and teleological accounts must be capable of identifying the ac-
tual, intrinsic differences between a (token) intentional/teleological system
X and a (token) non-intentional /non-teleological system Y.

The idea is quite simple. Given that its naturalization is the main aim of
teleosemantics, let me consider the case of intentionality as the target property of
my analysis, although the argument applies to the case of teleological explanations
as well. We have two different systems, X and Y. X is intentional while Y is not.
Teleosemantics must be able to pinpoint, in naturalistic terms, the differences
between X and Y that make the former intentional and the latter non-intentional.
Which intrinsic properties of X are not present in Y7 We must be able to identify
not only those intrinsic properties of X that make it intentional, but also why
the lack of such properties in Y makes it non-intentional. Why the movement
of planets is not intentional and human behavior is? Which properties exhibit
intentional systems that are not present in the movement of planets? If we are
able to explain the intentional properties of X in naturalistic terms, then we bridge
the Intentional Gap, we explain how intentionality is a real part of nature, and
why intentional explanations are valid.

Can ET solve the Intentional Gap? It is certainly trying hard, but, I suspect,
without much success. According to etiology, what are the differences between X
and Y7 We know that X, an intentional system, possesses a phylogenetic history
guided by natural selection, while Y, a non-intentional system, does not. Saying
this, however, is not enough, because we are not making explicit the intrinsic prop-
erties of X that make it intentional; unless, of course, natural selection is capable
of explaining the intrinsic properties of X. What can we know about the intrinsic
properties of a system just by saying that it is the result of natural selection?
Certainly, not much, insofar as the explanation of this system in terms of natural
selection does not look at how the inputs act on development, nor at the intrin-
sic properties of the outputs that make it being selected. From the evolutionary
perspective of the MS, the black-box of development is also a black-box for those
intrinsic properties of individual systems that the MS avoids explaining. In other

TAs it will be pointed out later, this desideratum also applies to the aim of naturalizing
teleology; i.e. to the closing Teleological Gap.
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words, saying that an intentional system is an evolutionary adaptation does not
add anything to our capacity of discerning between the two systems Y and X in
terms of their intrinsic properties. Intentional systems must have different prop-
erties frm non-intentional ones, but being an adaptation does not pick out any
specific property of the system that is not present in the non-intentional system.

With these remarks, I conclude that ET is facing a dilemma: either it abandons
its explanans or it abandons its explanandum:

1. To abandon the explanans entails abandoning the strategy of rooting inten-
tionality in evolutionary history. The AD demands an analysis of intention-
ality that looks into the intrinsic properties of intentional systems, and the
MS view is unable to get into such intrinsic properties. The explanans of ET
does not fulfill this demand insofar as it is based on a replicator stance.

2. To abandon the explanadum implies that ET is not suitable for its main
explanatory aim: naturalizing intentionality. If etiology still hopes to solve
the Intentional Gap, then it must show that etiological functions can ac-
count for the intrinsic properties of intentional systems. But here is where
the Phylogeny Fallacy enters the scene: to accept that the evolution of the
population can inform the individual/intrinsic properties of systems is tan-
tamount to committing the Phylogeny Fallacy.

In sum, ET must abandon the explanandum to avoid the Phylogeny Fallacy, or
it must abandon its explanans if it hopes to fulfill the AD. The tension I wish to
highlight is between what etiology actually explains and what it claims to explain:
the explanatory strategy of etiology does not match its explanatory aim.

Somehow my reflections are connected to the story of Swampman. Swampman
is a replica of a human being that materializes through the action of a sudden ran-
dom process (e.g. a random collision of atoms). The human being and Swampman
are identical systems, both behaviorally and physiologically. However, Swamp-
man has no evolutionary history; therefore, it has no intentionality. The critical
point is not only that both systems are physiologically identical, but that ET has
no explanatory tools to account for their intentional differences. This is so be-
cause etiology cannot get under the skin of the system and analyze its intrinsic
properties. If we encounter a certain system and we do not know whether it is
intentional or not, etiology can only tell us if it has evolved. However, intention-
ality is a property adjudicated to particular systems (tokens); it is a property of
cognitive systems, not of populations (types). It is ‘right there’, causing and being
caused by regularities. The explanatory inadequacy of ET, due to its populational
and replicator grounds, is tha