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Leading prescrip[ons for addressing the spread of 
fake news, misinforma[on, and other forms of 
epistemically toxic content online target either the 
pla�orm or pla�orm users as a single site for 
interven[on. Neither approach aRends to the 
intense feedback between people, posts, and 
pla�orms. Elsewhere, we provide an account for 
what we believe is a more produc[ve approach 
(Record and Miller, 2022). Here we will specify 
what goes wrong in most approaches, an exercise 
that  is worthy in itself. 

Pla�orm-centered approaches note a duty of 
pla�orms, such as Facebook and TwiRer, to act as 
responsible gatekeepers, to monitor, and to filter 
misinforma[on (e.g., Gillespie 2018). In their 
considera[on of pla�orm du[es, O’Conor & 
Weatherall write: 

Algorithmic responses can help, but more is 
needed: ul[mately, we need human editorial 
discre[on, armies of fact checkers, and ideally, full 
financial and poli[cal independence between the 
groups whose ac[ons are covered by news 
organiza[ons, whose pla�orms are used to 
distribute news broadly, and who are responsible 
for evalua[ng whether claims are true (2019, 184). 

Some hope that the state will coerce pla�orms to 
fulfill this duty. O’Conor & Weatherall add that 
“part of the picture will have to involve regulatory 
bodies in government as well as online sources 
whose en[re purpose is to iden[fy and block 
sources of misinforma[on” (2019, 184). 

We have four objec[ons to this approach. First, 
expec[ng corpora[ons to adopt responsible 
prac[ces or hoping for salva[on by the state is the 
stuff of dystopian fic[on. Giving monopolis[c 
mega-corpora[ons the license to filter content for 
truth is a cure worse than the disease. 
AndMoreover, states do not have a good track 
record regula[ng free flow of poli[cally 

inconvenient informa[on, and they may be even 
less trustworthy than private corpora[ons (Origgi 
2013; Tufekci 2017).  

Second, while pla�orms are already expected to 
filter incitements to violence and pornography, and 
we may arguably also expect them to filter 
ins[tu[onally organized aRempts to spread 
misinforma[on and fake sites that impersonate 
legi[mate sites, it is less clear that we should also 
expect them to epistemically monitor posts that 
individuals make from their private accounts. Such 
posts widely vary in their level of factual accuracy, 
and many are in an epistemic grey area. Monitoring 
epistemically toxic content requires extensive 
inquiry and subtle, contextual judgment, which 
pla�orms appear incapable of doing, bearing in 
mind their abysmal track record at transparently 
monitoring posts for offensive content or in giving 
users proper channels to appeal their decisions 
(Vaccaro et al. 2020; Schwarz 2019).  

Third, making pla�orms epistemic gatekeepers is an 
aRempt to “return” to an imagined past-century 
media environment that never quite existed, in 
which editors and curators alone decided what was 
news. We share a concern about divided aRen[on 
and a lack of common ground, both of which 
impede democra[c decision making, but we do not 
think algorithmic silencing of dissen[ng voices can 
produce legi[mate consensus. 

Finally, such ‘magic bullet’ thinking misunderstands 
the autonomy of pla�orm users to interpret and 
engage with posts and pla�orms. Thinking that if 
only we had a magic ‘truth’ buRon, no one would 
tell lies on the Internet anymore “priori[zes causal 
effects on user ac[vity while disregarding the 
structural influence of problema[c paRerns in 
media messaging and representa[on” (Marwick 
2018, 485). In fact, however, as we stressed, users 
have numerous strategies for reading and sharing 
content to weave it into their preferred narra[ve. 
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Another common approach to misinforma[on is to 
pillory individual users for sharing stories that 
cri[cs find problema[c. As of this wri[ng, media 
scholars have traced much bizarre content-
spreading ac[vity to QAnon and the so-called 
‘Pizzagate’ fiasco, in which a wacky theory that 
Hilary Clinton was running a child slavery ring out 
of a pizza parlour gained circula[on and was well-
enough believed that an armed man assaulted the 
loca[on hoping to free the children. It is some[mes 
suggested that this problem could be solved if 
individuals clicked through, fact-checked, verified 
sources, or otherwise employed the methods of 
media literacy (cf. Priest 2014). 

Calls for media literacy assume that when a 
problema[c post is re-shared, the re-sharers have 
made a mistake – these gullible saps have been 
taken in by tricksters and if they just knew a bit of 
cri[cal thinking they would not make those 
mistakes. This does happen, but individual 
ignorance, generated by simple not knowing, is not 
the best explana[on for the widespread circula[on 
of misinforma[on in this context. Social media 
audiences are far from media illiterate. People 
simply aren’t always so concerned about truth. 
Some Ppeople aren’t looking on social media aren’t 
just looking for what is true. They are also looking 
to share their iden[ty and innumerable other 
things (Marwick 2018; Introne et al. 2018). Thus, 
narrow prescrip[ons like fact-checking will be 
ineffec[ve because they assume people would do 
otherwise if they simply “knew beRer.” 

Fact-checking-based solu[ons underes[mate the 
autonomy of audiences and the diversity of values 
that enter into social media engagements. “Verrit, 
[…] Snopes, Poli[fact, and a host of other fact-
c h e c k i n g s i t e s , r e fl e c t f u n d a m e n t a l 
misunderstandings about how informa[on 
circulates onl ine, what func[on poli[cal 
informa[on plays in social contexts, and how and 
why people change poli[cal opinions” (Marwick 
2018, 475). In par[cular, fact-checking sites assume 
that the audience for a post cares about its veracity 
when they o�en care only about verisimilitude. 
Posts are o�en polysemic, and a skilled audience 
members can bend nearly any messages to fit their 

purposes. The audience may care much more 
about iden[fying themselves with the poster 
through mimicking affect or simply clicking ‘like’ 
than about truth. 

There is another problem with fact checking. 
Epistemically toxic content encompasses more than 
false informa[on. It also consists of misleading 
informa[on, including true informa[on framed 
misleadingly or blown out of propor[on. A viral 
story – true or false – can swamp other news. 
Poli[cians know that it is easy to distract from 
compl icated bad news by drumming up 
conversa[on about minor but easily grasped 
events. A focus on fact-checking lets the liars set 
the agenda for our aRen[on. 

Yet another challenge is that following the rou[nes 
of media literacy is burdensome. Besides liking and 
scrolling, sharing is the easiest opera[on to carry 
out on social media pla�orms. It’s much easier than 
reading or clicking through. Requiring people to 
take on a burdensome task that may be orthogonal 
to their purpose in engaging with a post (see 
above) is not likely to work (Miller and Record 
2017). An excep[on is when a person takes on a 
role, e.g., as a journalist or area expert, where their 
role responsibili[es require them to carry out this 
task regardless of difficulty. Likewise, individuals 
some[mes take on the mission of figh[ng 
misinforma[on on a specific topic of personal 
interest. Notwithstanding, it is hard to see society 
adop[ng fact-check oriented media literacy 
prac[ces as a general duty, especially when 
pla�orm-provisioned opera[ons such as ‘like’ are 
much easier than the alterna[ve. 

Another proposed solu[on is ranking posts or 
people. Linking present treatment to past 
behaviour adds a consequence for bad behaviour 
online. Successful examples of ranking include 
some Reddit communi[es. These typically exist 
inside discrete contexts where there are clear 
community norms. It is unclear how such a system 
could work in a single, undifferen[ated context like 
Facebook or TwiRer. Even with clear criteria, 
applying rules to ambiguous content is hard. Poe’s 
“Law,” which states that it is impossible to 
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to dis[nguish between a true believer and sa[rist, 
points to the difficul[es of  judging intent or affect 
on the Internet is difficult, and, thus, so too is 
establishing blame for a bad outcome. This 
challenge is amplified when there is no stable 
media ideology to help adjudicate disagreements. 
People’s reliability also varies between subject 
areas, so an overall ranking based on an individual 
social media user may not be appropriate. Finally, 
people could exploit ranking and flagging 
mechanisms to bring down posts they don’t like, 
such as poli[cal posts with which they disagree.  

Leading prescrip[ons boil down to the sugges[on 
that we make social media more like tradi[onal 
media, whether by making pla�orms take ac[ve 
roles as gatekeepers, or by exhor[ng individuals to 
behave more like media professionals. Both 
approaches are imprac[cable, but there are two 
further reasons to resist them. First, such reforms 
give up the defining features of social media, 
foremost, its accessibility. Social media provides 
means for marginal voices to find audiences. 
Gatekeepers tend to suppress marginal voices. 
Second, tradi[onal media has not escaped the ills 
of epistemically toxic content, so making social 
media look more like it isn’t guaranteed to fix the 
problems. According to recent research (Benkler et 
al. 2020; Allen et al. 2020), tradi[onal news 
organiza[ons are responsible for the majority of 
discussion and circula[on of misinforma[on. This is 
partly due to their overzealous pursuit of the very 
media literacy prescrip[ons described above, and 
partly due to their desperate engagement with the 
same aRen[on economy as social media. 
Discussing crackpot theories on the nightly news, 
even for debunking them, makes the fringe 
mainstream. 

Malicious misinformants exploit two weaknesses in 
journalism. One is the weakening business model 
and shortening news cycle. There isn’t [me, 
budget, or demand for in-depth repor[ng. 
An[cipa[ng or ‘prebunking’ a coming flood of 

falsehoods is hard. Second is the fundamental tenet 
of journalism: to cover the story. Journalists can 
choose how to cover the story, e.g.: fact-check it or 
feature ‘both sides’ (which itself can be problema[c 
when only one is legi[mate, as in certain maRers of 
exper[se) (Boykoff 2007). But once a story is in 
circula[on, news organiza[ons feel obliged to cover 
it. Misinformants count on this; they aim to create 
viral popularity that launches them into 
mainstream news coverage and thereby shi�s the 
‘Overton window’ on what is appropriate and 
important to discuss. Interested viewers then 
follow the trail back down the rabbithole, o�en 
carefully documented by journalists trying to 
debunk the claims. In an era of informa[on scarcity, 
coverage is a virtue. In an era of aRen[on scarcity, 
coverage becomes a vice. 

We have briefly explored some challenges of 
addressing epistemically toxic content in social 
media, and have argued that leading prescrip[ons, 
focusing on pla�orms or people as isolated sites for 
interven[on, will not work. We would like to 
suggest that a beRer approach would be to make 
changes to both the norms governing individual 
posters and the pla�orm-provisioned opera[ons. 
Ideally, these changes could work in concert to 
address the spread of toxic informa[on online. 
Elsewhere, we expand on this sugges[on (Record 
and Miller, 2022). 
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