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Abstract
When comparing alternative courses of action, modern military decision makers often must consider both the military
effectiveness and the ethical consequences of the available alternatives. The basis, design, calibration, and performance of
a principles-based computational model of ethical considerations in military decision making are reported in this article.
The relative ethical violation (REV) model comparatively evaluates alternative military actions based upon the degree to
which they violate contextually relevant ethical principles. It is based on a set of specific ethical principles deemed by phi-
losophers and ethicists to be relevant to military courses of action. A survey of expert and non-expert human decision
makers regarding the relative ethical violation of alternative actions for a set of specially designed calibration scenarios
was conducted to collect data that was used to calibrate the REV model. Perhaps unsurprisingly, the survey showed that
people, even experts, disagreed greatly amongst themselves regarding the scenarios’ ethical considerations. Despite this
disagreement, two significant results emerged. First, after calibration the REV model performed very well in terms of
replicating the ethical assessments of human experts for the calibration scenarios. The REV model outperformed an ear-
lier model that was based on tangible consequences rather than ethical principles, that earlier model performed compar-
ably to human experts, the experts outperformed human non-experts, and the non-experts outperformed random
selection of actions. All of these performance comparisons were measured quantitatively and confirmed with suitable
statistical tests. Second, although humans tended to value some principles over others, none of the ethical principles
involved—even the principle of not harming civilians—completely overshadowed all of the other principles.
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1. Introduction and motivation

Large-scale force-on-force conflicts are becoming much

less frequent. Modern militaries more often must execute

operations that include asymmetric warfare, counterinsur-

gency, and nation-building, which may involve difficult

ethical issues, e.g., an adversary’s use of non-combatants

as cover. Today a military commander may be faced with

an operational situation in which some action must be

taken and two or more actions are available, but all poten-

tial actions may have negative ethical consequences. Due

to the complex nature of the situations now facing military

decision-makers, a more comprehensive picture—one that

encompasses the ethical implications of military actions—

needs to be developed to facilitate sound decision-making.

Machine ethics, an emerging field, involves developing

‘‘machines’’ (either as tangible hardware or as mathemati-

cal or logical models) with ethics codified as principles,

parameters, and procedures, allowing them to consider the

ethical implications of potential actions. This research
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involves the development of a new mathematical model

specifically applied to military courses of action (COAs).

That model, referred to as the Relative Ethical Violation

(REV) model, is designed to help military decision makers

analyze the types of operations they now must conduct.

To be clear, the REV is not modeling the entire military

decision-making process. A commander chooses a COA

based on several considerations, including military effec-

tiveness, logistical feasibility, and ethical violation. The

REV model is focused only on the ethical concerns that

influence and constrain modern military operations. The

model is intended to support military decision-making by

evaluating the ethical implications of potential COAs.

Although the development and evaluation of the REV

model was influenced and informed by the authors’ earlier

work on a similarly intentioned model known as the

Metric of Evil (MOE), which is summarized in Section 2,

the REV model is based on a completely different per-

spective on military ethics. The earlier MOE model was

focused on the tangible, quantifiable consequences of mili-

tary COAs, whereas the REV model places its focus on

the ethical principles that may be violated by COAs. This

shift in perspective is intended to more adequately capture

the ethical space surrounding a given situation so that, ulti-

mately, the model can facilitate contextually-sensitive

ethical decision-making.

Section 2 of this article presents brief background infor-

mation on machine ethics and related attempts to define,

quantify, and measure ethical harm, and then summarizes

the authors’ earlier work on quantifying the ethical conse-

quences of military courses of action. Section 3 describes

the design of the REV model and the ethical principles it

is based on. Section 4 discusses the scenarios and survey

used to collect the ethical assessments of expert and non-

expert humans for military scenarios. Section 5 explains

the process used to calibrate the REV model and identifies

the statistics used to measure agreement in ethical assess-

ments. Section 6 reports the results of comparing the REV

model’s ethical assessments with those of human experts.

Finally, Section 7 presents the findings of this research

and lists possible future work.

2. Background

This section presents a brief assessment on various

tools and scales that address the ethical domain. First,

the nature of defining ‘‘evil,’’ as well as precedents and

inherent problems with doing so, are discussed. Then, a

brief survey of research on machine ethics, some

specific tools, and lessons learned from this domain are

presented. Finally, the authors’ earlier work on quantifying

the ethical consequences military courses of action is

summarized.

2.1 Defining and measuring ‘‘evil’’ and ethical harm

Psychologists have attempted to understand evil through

scientific quantification and classification. Zimbardo

describes the intent of Milgram’s notorious studies of obe-

dience as ‘‘a paradigm in which it was possible to quantify

‘evil’ by the extremity of buttons pushed on a shock gen-

erator that allegedly delivered shocks to a mild-mannered

confederate who played the role of the pupil or learner

while the subject enacted the teacher role.’’1,2

Baron-Cohen equates evil with a lack of empathy. He

then focuses on clarifying what is meant by empathy as a

means to contrast it with evil.3 His definition requires both

recognizing the other’s thoughts and feelings as well as

responding appropriately. His Empathy Quotient question-

naire classifies individuals in terms of a sliding scale,

divided into levels of empathy ranging from zero empathy

to empathic ‘‘hyperarousal.’’4

Welner’s Depravity Scale has received considerable

attention and support since 2001, but also some skepticism

and criticism.5,6 Welner’s scale uses a mixture of subjec-

tive classifications, such as ‘‘heinous’’ and ‘‘atrocious,’’

and ‘‘grave risk[s]’’ to others, as well as objective classifi-

cations, such as a death to multiple victims, the use of a

weapon, and property damage. Welner attempts to define

subjective terms more precisely, based upon evidence and

public survey, which is important because courts use such

terms in determining appropriate sentencing for crimes.7

Another example is Michael Stone’s 22-level Scale of

Evil, which is loosely based on Dante’s Inferno and ranges

from justified self-defense to ‘‘schemers’’ to ‘‘psycho-

pathic torture-murderers.’’8

Evil is a very abstract phenomenon of a philosophical

and psychological nature. The definitions of evil used in

models such as the Empathy quotient, the Depravity

Scale, the Scale of Evil, and the authors’ earlier MOE

model (explained later), are arguably too specific. Along

with other factors, this led to a reframing of what was

modeled—from evil to ethical violation—in the REV

model.

Like evil, ethics (and thereby ethical violation), is diffi-

cult to define with both specificity and satisfaction.

However, ethics is easier to pinpoint for the purposes of

this research. The term ‘‘ethics’’ is derived from the Greek

term ethos, or character.9 Aristotle’s most influential work

on ethics, Nicomachean Ethics, ultimately states that ethics

is concerned with actions that focus the larger community

on ‘‘the best good,’’ and that, because of its scope, it is ‘‘a

sort of political science.’’9 To him, this ‘‘best good’’ is

essentially happiness or general welfare. Moreover, in

ethics, ‘‘knowledge of [natural] principles provides us

with’’ this ‘‘good to be pursued.’’

This offers two key points on the nature of ethics and

evil. First, ethics is explicitly focused on action. Second, it
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can be decomposed into principles. Thus, while evil and

ethics are both associated with a sense of right intent and

character, ethics is more readily applicable than evil for

evaluating actions in this research.

2.2 Machine ethics approaches

Traditional decision support tools and methods, especially

those rooted in game theory, tend to rely heavily upon

strategy and rational cause-and-effect to determine appro-

priate courses of action. They saw heavy use in military

operations, most notably during World War II and the

Cold War.10 During the Cold War, for example, they drove

the mutual assured destruction (MAD) doctrine, the con-

clusion that the United States and the Soviet Union would

face annihilation if one were to launch a full-scale nuclear

assault on another—which led to nuclear deterrence on

both sides.

The nascent field of machine ethics involves the design

and development of decision support models that facilitate

ethical decision-making. Typically, these models use sets

of rules, attributes, consequences, or principles associated

with potential courses of action to provide suggestions, to

guide the user through the ethical decision-making process,

or to suggest an ethically sound action.

Two general perspectives on the nature of ethics drive

tools based upon machine ethics: the consequentialist

perspective and the principle-based perspective.11

Consequentialist approaches for ethical reasoning are

structured as weighted summations of ethical pleasure or

goodness upon all individual people. Principle-based the-

ories involve the use of universal laws, virtues, and inten-

tions rather than direct consequences. As noted by

McLaren, there is no agreement on which approach is

best.12 Machine ethicists largely deem consequentialist

ethical interpretations as simple to implement but incom-

plete, and principle-based interpretations as a better match

for human intuition but more complicated to implement

and prone to an undesired level of subjectivity.11–13

McLaren’s dilemma has been stated as ‘‘any tool that pro-

vide ethical judgments must necessarily oversimplify its

inputs in order to make ethical principles computationally

tractable; while any tool that avoids oversimplification can

provide ethically relevant information but not judg-

ments.’’14 This implies that striking a prudent balance

between objectivity and subjectivity is necessary for any

tool dealing with the ethical domain.

2.3 Consequences-based evaluation of COAs: the
metric of evil

The REV model, which is the subject of this article, was

inspired by an earlier model known as the Metric of Evil

(MOE), developed by the US Army and the University of

Alabama in Huntsville.15 As with the REV model, the ear-

lier MOE model assessed military COAs from an ethical

perspective and explicitly suggested the ‘‘lesser of two

evils’’ of a pair of actions. True to its name, the MOE

model explicitly attempted to measure ‘‘evil,’’ using

‘‘intentional or anticipatable harm’’ as a working defini-

tion of evil, as inspired by Zimbardo’s own definition.2 Its

measurement of evil was based on quantified tangible con-

sequences resulting from the COAs, weighted by relative

ethical significance. Starting from the assumption that

experts in the subject domain (in this case, military affairs)

and in the ethical domain are the best possible ‘‘objective’’

measure of the potential harm associated with a COA, the

parameters associated with the MOE model were cali-

brated to match these experts’ ethical assessments of the

COAs selected in real, historical military scenarios, such

as the Warsaw Uprising (1944) and the Bay of Pigs inva-

sion (1961). The optimal parameters for the MOE model

produced good agreement between the model and expert

assessments, which suggested potential for the concept

behind the MOE model.15

However, the results of the study also raised significant

questions about the MOE model. When optimized, the

number of civilian casualties far outweighed every other

quantifiable consequence in the MOE’s calculations.

Moreover, the calibration process produced a value for

another model parameter associated with the count of a

consequence such that the presence of a non-zero value

for any given consequence mattered much more than the

number of instances of that consequence. Taken together,

this suggested that the only measure that experts used to

evaluate the ‘‘evil’’ or harm associated with the COA was

whether or not causing civilian casualties was a direct

intent of the COA.

This result may align well with one’s intuition on ethi-

cal matters—that if an action involves the intentional kill-

ing of innocents, then it is considered to be evil, virtually

regardless of any other consequences of the action.

However, the results also suggested that the MOE model’s

approach does not adequately parameterize the full range

of ethical factors that humans actually use in making ethi-

cal assessments.15 The research indicated that the MOE

model could not readily weigh the loss of human life

against the promotion of ideals or principles. This sug-

gested that a different analysis of the ethical principles

applicable to military COAs would be more meaningful

and relevant for evaluating actions. One comment sub-

mitted by a participant in the MOE experiment illuminates

an important component that was missing from the MOE

model:

How many casualties are justified in the promotion or defense

of capitalism, democracy, communism, fundamentalist Islam,

or the power of a warlord?15
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These questions regarding the MOE model suggested that

a new model, one based on a different means of ethical

assessment of COAs, was needed.

3. REV model

This section describes the design and mathematical struc-

ture of the REV model and then describes the process of

selecting the principles the model is based on.

3.1 Model design

Some existing automated ethical reasoning programs, such

as those developed by McLaren,12 use sophisticated artifi-

cial intelligence techniques at their core. However, there

can be significant power in simple modeling approaches,

especially when tied to the psychological realm. In support

of this idea, Dawes found that, in making decisions, people

excel in determining important factors but not in integrat-

ing information.16 She describes simple linear models con-

structed upon just a few key factors, such as a predictive

model of faculty ratings of students based solely upon their

grade point averages and Graduate Record Exam (GRE)

scores,17 that are quite powerful. In fact, Dawes’s studies

have shown that even models whose weights have been

chosen randomly have outperformed human judges, so

long as appropriate inputs are chosen for the model. She

concluded that ‘‘[t]he whole trick is to decide what vari-

ables to look at and then know how to add.’’18

With Dawes’ findings in mind, it is less surprising that

many decision support tools and decision analysis tech-

niques make use of linear models.19 The key differences

between these tools are often in their respective weighting

schemes. Simple linear models can produce significant

results, so long as a proper set of inputs is chosen.

The REV model uses a linear model to perform an ethi-

cal comparison between two COAs. Its internal calcula-

tions consider violations of ethical principles, with

violations of multiple principles considered separately,

and then combined. Formally, given two alternative mili-

tary COAs denoted A and B, the REV model evaluates

their relative ethical violation as the quantity �VAB, calcu-

lated as

�VAB =
Xnp

j= 1
(vBj � vAj)wj ð1Þ

where np is the number of ethical principles considered,

w1,w2, ::: ,wnp
are the relative weights of those princi-

ples, and vAj and vBj are the extent to which COAs A and

B, respectively, violate a given principle j. Essentially, wj

is a measure of how important adherence to a given princi-

ple is to avoiding overall ethical violation, relative to other

principles. The REV model then suggests COA A if the

resulting �VAB is less than 0, COA B if it is greater than

0, and neither otherwise.

The mathematics of the REV model as given by equa-

tion (1) may seem unexpectedly simple, but as Dawes

found, such models can be quite powerful. The power of

the model stems from the proper selection of a set of prin-

ciples relevant to military COAs and in correctly calibrat-

ing the weights of these principles.

3.2 Choosing a set of principles

For the REV model to compare COAs based on their vio-

lation of ethical principles, a suitable set of principles for

it to use must be identified. The specific principles used

by the REV model were extracted from four relevant and

authoritative sources in the literature: Ross’s prima facie

duties, a set of four biomedical ethical principles, the

United States Law of Armed Conflict, and Just War

theory.

Ross’s set of prima facie duties is a general set of ethi-

cal principles that incorporates a broad philosophical per-

spective.20 He enumerates them and describes their context

in detail. He lists seven principles (six explicitly, with one

general principle decomposed into two). These include

fidelity, couched in terms of holding true to a ‘‘promise or

[.] implicit promise;’’ reparation for previous ‘‘wrongful

act[s];’’‘‘duties of gratitude’’ that ‘‘rest on previous [ser-

vices] of other men;’’‘‘duties of justice’’ that are concerned

with ‘‘distribution of pleasure or happiness’’ based upon

individual merit; ‘‘duties of self-improvement,’’ such as

‘‘virtue or of intelligence;’’ and ‘‘non-maleficence [.] as

a duty distinct from that of beneficence.’’

From Ross’s point of view, ‘‘there is nothing arbitrary’’

about these principles, and humanity ‘‘knows [our main

convictions] to be true.’’ He does, however, list his princi-

ples ‘‘without claiming completeness or finality,’’ also rea-

lizing that he ‘‘certainly cannot prove to [readers]’’ that,

for example, to make a promise to another is ‘‘to create a

moral claim.’’ Despite these limitations, this set does cap-

ture and consolidates many ethical principles used in other

contexts, including that of the US military and of vastly

differing schools of philosophical thought.21–23

Another set used for this research encompasses four

principles for biomedical ethics. Originally presented by

Beauchamp and Childress,24 and heavily championed by

Gillon,25,26 the four comprise a notable set of principles in

widespread use in the field. The set is best summarized as

‘‘respect for autonomy, beneficence, non-maleficence, and

justice.’’25 Gillon describes them as ‘‘prima facie princi-

ples’’ in an explicit reference to Ross’s use of the term.

Two of these principles, by nomenclature alone, clearly

overlap with Ross’s set—beneficence and non-malefi-

cence—which Gillon describes as invoking the

Hippocratic moral obligation.25
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Like the military domain, the biomedical domain is one

in which ethics, by necessity, has been considered in depth.

Gillon claims that these four principles can ‘‘explain and

justify, alone or in combination, all the substantive and

universalisable claims of medical ethics and probably of

ethics more generally’’.26 To him, most notable is auton-

omy, or ‘‘self-rule,’’ which Gillon asserts is the ‘‘first

among equals.’’ In essence, this principle requires physi-

cians ‘‘to obtain informed consent from patients before we

do things to try to help them.’’ Ultimately, then, physicians

are in large part bound to the authority of the patient when

administering treatment.

In addition to the above principle sets, certain individ-

ual countries maintain Laws of Armed Conflict (LOAC)

guides,27,28 from which sets of ethical principles directly

related to military conflict can be derived. Many aspects

of specific countries’ LOAC guides generally overlap.

Principles for a third set for comparison and analysis were

extracted from the United States LOAC.27

While the LOAC guide is extensive and detailed, sev-

eral key principles on methods and reasons for warfare are

readily apparent. Most emphatically, the LOAC distin-

guishes between civilian and military persons and assets,

stating that ‘‘[c]ivilians and civilian property may not be

the subject or sole object of a military attack’’ and that

‘‘[o]nly combatants or those directly participating in hosti-

lities may be targeted.’’ It also prohibits ‘‘attack[s] [.]

which would be excessive in relation to the concrete and

direct military,’’ clearly stating that this ‘‘violates the prin-

ciple of proportionality.’’ The LOAC also states that

‘‘[f]orce should be used as a ‘last resort.’’’

In addition, the LOAC states that ‘‘all uses of force

[require] both the necessity and proportionality criteria,’’

and only those of ‘‘legitimate authority (those who rule,

i.e., the sovereign)’’ have the right to make decisions on

military action—just as Gillon claims that a patient, rather

than the physician, has authority over whether or not the

physician is authorized to take action. In addition to these,

the LOAC describes another historically relevant ethical

principle, independent of the above: that there must be a

reasonable ‘‘prospect of victory,’’ or ‘‘[p]robability of

success.’’

Finally, the Just War theory, with its centuries-long his-

tory and a large number of adaptations, is a primary driver

for other sets of principles—including the United States

LOAC.27 The Catholic Church’s teachings of the theory

have been one of the most influential, and its Catechism

captures the Church’s perspective on the matter.29 The

Catechism’s section on ‘‘Safeguarding Peace’’ was seen as

most appropriate for this research. It discusses more

abstract concepts such as anger, hatred, and revenge, but it

also provides concrete principles.

Its most apparent principles are explicitly listed in its

paragraph 2309 as ‘‘the traditional elements [.] in what

is called the ‘just war’ doctrine’’—what it refers to as the

‘‘strict conditions for legitimate defense by military

force.’’ The Catechism declares that other means to estab-

lish peace with an aggressor who has inflicted ‘‘lasting,

grave, and certain’’ damage ‘‘must have been shown to be

impractical or ineffective,’’ that the action must have

‘‘serious prospects of success’’; and that the action ‘‘must

not produce evils and disorders graver than the evil to be

eliminated.’’ That is, an action under consideration must

not cause disproportionate damage, must be absolutely

necessary, and hold a serious probability of success.

Elsewhere, the text explains that ‘‘non-combatants,

wounded soldiers, and prisoners must be respected and

treated humanely’’ and that ‘‘every act of war directed to

the indiscriminate destruction of whole cities or vast areas

with their inhabitants is a crime’’; thus, discriminating

between those who are partaking directly in the conflict is

a necessity, especially when a large number of civilian

lives are at stake.

Ultimately, the Catechism claims that ‘‘[i]njustice,

excessive economic or social inequalities, envy, distrust,

and pride raging among men and nations threaten peace

and cause wars.’’ It further claims that actions taken to

‘‘overcome these disorders’’ are intended to ‘‘build [.] up

peace and avoid [.] war,’’ akin to Aristotle’s claim that

general welfare is an end in and of itself.9 The Catechism

maintains that human reason contributes in ‘‘assert[ing]

the permanent validity of the moral law during armed con-

flict’’; war does not necessitate that ‘‘everything becomes

licit between the warring parties.’’

Table 1 summarizes a clustering of principles present

in these source principle sets. The sets were examined to

identify principles that were equivalent (or at least very

similar) across sets. Each row in the table corresponds to a

principle found in one or more of the principle sets used

as sources. The table also provides the term that each set

uses for every principle—for example, the Catechism’s

Just War doctrine mentions discriminate destruction along

with proportionality, both contributing to its assessment of

the general principle of proportionality. If a principle is

not present in a given set, the corresponding cell in the

table is empty. (It is also worth noting that principle sets

that were not chosen as source sets also contained several

of these same principles.)

Each of the source principle sets listed in the table

header was assigned a selection weight. (These selection

weights were used to select principles for the REV model;

they are not the weights used in the model’s calculations.)

Ross’s prima facie and the set of medical principles are

assigned selection weights of 1 (lower), whereas the

LOAC and Just War principles are assigned selection

weights of 2 (higher); the latter’s ratings are higher

because they specifically involve ethics in the military

domain. Each principle’s score is the sum of the selection
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weights of the source principle sets it appears in. Thus,

principles that appear in more of the source sets, and in

more heavily weighted sets, will have higher selection

scores. The maximum possible score is 6. Principles with

scores greater than half of the maximum score (that is, 4

or greater) were selected for the REV model. In order of

conjectured importance, the ethical principles chosen for

the REV model are the following:

• Civilian non-maleficence (p1). This principle

requires conducting military actions so as avoid

harm—especially intentional harm—to civilians.

This principle is most related to the result of the

earlier MOE research; since, when calibrated, the

MOE model considered intentional harm to civi-

lians as the overwhelmingly dominant ethical

factor.
• Necessity (p2). This principle requires that a mili-

tary action be militarily necessary and that other

attempts for peaceful resolution have not been

fruitful.
• Proportionality (p3). Because the goal of military

action is said to be restore peace with an aggres-

sor29, this principle requires that a military action

not cause damage disproportionately in excess of

that caused by the aggression.
• Prospect of success (p4). This principle requires

that a military action should not inflict harm for a

‘‘lost cause’’, i.e., the action should have a reason-

able chance of succeeding to justify any casualties

and destruction it may cause.

4. Data collection

Calibrating and evaluating the effectiveness of the REV

model required comparing its assessments of ethical viola-

tions to those of human experts for realistic military sce-

narios. This section discusses the scenarios used to

calibrate the REV model and the survey process used to

collect human assessments of those scenarios.

4.1 Calibration scenarios

As a basis for calibrating the REV model, realistic military

scenarios that involved violation of ethical principles were

developed. As discussed earlier, four principles were

selected as inputs to the REV model. Each calibration sce-

nario was designed to contrapose, or force a choice

between, two of the four selected principles, and to neutra-

lize or leave out the other two principles as much as possi-

ble while maintaining scenario realism. Each of a

scenario’s two COAs violated one or the other, but not

both, of the two ethical principles the scenario was

designed for. For example, Scenario 1 has two COAs

designed so that one COA violates principle p1 (civilian

non-maleficence), the other COA violates principle p2

(necessity), and neither COA violates p3 (proportionality)

or p4 (prospect of success) in any significant way. Given

four principles, there are six possible pairs of principles

(order is not significant and the principles were not paired

against themselves); hence six scenarios were developed,

one for each pair of principles.

The six calibration scenarios were notional. The use of

notional scenarios offered flexibility in developing

Table 1. Analysis of ethical principles derived from the literature. Each of the principles found in the source principle sets, their
names or representations of the principle sets, and their score in the selection process are shown.

Principle Principle set and selection weight Score

Prima facie
(weight 1)

Medical
(weight 1)

LOAC
(weight 2)

Just War
(weight 2)

Civilian non-maleficence Non-maleficence Non-maleficence Distinction Discrimination 6
Proportionality Justice Proportionality Proportionality, Discriminate

destruction
5

Necessity Necessity Last resort, Avoiding war,
Response to severe damage

4

Prospect of success Probability of success Serious prospects of success 4
Sole power to
authorize action

Autonomy Proper authority 3

Beneficence Beneficence Beneficence 2
Combatant
non-maleficence

Non-maleficence Non-maleficence 2

Fidelity Fidelity 1
Self-improvement Self-improvement 1
Reparation Reparation 1
Gratitude Gratitude 1
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tradeoffs between ethical principles and reduced the poten-

tial for cultural and affiliatory biases among humans asses-

sing them. Although the scenarios are notional, to

maintain realism they were based on actual historical

events, and to maintain relevance they involve modern

military operations. All of the historical events the scenar-

ios are based on took place during or after World War II,

and two of them were ongoing as of September 2014. The

scenarios are drawn from both conventional and counterin-

surgency warfare, and include land, sea, and air

operations.

For each scenario, a survey participant was provided

with the scenario title, a brief narrative description of the

situation, and statements of two alternative COAs (intern-

ally designated as COA A and B, respectively). The parti-

cipant’s assessment of the two COAs’ relative ethical

violation was elicited via a Likert scale,30 with the choices

ranging from one COA being clearly ethically preferable

through intermediate assessments to the other COA being

clearly ethically preferable. The scenario descriptions also

specify numeric values for the tangible consequences,

such as estimated civilian casualties, of the COAs. These

provide background information for the human survey par-

ticipants and were used later as input to the MOE model,

which requires numerical consequences as input, when the

performance of the MOE model was compared to the

REV model.

Also associated with each scenario, but hidden from the

participants, is an identification of the principle violated by

each of the scenario’s COAs and a measure of intent asso-

ciated with each of its tangible consequences. The REV

model and MOE model respectively use these additional

inputs to perform their assessments. Table 2 summarizes

the six scenarios.

To illustrate the calibration scenarios and demonstrate

how they were designed to force a choice between two

ethical principles, the full text for Scenario 2 ‘‘The border

encroachment’’ follows. The scenario’s ground assault

COA violates the civilian non-maleficence principle (p1)

and the air strike COA violates the proportionality princi-

ple (p3). The Likert scale choices available to the survey

participant are at the end of the example. The country

names in the scenarios are always given as randomly

selected colors when a participant is given the survey.

Scenario 2. The border encroachment

You are a military decision-maker for the nation of Green,

engaged in conflict against Purple.

Green is engaged in an ongoing series of conventional, low-

intensity military skirmishes with Purple over a disputed

province that lies on their shared border. The province is cur-

rently controlled by Green, but the civilian population of the

province is an intermingled mixture of ethnic and religious

groups, some of whom identify with Green and others with

Purple. Throughout the three-year period of these skirmishes,

Purple and Green have each suffered around 2500 combatant

casualties. Both Purple and Green have a small arsenal of

moderate-yield nuclear weapons; so far neither nation has

used them in any conflict, but the resulting threat of nuclear

exchange creates great tension between the two nations,

intensifying the stakes behind this border dispute.

Recently a medium-sized force of Purple combatants unex-

pectedly crossed the border and occupied a village within the

disputed province, quickly overwhelming the small detach-

ment of Green soldiers manning an observation post nearby.

The citizens of the village, which include both Green and

Purple sympathizers, were not allowed to leave the village

and are now essentially prisoners or hostages. During the

Purple attack and occupation one Green historical cultural

site and one facility that provided essential utilities to sur-

rounding civilian population were destroyed.

The Green military leadership has identified two courses of

action that are certain to force Purple to retreat from the vil-

lage and reestablish Green control. You must decide which

course of action to use to recapture the village.

Use a ground assault

A direct ground assault on the village with a large Green

force will drive the Purple combatants out of the village.

However, the fighting within the village will endanger the vil-

lage’s population and risk the destruction of facilities and

buildings. Because Green can achieve quick victory by

deploying an overwhelming force, combatant casualties are

expected to be comparatively light. In the operation, Green

will face 25 combatant casualties, while Purple will face

around 40 military casualties.

The ground assault is estimated to result in consequential

civilian casualties of around 350 Green citizens and around

350 Purple (but not hostile) civilian immigrants to the village.

The operation must also necessarily destroy two Green cul-

tural sites that have been seized by Purple combatants.

Use an air strike

An air strike against a major Purple military base located just

over the border would also force the occupying Purple troops

to retreat from the contested village because their logistical

support comes from that base. However, the Purple base has

extensive air defenses, including radar sites, anti-aircraft

guns, and surface-to-air missiles. Consequently, a successful

Green air strike will require a large strike force and will likely

result in many combatant casualties for the Purple defenders.

Moreover, the destruction of the important Purple base is

likely to be seen by Purple as an intentional and dangerous

escalation of the conflict.

The air strike is expected to cause 5000 combatant casualties,

mostly Purple. It is also expected to damage or destroy 10 his-

torical landmarks and 5 facilities that provide essential utili-

ties to the Purple population located near the military base. In

anticipation of this or other potential Green responses, how-

ever, Purple has evacuated its civilians from the area near the

base and therefore will not suffer any civilian casualties.
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Decision

Given only the information above, is using a ground assault

or using an air strike ethically preferable?

• Using a ground assault is clearly ethically

preferable.
• Using a ground assault is somewhat ethically

preferable.
• Neither action is ethically preferable over the

other.
• Using an air strike is somewhat ethically preferable.
• Using an air strike is clearly ethically preferable.

4.2 Survey process

An online survey was used to collect the participants’

responses to the scenarios. Supporting software was imple-

mented using the PHP scripting language to generate sur-

vey instances for each participant and the MySQL

database system to store participant responses. Survey

instances were stored with a unique identification number

associated with them, but they were never linked to the

identity of a specific participant; the completed surveys

were fully anonymous, with the identities of the partici-

pants unknown even to the experimenters.

Table 2. A summary of the scenarios used in the calibration process, including each scenario’s two COAs and the principle that
each COA violates.

Scenario 1. Intercontinental warfare

Historical basis: US submarine campaign against Japan, World War II, 1945

COA Principle violated by the COA
A. Discontinuing a submarine blockade p1. Civilian non-maleficence
B. Continuing a submarine blockade p2. Necessity

Scenario 2. The border encroachment

Historical basis: India–Pakistan dispute over Kashmir province, ongoing

COA Principle violated by the COA
A. Using a ground assault p1. Civilian non-maleficence
B. Using an air strike p3. Proportionality

Scenario 3. Stabilization

Historical basis: US operations in Afghanistan, ongoing

COA Principle violated by the COA
A. Launching an urban sweep p1. Civilian non-maleficence
B. Continuing rural patrols p4. Prospect of success

Scenario 4. The archipelago

Historical basis: Sinking of the ARA General Belgrano, Falklands War, 1982

COA Principle violated by the COA
A. Sinking an escorting warship p2. Necessity
B. Sinking a transport p3. Proportionality

Scenario 5. Last-ditch offensive

Historical basis: Battle of the Bulge, World War II, 1944–1945

COA Principle violated by the COA
A. Surrendering unconditionally p2. Necessity
B. Launching a counter-offensive p4. Prospect of success

Scenario 6. Merchant ship crew recovery

Historical basis: Seizure of the SS Mayaguez, Southeast Asia, 1975

COA Principle violated by the COA
A. Launching a military recovery operation p3. Proportionality
B. Seizing a ship and negotiating p4. Prospect of success
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When a participant first visited the survey website, he

or she was greeted with an introductory page that provided

information on the project. When the participant pro-

ceeded, the software generated a survey instance for the

participant. This survey instance presented all six scenarios

to the participant. The software randomized several aspects

of the presentation, which mitigated unintended biases.

First, the scenarios themselves were presented in random

order. Secondly, the two potential COAs within each sce-

nario were presented in random order (and the choices in

each decision block followed this same order). Third,

names for countries involved in the scenarios were ran-

domly chosen among a variety of colors; a country may be

named Green, Orange, or Purple, for example, but Blue

and Red were excluded because of potentially biasing con-

notations these colors have acquired through repeated

usage. The mechanism ensured that no country name was

used in more than one scenario, which conveyed the

notion that the scenarios presented to the participant were

intended to be independent from one another.

After the participant chose a response to each scenario,

he or she was prompted to self-classify his or her exper-

tise, encoded as a forced choice between military exper-

tise, humanities expertise, or neither. Descriptions of each

choice were provided, but the explicit terms ‘‘military

expertise’’ and ‘‘humanities expertise’’ were hidden from

the participant. These terms were not used in the descrip-

tions themselves in order to force the participant to use rel-

atively specific criteria to evaluate their expertise. The

ordering of the military and humanities expertise descrip-

tions was also randomized to mitigate bias toward one or

the other (though that of ‘‘non-expertise’’ was always pre-

sented last). Descriptions associated with military exper-

tise, humanities expertise, and non-expertise, respectively,

were provided as follows:

• I have specific training or experience, gained in

military service; or I am an active, retired, military

civilian, government civilian, or reserve component

personnel.
• I hold an advanced degree in philosophy, psychol-

ogy, political science, sociology, history, ethics,

humanities, or a related field; or I hold a position

as a religious leader or another similar position; or

I hold a position as a counselor, social worker, clin-

ical psychologist, or in other related work.
• My expertise/experience is not described by either

of the above.

Once the participant’s scenario assessments and self-

classification were collected, the mechanism recorded the

amount of time that the participant spent on the scenario

assessment page (which excluded the introductory page

and subsequent pages). The website then presented the

participant with the option to either close the website or to

provide additional optional demographic information. The

optimal information included specific education, military

rank (if applicable), gender, and age. Prompts for each

piece of multiple-choice information included ‘‘I don’t

want to specify,’’ and those of free-form information were

left blank by default. This ensured that participants were

able to provide only the information that they wished to.

The online survey mechanism was subjected to a pilot

test that spanned two weeks. This test was intended to

ensure that the website mechanism functioned correctly,

that the scenarios were comprehensible, and that partici-

pants had an appropriate cognitive load—that is, that they

spent neither too little nor too much time in making their

assessments. Overall, the pilot test received 97 responses.

The data collected indicated that the mechanism was cor-

rectly displaying and gathering information. It further sug-

gested that the scenarios provided an adequate cognitive

load, as participants typically spent around 10–15 minutes

assessing the entire collection of scenarios. Participant

responses collected in this pilot were used only to perform

this test; they were not used in the actual experiment.

For the experiment, human participants were recruited

from a variety of sources. Recruitment of non-expert parti-

cipants from local and non-local sources, including from

outside of the United States, was straightforward. To

secure expert assessments, the investigators directly con-

tacted professional and personal colleagues known to have

expertise related to the military and/or humanities. Persons

at nearby Redstone Arsenal and within the University of

Alabama in Huntsville College of Liberal Arts faculty

were also contacted. In additional to inviting them to par-

ticipate in the survey, these experts were requested to for-

ward the survey to other experts—many of them had their

own set of contacts from which to draw more experts. The

search pool was then extended to faculty and contacts at

other universities within the United States, especially those

with strong philosophy departments and organizations or

centers focused on ethics. Many universities outside of the

United States were also contacted. In total, more than

1000 people were directly contacted, with many others

indirectly contacted.

A total of 141 human participants provided responses.

Of those that responded, 78% also provided at least some

optional demographic information. The survey data

showed no relationship between participants’ ages and val-

ued principles. Moreover, 18% of those who provided

some demographic information specified that they have

had combat experience, the average age for those who dis-

closed it was 47 years, 7% of respondents lived outside of

the United States, and the average time for participants to

assess all scenarios was 17 minutes, 34 seconds. Regarding

formal education, 29% reported that they had bachelor’s

degrees, 35% master’s degrees, and 18% doctoral degree,
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with each roughly evenly split between military experts,

humanities experts, and non-experts.

5. Model calibration

This section explains the process used to calibrate the REV

model, i.e., to find the best values for the model’s principle

weights. It defines the different classes of humans and

models compared, details the calibration process, identifies

the statistics used to measure agreement, describes two

additional variants of the REV model that were included in

the comparisons, and reports the principle weights found

during the calibration process.

5.1 Raters

The standard of comparison for the model calibration pro-

cess was the collective assessment of human experts,

drawn from both the military and the humanities, on the

relative ethical violation of the scenarios’ COAs. We base

the quantitative comparison of scenario assessments on the

notion of a rater. A rater is any human, model, or process

that assesses the scenarios for ethical violation. Three

classes of human raters were used to calibrate and evaluate

the REV model: military experts, humanities experts, and

non-experts. Military experts (51 human raters) and huma-

nities experts (35 human raters) provided the standard for

comparison when assessing the performance of the mod-

els. Raters with military expertise were categorized as

experts because they have specific training and experience

in military decision making, including COA selection.

Raters with expertise in humanities were categorized as

experts because their training and experience in critical

thinking and comparative analysis would allow them to

make informed, well-considered, and supportable ethical

decisions from a perspective that was not military.

Military experts, even if asked to select a COA from an

ethical perspective only, may in some cases be uninten-

tionally influenced by their estimates of the COAs’ mili-

tary effectiveness. Non-experts (55 raters) were included

for comparison with the expert human raters.

A class of computer generated random raters (1000

raters), that simply selected one of the five responses ran-

domly, were included to provide a minimal performance

threshold. The models would have to outperform random

raters in terms of agreement with the experts to be consid-

ered to have any utility at all.

The calibrated REV model and recalibrated MOE

model were each a class with one rater. Moreover, two

additional variants of the REV model, differing only in the

principle weights used by the model, were defined and

treated as rater classes; these will be explained later.

Each rater belonged to exactly one of these eight base

classes. In addition to these base classes, two composite

classes of raters were considered: all experts and all

humans. The class of all experts included both military

experts and humanities experts (51 + 35 = 86 raters),

and the class of all humans includes both classes of expert

humans as well as non-expert humans (51 + 35 + 55 =

141 raters).

5.2 Model calibration process

Essentially, the REV model was calibrated by iteratively

setting values for the principle weights w1, w2, w3, w4 and

comparing the model’s assessments of the scenarios’

COAs using those weights to the assessments of the expert

raters. (A more precise statement of the procedure used

for each iteration will follow after some preparatory expla-

nation.) The goal of the overall calibration process was to

find values for the weights that would gave the best possi-

ble agreement of the REV model with the expert raters.

The MOE model was also calibrated so that the REV

model and MOE model approaches could be compared

directly.

During the calibration process, numeric measures of

agreement between individual raters and classes of raters

were used. The numeric agreement between any two indi-

vidual raters was calculated from the number of scenario

assessments for which the two raters agreed and disagreed.

Two raters’ assessments of a particular scenario were said

to agree if they both considered the same COA to be ethi-

cally preferable to the alternative COA, regardless of

whether it was somewhat or clearly ethically preferable, or

if they both found that neither COA was ethically prefer-

able. For example, if for a given scenario raters R1 and R2

both assessed COA A to be ‘‘clearly ethically preferable,’’

then the were considered to agree, whereas if R1 assessed

COA A as ‘‘clearly ethically preferable’’ and R2 assessed

COA B as ‘‘somewhat ethically preferable,’’ then they

were considered to disagree. For any given pair of raters,

each of the first rater’s six scenario assessments was com-

pared to the assessment of the same scenario made by the

other rater.

The agreement between two classes of raters was deter-

mined by comparing every rater in the first class to every

rater in the other class in the manner just described. The

agreement between two rater classes was quantified and

normalized for different rater class sizes using a statistical

measure of agreement, Goodman and Kruskal’s �, which

will be explained in the next section.

In each iteration of the calibration process, the agree-

ment of each class of raters with the expert raters was

measured. A simple approach to measuring the rater

classes’ agreement with the experts would have been to

compare each of the other classes with the class of all

experts. However, the authors wanted to measure agree-

ment among the experts as well. To accomplish that, in
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each calibration iteration the class of all experts was ran-

domly partitioned into two subsets of equal size. One of

the two subsets of the class of all experts was treated as

the comparison set, against whom the other classes’ agree-

ment was measured; that subset was called the ‘‘standard’’

raters. The other subset of the class of all experts was

treated as simply another class of raters to be compared to

the standard raters; that subset of the experts was included

in the ‘‘contestant’’ classes of raters, along with all of the

other rater classes (non-experts, random, the REV model

and its two variants, and MOE model). The partitioning of

the expert raters into standard and contestant raters made

it possible to measure the agreement of the expert raters

with other expert raters, and introduced the possibility of

finding that expert raters did not agree well among them-

selves. To ensure a single specific random partition of the

experts into standard and contestant raters did not unduly

influence the agreement measures, the random partitioning

of the class of all experts into contestants and standards

and the calculation of the agreement measures between

each of the contestant classes and the standards was

repeated at least 300 times for each calibration iteration,

i.e., for each set of REV model principle weights tested.

The calibration procedure was implemented in software

(specifically PHP), which simplified the execution of mul-

tiple iterations and allowed automatic access to the col-

lected survey data. Each iteration of the calibration process

used the following procedure:

1. Generate a set of REV model weights. (How this

was done will be described later.)

2. Execute the REV model and its two variants to

generate scenario assessments.

3. Execute the MOE model to generate scenario

assessments.

4. Generate random scenario assessments for each of

the random raters.

5. Repeat either 300 or 1000 times:

5.1 Randomly partition the class of all experts

into two equal size subsets, denoted standard

raters and contestant raters. The standard

raters will serve as the standard for compari-

son for all other raters.

5.2 Add the raters in all of the other rater classes

(non-experts, random, REV model and its

two variants, and the MOE model) to the set

of experts selected as contestant raters.

5.3 Repeat once for each contestant rater:

5.3.1. Compare the scenario assessments of

the contestant rater to those of each

of the standard raters for each of the

six scenarios, counting the number of

times the contestant rater agrees or

disagrees with each of the standard

raters on a scenario.

5.3.2. From those counts, calculate and save

a numeric value quantifying the con-

testant rater’s agreement with the

class of standard raters.

6. For each of the six classes of contestant raters, cal-

culate the mean of the agreement values found in

step 5.3.2 for each member of that class.

The calibration process proceeded in two phases. In the

first phase, the parameter space of the principle weights

was methodically searched. The calibration procedure was

executed for every possible combination of the five values

0.00, 0.25, 0.50, 0.75, and 1.00 for each of the four princi-

ple weights w1, w2, w3, and w4. During those 54 = 625

iterations, the partitioning of the class of all experts in step

5.1 was repeated 300 times per iteration. The best set of

principle weights found in the first phase was then brought

into the second phase. In the second phase, a Monte Carlo

process was used to randomly generate small variations of

the best principle weights, and each of those variations was

used for an iteration of the calibration procedure. During

the second phase, the partitioning of the class of all experts

was repeated 1000 times per iteration.

In total, approximately 100 iterations of the calibration

procedure were executed in the second phase. The calibra-

tion iterations were terminated when an effective set of

REV model weights had been found and the incremental

improvements to the REV model’s agreement with the

experts, from one iteration to the next, were less than 10− 4.

5.3 Agreement statistics

A statistical measure of agreement, Goodman and

Kruskal’s � statistic,31 was used to measure the agreement

between classes of raters. Other statistics sometimes used

for similar applications include Pearson’s t, Krippendorf’s

a, and Kendall’s t series (which is not related to Pearson’s

t).32 Goodman and Kruskal’s � statistic is suitable when

the data is ordinal, not nominal, which was the case in this

analysis; e.g., while ‘‘clearly ethically preferable’’ in a

scenario’s Likert responses is certainly more preferable

than ‘‘somewhat ethically preferable’’, it cannot be

assumed to be two (or any other constant) times as prefer-

able. In general, the � statistic is calculated as:

�= C � D

C +D
ð2Þ

where C is the number of concordant pairs (in this case

the number of agreements between two raters on a sce-

nario) and D the number of discordant pairs (in this case

the number of disagreements between two raters on a sce-

nario). The possible values of � range from − 1 to 1, with
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positive values indicating agreement, negative values indi-

cating disagreement, and values near 0 indicating about as

much agreement as disagreement.

To compare the performance of the rater classes, it

would have been ideal to measure the cumulative agree-

ment of the individual raters in each contestant class with

the individual standard raters for all possible partitions of

all experts into standard and contestant raters. However,

there are C(86, 43) G 6.64 × 1024 possible partitions,

and thus calculating agreement for all possible partitions is

infeasible. Instead, the authors measured the agreement of

the raters in each rater class with a randomly generated

subset of the partitions, and then performed pairwise com-

parisons of the agreement for the rater classes using a con-

ventional statistical hypothesis test. To explain this in

more detail, we introduce some notation:

R A rater class; R1 and R2 denote any two different

rater classes.

r An individual rater.

i A single partition of the class of All expert raters into

standards and contestants.

Cr,i Concordant pairs for individual rater r with all

standard raters for partition i.

Dr,i Discordant pairs for individual rater r with all stan-

dard raters for partition i.

�r,i Agreement of individual rater r with all standard

raters for partition i.

�R,i Agreement of all raters in class R with all standard

raters for partition i.
��R Mean agreement of all raters in class R with all stan-

dard raters for all partitions in sample.

In step 5.3 of the calibration procedure, a �r,i value was

calculated for each contestant rater from the total number

of agreements (concordant pairs, C) and disagreements

(discordant pairs, D) a contestant rater had with all of the

standard raters for each of the six scenarios. Comparing a

single rater as a contestant to all of the standard raters for

all six scenarios for one partitioning of the expert raters

into standards and contestants will be referred to as a single

observation. In other words, one observation is one execu-

tion of step 5.3 in the calibration process for one rater in

the class. One �r,i value is computed for each observation.

The agreement of a single rater with all standard raters

for partition i would be calculated using

�r, i = Cr, i � Dr, ið Þ= Cr, i +Dr, ið Þ ð3Þ

and the agreement of all raters in class R with all standard

raters for partition i with

�R, i =
X
r ∈R

Cr, i �
X
r∈R

Dr, i

 !, X
r ∈R

Cr, i +
X
r ∈R

Dr, i

 !
ð4Þ

Intuitively, ��R, i.e., the mean agreement of all raters in

class R with all standard raters for all 1000 partitions in the

sample, would be calculated as:

��R = 1

1, 000X1, 000

i= 1

X
r ∈R

Cr, i �
X
r ∈R

Dr, i

 !, X
r∈R

Cr, i +
X
r ∈R

Dr, i

 !

ð5Þ

where the term inside the summation is the equation for

�R,i.

However, as described in the calibration procedure in

the previous section, ��R for rater class R over the 1000 par-

titions was instead calculated as:

��R = 1

1, 000 · Rj j
X1, 000

i= 1

X
r∈R

Cr, i � Dr, ið Þ= Cr, i +Dr, ið Þ ð6Þ

where the term inside the summation is the equation for

�r,i.

In the general case, the quotient of two summations is

not equal to the summation of the corresponding quotients,

and thus equations (5) and (6) cannot generally be assumed

to be equal. However, in this particular case there is an

additional constraint: Cr,i + Dr,i has the same constant

value (number of scenarios ã number of standard raters)

for every rater r in a class R. Given that constraint it is easy

to show that equations (5) and (6) are algebraically

equivalent.

The ��R values calculated for each rater class measured

the degree to which the raters of that class agreed with the

expert raters. Given any two classes of raters R1 and R2

and their mean agreement values ��1 and ��2, the larger of
��1 and ��2 indicates the class with better agreement with

the expert raters. To determine if the calculated differences

in the ��R values for the different rater classes were statisti-

cally significant, pairwise comparisons of the ��R values

for the rater classes using a conventional statistical hypoth-

esis test were performed. In statistical terms, the popula-

tions for each test were the mean agreements of the raters

in the two classes with the experts for all possible parti-

tions, and the samples were the agreements of the raters in

the two classes with the experts for the 1000 randomly

generated partitions. Differences in the ��R values for two

rater classes were tested for statistical significance using a

conventional one-tailed hypothesis test for the difference

of two means. Let m1 and m2 denote the unknown popula-

tion means that would result from averaging the individual

�R,i values for the raters in two rater classes R1 and R2 for

all possible partitions of the expert raters into standard and

contestant raters. ��1 and ��2 are the sample means calcu-

lated for classes R1 and R2 for the randomly generated
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partitions, which are estimates of population means m1 and

m2. The one-tailed hypothesis test has this form:

H0: m1 = m2, i.e., the agreement of rater class R1 with

the class of all experts = the agreement of rater class

R2 with the class of all experts

H1: m1 > m2, i.e., the agreement of rater class R1 with

the class of all experts > the agreement of rater class

R2 with the class of all experts

Because population standard deviations s1 and s2 were

not known, they were estimated using the sample standard

deviations s1 and s2, and the Student t distribution was used

for the hypothesis test.33 The sizes of the two samples were

the same, n1 = n2 = 1000. The test statistic t was calcu-

lated as

t=
��1 � ��2ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

s2
1

n1
+ s2

2

n2

q ð7Þ

For any two rater classes R1 and R2, if the P-value asso-

ciated with this statistic is less than the level of signifi-

cance a = 0.05, then H0 was rejected, and it was

concluded that R1 statistically significantly outperformed

R2. Satterthwaite’s formula was used to estimate the

degrees of freedom when calculating the P-values.

5.4 Variants of the REV model

The calibration procedure found specific values for the

REV model’s principle weights w1, w2, w3, w4 that pro-

duced the best agreement with the experts; the REV model

with those weights may be considered the ‘‘calibrated’’

variant of the REV model. Two secondary variants of the

REV model, which differ from the calibrated variant only

in the values for the weights, were also devised and used

to test other interesting ideas.

The ‘‘dominant p1’’ variant of the REV model made p1

the only principle considered by the model by setting

w1 = 1 and w2 = w3 = w4 = 0. Recall that principle p1 is

civilian non-maleficence and that the earlier MOE research

suggested that intentional civilian harm overshadowed all

other tangible factors in assessing ethical harm. Thus this

REV model variant is the REV analog to the MOE model.

The rating of this REV model variant would provide

another perspective on the question of whether experts

(and humans in general) weigh direct civilian harm over

all factors—including intangible principles.

The ‘‘all weights equal’’ variant of the REV model had

all weights set to the same value—w1 = w2 = w3 = w4 =

1. This variant tests an assumption implicitly made by

several other ethical decision support tools and implied by

many sets of ethical codes found in the literature—that all

principles are to be considered equally.

5.5 Calibrated model weights

The calibration process for the REV model found that the

following weights allowed it to best match the experts:

• For Civilian non-maleficence (p1), w1 = 1.00
• For Necessity (p2), w2 = 0.65
• For Proportionality (p3), w3 = 0.25
• For Prospect of success (p4), w4 = 0.00

Note that although the Law of Armed Conflict and Just

War sources for the principles used in the REV model con-

sidered the Prospect of success principle to be important,

its weight in the calibrated REV model is 0.00. This means

that in order to best match the experts, the REV model

treated violations of the Prospect of success principle as

always less important relative to the other ethical princi-

ples considered in the model.

The MOE model was recalibrated to the rater data col-

lected in this experiment. Details of the MOE model’s cali-

bration are omitted (since the model’s full formulation is

not given here), but a brief overview is provided. In terms

of tangible consequences, civilian casualties accounted for

51% of the MOE model’s valuation of a COA. This was

followed by friendly utilities facilities destroyed at around

40% and all other consequences accounting for the remain-

der. Also of note is that this recalibrated MOE model

regarded an actor’s intention as much less important than

the previous version did.

6. Results

This section reports the results of the calibration process,

including discussions of the calibrated REV and MOE

models, as well as how these models and all other rater

classes fared when compared to the experts.

Table 3 shows the results of the iteration of the calibra-

tion procedure with the best performing set of REV model

principle weights. As described earlier, this iteration of the

procedure included 1000 partitions of the expert raters into

standard and contestant raters and a comparison of the

raters in each of the contestant classes to the standard

raters for each partition. Each row of the table corresponds

to one class of raters; the six base classes and the two

composite classes of raters are included in the table. The

first column identifies the rater class and the second col-

umn reports the number of raters in the class. The third

column reports the total number of observations made for

raters of that class. The fourth column contains the ��R val-

ues, which are the sample means of the �R,i values for all

the observations involving raters in the class; the ��R
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values quantify the overall agreement of a class of raters

with the class of expert raters over 1000 partitions. The

fifth column reports the sample standard deviation for the
��R values for the class. Finally, the last column reports the

P-value for the statistical hypothesis test comparing each

class’s agreement with that of the class below it. Note that

three rows in the table do not have P-values. The all

experts class and the all humans classes were not included

in the class-to-class hypothesis test comparisons because

they are composite classes that include raters from the

base classes, and thus do not constitute independent sam-

ples as required by the hypothesis test. The P-value

reported for military experts is for comparing that class to

non-experts, the next base class in the table. The last row

in the table, for the REV all weights equal class, has no P-

value because there is no class below it to compare to.

Recalling that larger values of ��R indicate better agree-

ment, the rater classes in the table are listed from top to

bottom in descending order of performance. The table

shows that the calibrated REV model outperformed all

other classes of raters in the degree with which its assess-

ments agreed with all expert raters, including all expert

raters themselves. The recalibrated MOE model’s perfor-

mance is next but is substantially worse than the calibrated

REV model. Its ��R value is numerically slightly better

than all experts, but the difference is not statistically sig-

nificant (the P-value for comparing the two classes agree-

ment values for equality is > 0.05). All experts, in turn,

outperform non-experts, and non-experts outperform ran-

dom raters. For a = 0.05, the P-values in Table 3 indicate

that the differences in agreement between each class and

the next one was statistically significant in all but two

cases, MOE recalibrated compared to military experts and

non-experts compared to humanities experts.

As can be seen in Table 3, all of the rater classes’��R

values are less than 0, a value that indicates more disagree-

ment (discordant pairs) than agreement (concordant pairs).

However, even the all experts class itself has a ��R value

less than 0, which is evidence of the degree to which the

experts disagreed among themselves. With so much dis-

agreement among all experts, the rater class with whom

the other classes are compared, it is numerically difficult

for any other rater class to achieve a ��R value above 0. The

calibrated REV model has the best ��R value, that value is

very close to 0, and it outperforms the next best rater class

by a statistically significant margin, suggesting that the

calibrated REV model does a usefully good job of model-

ing the experts’ ethical preferences.

7. Findings and future work

Overall, a model that replicates a principles-based assess-

ment by human experts of the relative ethical violation of

two military courses of action was successfully developed

and calibrated. The REV model, although very simple

mathematically (a linear weighted sum of inputs) turned

out to be rather accurate, its effectiveness deriving from

the proper choices of principles and weights. This section

discusses the findings of this research and potential future

extensions of it.

7.1.1 Findings of this research. The primary finding of this

research is that a quantitative model is able to replicate

ethical tradeoffs made by military and humanities experts,

agreeing with expert raters more than any other class of

raters. This finding is similar to and congruent with the

primary finding of the research behind the earlier MOE

model: that the overall concept is viable and practical.15

The secondary findings of this research contrast with

those of the earlier MOE work. Most importantly, this

work indicates that harm to civilians is not an overwhel-

mingly dominant factor in realistic military scenarios,

which are laden with context and may require deciding

between two potentially controversial actions. In addition,

human raters expressed much less consensus in this experi-

ment than in the original MOE research. However, this

Table 3. Results from the calibration process, with classes of raters ordered by descending ��R (mean agreement of the class with
all experts).

Class of raters Raters in class Observations ��R s P-value w.r.t. next base class

REV calibrated 1 1000 − 0.0650 0.0515 < 0.001
MOE recalibrated 1 1000 − 0.2442 0.0381 0.1699
Military experts 51 25,525 − 0.2455 0.1012 < 0.001
All experts 86 41,000 − 0.2515 0.1253 n.a.
All humans 141 98,000 − 0.2557 0.1332 n.a.
Non-experts 55 55,000 − 0.2589 0.1390 0.1414
Humanities experts 35 17,475 − 0.2603 0.1534 < 0.001
Random 1000 1,000,000 − 0.2727 0.1035 < 0.001
REV dominant p1 1 1000 − 0.3783 0.0409 < 0.001
REV all weights equal 1 1000 − 0.6438 0.0485 n.a.
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may be a consequence of the nature of the carefully con-

structed ethical dilemmas that the human raters faced in

the calibration scenarios. In the end, the sheer difficulty in

evaluating these dilemmas was what extracted clear ten-

dencies on how raters make ethical tradeoffs when a

dilemma presses them—when ‘‘push comes to shove.’’

Despite the apparent lack of consensus on the part of

human raters, patterns were discernible in their assess-

ments, suggesting trends behind how raters weighed prin-

ciples in their minds as they assessed the ethical dilemmas

presented to them. For these raters, while civilian non-

maleficence is an important factor, military necessity and

maintaining only proportional harm also contributed to

various degrees to raters’ assessments. The REV model’s

calibrated weights arguably represent an abstract encoding

of these considerations in the minds of the human raters.

The REV model itself is limited to simulating the deci-

sions of human raters (by way of making similar assess-

ments), and no claim is made that it models the human

raters’ actual thought processes in any way. However, rater

comments did provide some insight into those thought pro-

cesses. Many raters, regardless of their expertise, explicitly

stated that they make decisions by evaluating principles or

making other difficult tradeoffs. A humanitarian perspec-

tive is not limited to humanities experts, nor are military

experts the only people to incorporate military goals in

their thinking. Viewing difficult situations from multiple

perspectives provides a more holistic picture. This ulti-

mately leads raters to assess a situation using the whole of

their background and knowledge, then to make a choice,

which itself hints at the ethical tradeoffs they make. One

rater stated that he/she ‘‘struggled with balancing ethics

with experiences/opinions,’’ which, according to the rater,

caused ‘‘a general central tendency’’ in the answers pro-

vided. Rater comments reinforce the idea that they make

tradeoffs between ‘‘morals, values, ethics, and principles,’’

allowed ‘‘values [to] dictate [their] response[s],’’ and

vying for actions that would promote ‘‘a just war.’’

7.1.2 Future work. The concept that underlies the REV

model is clearly viable. The earlier MOE model, first con-

ceived as thought experiment, was enhanced through fur-

ther research, and that further research guided the

development of the REV model. This research toward a

better understanding of ethical decision modeling can be

continued, whether by refining the REV model itself or by

using that underlying concept to develop another ethical

decision support model.

One rater comment indicated that he/she could ‘‘often’’

identify ‘‘much better options (i.e., COAs)’’ than those

presented with the scenario. An enhanced set of scenarios,

perhaps with more than two potential COAs—or even with

COAs that could be constructed from the ground up by the

rater—could provide a deeper exploration of the ethical

trade space. Interviews with subject matter experts or vet-

erans could help identify additional viable COAs. In addi-

tion, the ethical trade space could itself be expanded. The

set of ethical principles used in this research was chosen

from those referenced most often in a few key sources.

Further research could incorporate more principles that are

relevant to military decision analysis but were not used in

this experiment. The REV could be tested in a different

domain, using a principle set and scenarios appropriate for

that domain. Some audiences have specifically suggested

that the concept could be useful for law and medicine—

two fields that, like the military, face pressing ethical con-

cerns with significant effects.

As noted earlier, the Prospect of success principle (p4)

seemed to be relatively irrelevant to the experts surveyed,

despite its inclusion in the sources from which the princi-

ples were drawn. Explaining this, and perhaps replacing

Prospect of success in the REV model with another princi-

ple that would have a non-zero weight, is a matter of future

work.

Moreover, the current formulation of the REV model

assumes that the weighting, or importance, of each princi-

ple is independent of the situation at hand. However, from

a philosophical standpoint, this assumption may be ques-

tioned; for example, self-defense may be more important

than justice in one situation but not in another. Scenario-

specific weights may improve the performance of the

model. Exploring this issue is possibly one of the most

important philosophically, in that it gets to the core of

what the model is about, but defining a comprehensive set

of scenario classes and defining principle weights for each

class is likely to be very difficult.

The technical effectiveness of the model is not the only

concern. Because the model addresses ethical issues, it has

the potential to be misused, e.g., by manipulating the

weights to justify a questionable COA. The authors are

well aware of this danger, and have addressed it from a

philosophical perspective in related work.14 More research

needs to be done in this area in order to solidify the proper

scope of the model.
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