
To Have Seen or Not to Have Seen: A Look at Rensink, O’Regan, and Clark 
(1997) 
 
Ronald A. Rensink 
Departments of Psychology and Computer Science, University of British Columbia 
 
 
 
Abstract 
 
Rensink, O’Regan, and Clark drew attention to the phenomenon of change blindness, in which 
even large changes can be difficult to notice if made during the appearance of motion transients 
elsewhere in the image. This article provides a sketch of the events that inspired that article as 
well as its subsequent impact on psychological science and on society at large. 
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To Have Seen or Not to Have Seen: A Look at Rensink, O’Regan, and Clark (1997) 
 
 
 
Vancouver, Canada, spring of 1992.  I had just finished my PhD and was preparing to move to 

the Vision Sciences Lab at Harvard to start my postdoctoral work with Patrick Cavanagh. A 

month before I left, a notice appeared announcing a conference—Vancouver Studies in 

Cognitive Science—which focused on interdisciplinary perspectives on visual perception.1 

Because I was interested in vision and was trying to develop such perspectives (going from a 

PhD in computer science to a postdoc in psychology), I thought such a conference might be 

interesting. “Interesting” turned out to be an underestimate. 

 

Amid the prominent scientists and philosophers presenting at the conference was an unknown: 

John Grimes, a student of George McConkie at the University of Illinois at Urbana-Champaign. 

The McConkie group had been investigating the mechanisms underlying reading and, as part of 

their studies, had previously shown that a change in text case (e.g., from upper to lower case) 

during a saccade went largely unnoticed (e.g., McConkie & Zola, 1979). Although interesting, 

these results were thought to pertain only to reading. However, Grimes showed a similar failure 

to notice large changes in images of real-world scenes (see Grimes, 1996). The audience—

myself included—was stunned: How could such a failure be reconciled with the belief that our 

visual system lets us see everything that happens in front of our eyes? 

 

I moved this question to the back of my mind and began my postdoctoral work. However, the 

failure to see changes made during saccades continued to haunt me. Eventually, an opportunity 

to investigate this phenomenon appeared. As I was finishing my postdoctoral research, Ken 

Nakayama and Whitman Richards approached me about a position at Cambridge Basic Research 

(CBR), a new laboratory in Cambridge, Massachusetts. CBR was funded by the Nissan Motor 

Company, with the goal of carrying out scientific research into issues relevant to automobile 

driving. One of the biggest causes of driving accidents was “driver looked but failed to see,” a 

poorly understood phenomenon in which drivers would collide with pedestrians and cars— 

and sometimes even trains!—directly in front of them, even when visibility was good. It seemed 

to me that this phenomenon might have some connection with the effect found by Grimes and 



McConkie. So, when Ken and Whitman asked what problem I wanted to work on, I had an 

immediate answer. 

 

The question now was how to investigate this phenomenon. Our lab could not afford the type of 

equipment used by Grimes and McConkie, which involved cameras running at 1000 Hz and 

computer systems that could change the contents at a particular location in the image the moment 

the eyes fixated on it.2 Instead, I tried to develop a technique that would capture at least some of 

the effect using much simpler equipment.  As part of this, I considered the situation from the 

point of view of the retina: an original image, followed by an image with considerable motion 

blur (because of the saccade), followed by the altered image, followed by another blurred image, 

and so on. It seemed to me that this situation might be approximated by showing an original 

image for a few hundred milliseconds, followed by a brief blank (essentially, an extreme case of 

blur), followed by the altered image, and then another blank. As to the dependent measure, I had 

done many studies in visual search, which typically used response time. It seemed like a good 

idea here as well—this quantity could be measured simply by cycling the image sequence until 

the observer reported the change. This approach was the origin of what would later be called the 

flicker paradigm. 
 

I had hoped that the flicker paradigm would replicate part of the effect found by Grimes and 

McConkie; I recall hoping for a lag of a second or so until the change was seen. Because a 

change is easy to spot if you already know where it is, I could not try the technique out on 

myself. So, after creating a prototype, I asked one of my CBR colleagues to look at the flickering 

sequence and tell me when he saw the change. He looked. And looked. And looked. At that 

point, the hairs on the back of my neck began to rise.  The paradigm seemed to have captured 

most—if not all—of the effect found by Grimes and McConkie: changes could be difficult to 

notice, even when fairly large (Figure 1).3 The effect was therefore not limited to changes made 

during eye movements but involved mechanisms involving visual perception more generally. 

 



 
 
Figure 1. Example of a change in a scene. Here, the position of the background railing changes between 
images, which alternate every 640 ms. Despite this change being easy to see (once pointed out), observers 
take, on average, more than 10 s (16 alternations of the image) to notice it. Adapted from Rensink, 
O’Regan, and Clark (1997). 
 

 

As to what these mechanisms might be, three observations were key: (a) When the brief blanks 

were omitted, changes became easy to see, presumably because the mechanism was drawn to the 

motion transients caused by the “blinking” of the changing items; (b) a considerable speedup 

could also occur via high-level control (e.g., based on interest); and (c) the long times often 

needed to see change suggested that the mechanism was severely limited in capacity. Together, 

these observations strongly suggested that the mechanism was visual attention. Once that had 

been worked out, the only remaining thing was to settle on a name for the effect. After trying out 

several candidate names on local researchers and students, a clear winner emerged: induced 

change blindness, later shortened to just change blindness. 

 

Within a few weeks, I had an initial draft of a manuscript ready, with the assistance of two 

visiting researchers at CBR, Kevin O’Regan and Jim Clark. We thought the reviewers would 

love it. They did not.4 However, the editor of Psychological Science at the time, John Kihlstrom, 

thought that change blindness was a valuable contribution, and his opinion prevailed. The article 

then made its way out into the world. 

 



Impact 

 

The finding that changes in scenes become difficult to see when made during an image flicker 

had a considerable impact on two sets of issues: (a) how visual attention relates to conscious 

visual perception, and (b) the nature of scene perception. With regard to the first issue, the article 

proposed that focused attention is needed to see change; more precisely, to consciously perceive 

an item as changing, focused attention must be allocated to its representation (a visual object) at 

the moment the change is made. With regard to the second issue, the limited capacity of visual 

attention indicated that—contrary to our impressions as observers—not all aspects of a scene in 

front of a viewer are perceived simultaneously even under normal viewing conditions and that 

the construction of a scene representation was therefore more about the coordination of various 

processes than it was about the simple accumulation of information. 

 

The implications were wide-ranging. For example, the proposal that attention is needed to see 

change meant that change blindness could occur whenever attention was prevented from being 

drawn to the location of the change. This proposal explained why changes could be difficult to 

see when made during a movie cut or when briefly occluded, as was found in work by Dan 

Simons and Dan Levin around that time (Simons, 1996; Simons & Levin, 1998). It also 

explained how change blindness could be induced in other ways too, such as making the change 

during a sudden translation of the image or during an eyeblink (see Rensink, 2002). Using 

simplified displays, researchers found that only about four items—or groups of items—could be 

seen to change at a time (Luck & Vogel, 1997; Rensink, 2000b), an estimate consistent with 

earlier work on change detection (e.g., French, 1953; Phillips, 1974). In addition, variants of 

these techniques eventually yielded considerable insight into the nature of iconic and visual 

short-term (or working) memory (e.g., Brady, Konkle, & Alvarez, 2011; Rensink, 2014; Sligte, 

Scholte, & Lamme, 2008). The proposal that attention is needed to consciously see change also 

had clear connections with the topic of consciousness. Among other things, it connected with 

work being done around that time by Arien Mack and Irv Rock (1998) on inattentional blindness, 

the failure to see an item when attention is deflected away from it. Later developments included 

the discovery of the ability to “sense” a change, even when the observer had no conscious picture 



of it (Rensink, 2004),5 and the proposal of different kinds—or, at least, grades—of conscious 

visual experience, each involving a different kind of attentional process (Rensink, 2015). 

More generally, the phenomenon of change blindness (along with inattentional blindness) helped 

inspire a wave of studies on the relation between attention and conscious awareness, a topic that 

remains an active area of work in both psychology and philosophy (e.g., Cohen, Dennett, & 

Kanwisher, 2016; van Boxtel, Tsuchiya, & Koch, 2010). 

 

Meanwhile, the finding that severe limits exist on what can be perceived about a scene at any 

moment connected four areas of research—visual attention, visual memory, eye movements, and 

scene perception—that had been investigated separately. One outcome was an ability to 

determine what an observer found interesting in a scene: If an item had no unusual visual 

structure (no unique colors, say), the time needed to see it change would indicate how quickly it 

drew attention on the basis of high-level factors, such as how interesting the observer considered 

it to be. This ability proved useful for the study of things such as expertise (Werner & Thies, 

2000) and addiction (Jones, Jones, Smith, & Copley, 2003). A related development was the 

proposal that visual perception involved not one but two pathways: In addition to a selective, 

attentional stream was a nonselective, nonattentional stream that computed scene layout and gist, 

with these estimates guiding attention so that it arrived at the right item at the right time 

(Rensink, 2000a). This “just-in-time” system provided early support for the work on scene gist 

that was just emerging (e.g., Oliva & Torralba, 2001); indeed, it may have helped spark a 

renewed interest in the perception of scenes more generally,6 setting the stage for further studies 

that showed scene perception to be a dynamic process that begins with a rapid global analysis, 

followed by the recognition of individual objects (e.g., Malcolm, Groen, & Baker, 2016; Oliva, 

2013). This new view of scene perception in turn had practical implications. Under normal 

conditions, a just-in-time system could represent virtually everything in one’s field of view. 

However, if attention were diverted—say, by cell phone use while driving—an observer could 

miss important objects and events. Our improved knowledge of these matters lets us understand 

not only how situations of this type might occur but also how to reduce them, via more effective 

interfaces for such things as automobiles, airplanes, and computers (e.g., Rensink, 2011; Ware, 

2013). 

 



Missteps 

 

Nothing in life is perfect, and Rensink, O’Regan, and Clark (1997) is no exception: As with 

anything new, it takes a while to get completely clear on all the issues involved. For the most 

part, I think that the suggestions we put forward in the article have largely stood the test of time. 

However, there are a few things I would have done differently. The first involves the notion of a 

dense7 spatiotopic buffer to accumulate the contents of individual eye fixations. Such a buffer 

was widely believed at the time to form the basis of the stable “picture” of the world we 

experience. However, some eye-movement researchers had begun to argue against the existence 

of such a buffer, and we suggested that the finding of change blindness supported their position. 

However, as pointed out by researchers such as Scott-Brown, Baker, and Orbach (2000), 

although the existence of change blindness does show that our ability to represent the dynamic 

aspects of a scene is limited (at least for the processes underlying conscious perception), it does 

not say much about limits on our ability to represent static structure. We should have simply 

stated that change blindness could be explained without requiring such a buffer and left it at 

that.8  

 

A second misstep involved the notion of sparse representation. We had proposed that a scene 

could be represented by a relatively small set of structures entered by attention into visual short-

term memory. We had also suggested that the (dense) contents of each eye fixation were briefly 

held in a simple form of visual memory that could be overwritten by the contents of subsequent 

fixations. However, we did not discuss this latter representation further. This decision was in line 

with a common convention at the time in which object representation, say, was concerned only 

with high-level structure (e.g., the general shape of the object) and not low-level “stuff” (e.g., the 

distribution of textures or colors within it).9 However, not all readers followed this convention, 

and some took our failure to further mention dense representation as meaning that we did not 

believe that dense representations existed in visual perception. This was not so: We had simply 

not considered these to be part of scene perception proper. Our take on this issue should have 

been made clearer. A few years later, I put forward a more detailed proposal that stated explicitly 

that low-level representations were dense and—in the absence of attention—volatile, being 

overwritten or dissipating within a few hundred milliseconds (Rensink, 2000a). However, by 



then, the damage had been done. The mistaken notion that we had proposed that visual 

perception involved only sparse representations persisted far longer than it should have. 

 

A related misunderstanding involved the erroneous belief that we had argued against the 

existence of long-term memory in visual perception. In the interests of simplicity, we had left 

connections to visual long-term memory an open issue, apart from an suggestion that it had to 

involve “relatively sparse” representations.  Again, a few years later, I showed that the existence 

of a long-term memory in scene perception was compatible with the existence of change 

blindness (Rensink, 2000a). However, it took a while for all relevant parties to become aware of 

this compatibility. 

 

Final Thoughts 

 

Over the years, the phenomenon of change blindness has appeared in numerous science exhibits, 

shows on popular science, and textbooks (e.g., Wolfe, 2014). I had originally considered it 

simply as a tool—a powerful one, to be sure, but still just a tool—to investigate perception; its 

general appeal came as something of a surprise. In hindsight, I think three factors played a role in 

its popularity. First, it was simple and could be demonstrated using standard video setups. 

Second, there was an element of fun: After the viewer searched the flickering image for a short 

while, the changing item would suddenly jump into their conscious experience.  Third, this 

sudden appearance was highly surprising for anyone who believed (as most did at the time) that 

their visual system always let them see everything that happened in front of them. 

 

These factors may also help explain the fate of earlier studies on failures of conscious perception. 

Although such studies had received considerable attention at the time they appeared (e.g., 

Hochberg, 1968, 1978; Neisser,1976), they were not taken further. Why was this? Part of the 

reason may have been that they often used a “one-shot” paradigm, which measured the 

probability of an observer detecting a change in a single transition between two images (see 

Rensink, 2002). Although in many respects equivalent to the flicker paradigm (in which the 

images kept cycling), it did not include the sudden appearance of the change when the stimulus 



was finally attended, thereby losing much of the visceral impact. In addition, the special 

experimental setups typically used in those studies (e.g., eye tracking, superimposed images) 

may have suggested that their results were not relevant for visual perception under more normal 

conditions. 

 

However, there may have been another factor that was even more important. The 1970s and 

1980s saw the emergence and eventual dominance of a wave of vision research that focused on 

the rigorous treatment of the lowest levels of visual processing. Most researchers of the time may 

therefore have simply set aside issues of high-level structure for a later day. If so, the  

appearance of Rensink et al. (1997) and related works in the mid-1990s may have been the first 

signs of that day finally dawning. 
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Notes 
 
1. The presentations at this conference appeared in Akins (1996). 

2. This is likely why the original work of Grimes and McConkie was not followed up 
immediately. 

3. Demonstrations of this effect can be found at various websites (e.g., 
http://www.gocognitive.net/demo/change-blindness). 

4. Curiously, the reviewers disagreed as to why: Some thought that any failure based on 
attentional limits was obvious; others thought that the effect was impossible—an observer would 
always notice any change that was sufficiently large. 
5. Skepticism was initially expressed about the possibility of a different mechanism for sensing 
(Simons, Navarez, & Boot, 2005). However, the results of later work (e.g., Ball & Busch, 2015; 
Galpin, Underwood, & Chapman, 2008) have tended to support the original proposal. 

6. There had already been some interest in the nature of scene representation around that time 
(e.g., Boyce & Pollatsek, 1992;O’Regan, 1992). However, the scale of this interest increased 
considerably in the subsequent decade. 



7. A dense representation has no significant gaps in its coverage; it contains at least some 
fraction of the information (in bits) in the incoming light. A sparse representation, in contrast, 
does have such gaps and contains just a small number of bits. 
8. Indeed, most current theories of vision avoid any mention of such a buffer. Like the 
luminiferous ether in physics, it is difficult to find direct evidence against its existence. And like 
the ether, it simply is not needed. 

9. This convention may have arisen in part from a fear that incorporating low levels into theories 
about objects or scenes would have been tantamount to a complete theory of visual perception. A 
similar separation existed in theories of low-level vision, where elements underlying texture or 
visual search, for example, were proposed with little regard as to how they might be incorporated 
into objects or scenes. 
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