
Coherence, Probability and Explanation 
 
William Roche* and Michael Schippers† 
* Department of Philosophy, Texas Christian University, Fort Worth, TX, United States, 
e-mail: w.roche@tcu.edu 
† Department of Philosophy, University of Oldenburg, Oldenburg, Germany, e-mail: 
mi.schippers@uni-oldenburg.de 
 
ABSTRACT: Recently there have been several attempts in formal epistemology to deve-
lop an adequate probabilistic measure of coherence. There is much to recommend proba-
bilistic measures of coherence. They are quantitative and render formally precise a notion 
– coherence – notorious for its elusiveness. Further, some of them do very well, intuitive-
ly, on a variety of test cases. Siebel, however, argues that there can be no adequate prob-
abilistic measure of coherence. Take some set of propositions 𝑨, some probabilistic 
measure of coherence, and a probability distribution such that all the probabilities on 
which 𝑨’s degree of coherence depends (according to the measure in question) are de-
fined. Then, the argument goes, the degree to which 𝑨 is coherent depends solely on the 
details of the distribution in question and not at all on the explanatory relations, if any, 
standing between the propositions in 𝑨. This is problematic, the argument continues, be-
cause, first, explanation matters for coherence, and, second, explanation cannot be ade-
quately captured solely in terms of probability. We argue that Siebel’s argument falls 
short. 
 
 
 
Recently there have been several attempts in formal epistemology to develop an adequate 
probabilistic measure of coherence.1 The basic idea behind this approach is that the de-
gree to which a set of propositions 𝑨 is coherent – the degree to which the propositions in 
𝑨 “mutually support each other” or “hang together” – is a function of various probabili-
ties involving the propositions in 𝑨. A brief illustration is in order. Suppose 𝑨 consists of 
propositions A1 and A2, and take some probabilistic confirmation measure c.2 Then, on 

	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
1 See e.g. Douven and Meijs (2007), Fitelson (2003), Meijs (2006), Olsson (2002), Roche 
(2013), Schupbach (2011), and Shogenji (1999). 
2 For discussion of, and references regarding, the main probabilistic confirmation 
measures in the literature, see Crupi et al. (2007), Eells and Fitelson (2002), and Festa 
(1999). 
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one approach to developing a probabilistic measure of coherence, the degree to which 𝑨 
is coherent, 𝐶𝑂𝐻!(𝑨), is given by: 
 

𝐶𝑂𝐻!(𝑨) = 1/2 ⋅ [𝑐(𝐴!,𝐴!)+ 𝑐(𝐴!,𝐴!)]. 
 
𝐶𝑂𝐻!(𝑨) is the (straight) average of (i) the degree to which A1 is supported by A2 and (ii) 
the degree to which A2 is supported by A1, where support – as measured by c – is a func-
tion of various probabilities involving A1 and A2.3 There is much to recommend probabil-
istic measures of coherence. They are quantitative and render formally precise a notion – 
coherence – notorious for its elusiveness.4 Further, some of them do very well, intuitive-
ly, on a variety of test cases.5 Siebel (2005, 2011), however, argues that there can be no 
adequate probabilistic measure of coherence.6 Take some set of propositions 𝑨, some 
probabilistic coherence measure, and a probability distribution such that all the probabili-
ties on which 𝑨’s degree of coherence depends (according to the measure in question) are 
defined. Then, the argument goes, the degree to which 𝑨 is coherent depends solely on 
the details of the distribution in question and not at all on the explanatory relations, if 
any, standing between the propositions in 𝑨. This is problematic, the argument continues, 
because, first, explanation matters for coherence, and, second, explanation cannot be ade-
quately captured solely in terms of probability. We aim to show that Siebel’s argument 
falls short. 

	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
3 See Douven and Meijs (2007) for details on how to generalize from the case where 𝑨 
consists of two propositions to the case where 𝑨 consists of n propositions. 
4 Swain’s complaint (about BonJour 1985) in the following passage is typical: 
 

One of the most disappointing features of BonJour’s book is the lack of detail provid-
ed in connection with the central notion of coherence. No effort is made at defining 
this concept. Instead, we are given several rather vaguely formulated conditions 
which loosely characterize coherence. (1989, p. 116) 

 
BonJour himself later notes that “the precise nature of coherence remains a largely un-
solved problem” (1999, p. 124). 
5 See the references given in note 1. See also Koscholke (unpublished). 
6 The version of the argument given in Siebel (2011) is identical in all essential respects 
to the version given in Siebel (2005: 356−358). All subsequent references to Siebel are to 
Siebel (2011). 
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First, consider the thesis that explanation cannot be adequately captured solely in 
terms of probability. Siebel contends that explanation is hyperintensional whereas proba-
bility is merely intensional. He writes: 
 

The short version of this proof [i.e., proof to the effect that explanation cannot be ad-
equately captured solely in terms of probability] is that ‘explanation’ is a hyperinten-
sional notion whereas ‘probability’ is merely intensional. This is to say, whereas logi-
cally equivalent propositions do not always have the same explanatory force, they 
have to be treated as equal with respect to their probability. (pp. 264-265) 

 
Siebel gives a barometer case to illustrate. Let “D”, “𝐻!”, and “𝐻!” be understood as fol-
lows: 
 

D My barometer falls; 
𝐻! My barometer is exposed to a drop in atmospheric pressure; and if a barometer 

is exposed to a drop in atmospheric pressure, it falls; 
𝐻! My barometer falls; and my barometer is exposed to a drop in atmospheric pres-

sure, or my barometer does not fall; and if a barometer is exposed to a drop in 
atmospheric pressure, it falls. 

 
𝐻! and 𝐻! are logically equivalent to each other, hence, as probability is merely inten-
sional, 𝐻! and 𝐻! are identical in their “probability profiles”, i.e. a probability involving 
one of them equals the corresponding probability involving the other. But, whereas 𝐻! 
explains D, 𝐻! does not, since D is an essential conjunct of 𝐻!; the second and third con-
juncts of 𝐻! do not entail, together or separately, that the barometer in question is ex-
posed to a drop in atmospheric pressure, and thus do not entail, together or separately, D. 

We grant for the sake of argument that explanation is hyperintensional whereas prob-
ability is merely intensional, and that this is illustrated by Siebel’s barometer case. Our 
view is that, even granting all this, it does not follow that there can be no adequate proba-
bilistic measure of coherence. 

Siebel disagrees. He writes: 
 

If probabilistic accounts cannot cope with explanation, they will hardly be able to 
deal with coherence because, as BonJour (1985) and many others have pointed out, 
coherence is a function of explanation. Among other things, explanatory relations be-
tween the elements of a system increase its coherence. […] That is, in order to gain 
control over coherence with purely probabilistic means, it is required that explanation 
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be captured solely in terms of probability. Since the latter is impossible, there is also 
no hope for the former. (p. 266, emphasis Siebel’s) 

 
The charge is that probabilistic measures of coherence run afoul of theses such as: 
 

(1) If 𝐻! explains D, whereas 𝐻! does not, then, ceteris paribus, 𝐻!,𝐷  is more 
coherent than 𝐻!,𝐷 .7 

 
Take a case, such as Siebel’s barometer case, where 𝐻! and 𝐻! are logically equivalent to 
each other, but 𝐻! explains 𝐷 whereas 𝐻! does not. Since 𝐻! and 𝐻! are logically equiva-
lent to each other, 𝐻!,𝐷  and 𝐻!,𝐷  are identical in probability profile (i.e. any proba-
bility involving the propositions in the one set equals the corresponding probability in-
volving the propositions in the other set). Any probabilistic measure of coherence, the 
argument goes, thus implies – contra (1) – that 𝐻!,𝐷  and 𝐻!,𝐷  are equal in coher-
ence. 

That, then, is Siebel’s argument against probabilistic measures of coherence. The 
question now is whether Siebel’s argument succeeds. 

(1) perhaps has some initial plausibility (though this depends on how the ceteris pari-
bus clause is understood). But when it is realized (or assumed) that explanation is hyper-
intensional whereas probability is merely intensional, things are quite different: (1) is 
highly suspect. Consider a case where 𝐻! and 𝐻! are logically equivalent to each other, 
and yet 𝐻! explains 𝐷 whereas 𝐻! does not. Suppose, as in Siebel’s barometer case, 𝐻! 
entails 𝐷 and so confers on 𝐷 a probability of 1. Then, as 𝐻! and 𝐻! are logically equiva-
lent to each other and thus have the same probability profile, 𝐻! too confers on 𝐷 a prob-
ability of 1. 𝐻! fails to explain 𝐷, but what matters for coherence, it seems, is simply the 
fact that each of 𝐻! and 𝐻! confers on 𝐷 a probability of 1. In other words, given that 
each of 𝐻! and 𝐻! confers on 𝐷 a probability of 1, it matters not at all for coherence – for 
mutual support or hanging together – that 𝐷 is explained by 𝐻! but not by 𝐻!.8 

	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
7 Strictly speaking, Siebel appeals to a slightly different thesis: If 𝐻! explains 𝐷! and 𝐷!, 
whereas 𝐻! explains only 𝐷!, then, ceteris paribus, 𝐻!,𝐷!,𝐷!  is more coherent than 
𝐻!,𝐷!,𝐷! . But Siebel (personal communication) does accept (1) and does hold that 

probabilistic measures of coherence run afoul of (1). What we say about (1) can be said 
mutatis mutandis about the slightly different thesis just mentioned. We focus on (1), and 
not on the slightly different thesis, in part because (1) is the simpler of the two theses. 
8 The same is true in cases where 𝐻! and 𝐻! confer on 𝐷 a probability less than 1 (assum-
ing there can be cases of this sort). 
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What seems correct, more generally, is this: the probabilistic facts in a given case 
“screen off” the explanatory facts from the coherence facts, in that given the probabilistic 
facts, the explanatory facts have no impact on the coherence facts. This thesis is “the 
Screening-Off Thesis”. Our view is that (1) is implausible insofar as it runs counter to the 
Screening-Off Thesis. 

It should be noted that the Screening-Off Thesis allows that the explanatory facts play 
a role in determining the coherence facts by playing a role in determining the probabilis-
tic facts. If, though, the Screening-Off Thesis is correct, it follows that when, if at all, the 
explanatory facts have an impact on the coherence facts, they do so only indirectly 
through their role in determining the probabilistic facts.9 

It might be argued, contra the Screening-Off Thesis, that (in the case where 𝐻! and 
𝐻! are logically equivalent to each other, and yet 𝐻! explains and entails 𝐷 whereas 𝐻! 
merely entails D) 𝐻! stands in two coherence-increasing relations to 𝐷 (an entailment 
relation and an explanatory relation) whereas 𝐻! stands in just one (an entailment rela-
tion), and that 𝐻!,𝐷  is therefore greater in coherence than 𝐻!,𝐷 . Perhaps it is correct 
that 𝐻! stands in two coherence-increasing relations to 𝐷 whereas 𝐻! stands in just one. It 
does not follow, however, that 𝐻!,𝐷  is greater in coherence than 𝐻!,𝐷 . The one rela-
tion (the entailment relation), it seems, renders irrelevant for coherence the other relation 
(the explanatory relation) so that the latter relation confers no advantage on 𝐻!,𝐷  over 
𝐻!,𝐷 . 

Siebel, at any rate, provides no argument against the Screening-Off Thesis. Nor does 
BonJour (1985) or anyone else (as far as we are aware).10 Consider, for instance, the fol-
lowing passage from BonJour (1985): 
 

As I have already suggested by mentioning the ideal of unified science, the coherence 
of a system of beliefs is enhanced by the presence of explanatory relations among its 
members. 

Indeed, if we accept something like the familiar Hempelian account of explana-
tion, this claim is to some extent a corollary of what has already been said. According 
to that account, particular facts are explained by appeal to other facts and general 
laws from which a statement of the explanandum fact may be deductively or proba-
bilistically inferred; and lower-level laws and theories are explained in an analogous 
fashion by showing them to be deducible from more general laws and theories. Thus 

	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
9 It should also be noted that the Screening-Off Thesis is distinct from the considerably 
stronger thesis that explanatoriness is evidentially irrelevant; see Roche and Sober (2013) 
for discussion. 
10 See e.g. Harman (1986), Lycan (1988), and Thagard (1992). 
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the presence of relations of explanation within a system of beliefs enhances the infer-
ential interconnectedness of the system simply because explanatory relations are one 
species of inference relations. (pp. 98-99, emphasis BonJour’s) 

 
BonJour’s point is that explanatory relations are inferential relations, i.e. relations by vir-
tue of which one or more propositions can be inferred, deductively or probabilistically, 
from one or more propositions, and so, as with inferential relations of any sort, explanato-
ry relations are coherence-increasing (where coherence is a matter of “inferential con-
nectedness”).11 This point is distinct from, and does not require, the point that while all 
entailment relations – whether explanatory or not – are inferential relations and, thus, are 
coherence-increasing, explanatory entailment relations do more for coherence than do 
non-explanatory entailment relations. Likewise with respect to explanatory inductive re-
lations and non-explanatory inductive relations. BonJour’s point is consistent with the 
Screening-Off Thesis. 

BonJour makes a second point concerning coherence and explanation. He writes: 
 

For my purposes, an anomaly is a fact or event, especially one involving some sort of 
recurring pattern, which is claimed to obtain by one or more of the beliefs in the sys-
tem of beliefs, but which is incapable of being explained (or would have been incapa-
ble of being predicted) by appeal to the other beliefs in the system. (Obviously such a 
status is a matter of degree.) The presence of such anomalies detracts from the coher-
ence of the system to an extent which cannot be accounted for merely by appeal to the 
fact that the belief in an anomalous fact or event has fewer inferential connections to 
the rest of the system than would be the case if an explanation were available. The 
distinctive significance of anomalies lies rather in the fact that they undermine the 
claim of the allegedly basic explanatory principles to be genuinely basic, and thus 
threaten the overall coherence of the system in a much more serious way. (1985, p. 
99) 

 
BonJour has in mind cases where (speaking in terms of propositions and not in terms of 
beliefs) the anomalous proposition is not inferentially connected to the hypothesis, and 
where, moreover, the anomalous proposition casts doubt on the truth of the hypothesis 
(and thus on the hypothesis’s status as genuinely explanatory and basic). Cases of this 
sort differ in crucial respects from cases where 𝐻! and 𝐻! are logically equivalent to each 
other, and each of 𝐻! and 𝐻! entails 𝐷, and yet 𝐻! explains 𝐷 whereas 𝐻! does not. Cas-

	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
11 BonJour (1985, pp. 99-100) goes on to consider and reject the view that only explana-
tory relations are coherence-increasing. 
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es of the latter sort are cases where the anomalous proposition – 𝐷 relative to 𝐻! – is in-
ferentially connected to the hypothesis and thus does not cast doubt on the truth of the 
hypothesis. BonJour’s point about anomalies and coherence poses no threat to the 
Screening-Off Thesis. 

Clearly, information about explanatory relations can convey information about coher-
ence. It is plausible that, even if not all explanatory relations are entailment relations (and 
even if not all entailment relations are explanatory), at least some explanatory relations 
are entailment relations (see Hempel 1965), and that information about explanatory en-
tailment relations provides information about coherence. This rather transparent fact is 
not at odds with the Screening-Off Thesis. 

Siebel appeals to a second ceteris paribus thesis connecting explanation and coher-
ence: 
 

(2) If H explains 𝐷! better than 𝐷!, then, ceteris paribus, 𝐻,𝐷!  is more coherent 
than 𝐻,𝐷! . 

 
The worry, presumably, is that there are cases where 𝐷! and 𝐷! have the same probability 
profile (perhaps because 𝐷! and 𝐷! are logically equivalent to each other), and yet, 
though H explains both 𝐷! and 𝐷!, H explains 𝐷! better than 𝐷! – cases therefore where 
probabilistic coherence measures run afoul of (2). Siebel, however, never argues that 
there can be such cases. Furthermore, (2) runs counter to the Screening-Off Thesis and 
so, like (1), is implausible. 

It should be noted that even if the Screening-Off Thesis is false, it might be that 
Siebel’s argument fails nonetheless. The key here is that even if, as Siebel argues, expla-
nation cannot be adequately captured solely in terms of probability, it might be that “ex-
planatory power” can be (see Schupbach and Sprenger 2011, and Crupi and Tentori 
2012) – that, where H explains D, H’s explanatory power with respect to D is solely a 
matter of probability. Suppose now 𝐻! and 𝐻! are logically equivalent to each other but 
𝐻! explains 𝐷 whereas 𝐻! does not. Suppose, further, contra the Screening-Off Thesis, 
𝐻!,𝐷  is greater in coherence than 𝐻!,𝐷 . Then, many probabilistic coherence 

measures—the ones on which the Screening-Off Thesis holds—are inadequate. But per-
haps not all possible probabilistic coherence measures are inadequate. Take some proba-
bilistic measure of explanatory power 𝜀 and some confirmation measure 𝑐, where 𝜀 and 𝑐 
share the same range. Further, let 
 

𝑓!,! 𝐴!,𝐴! = 𝜀 𝐴!,𝐴!         , if  𝐴!  explains  𝐴!
𝑐 𝐴!,𝐴!         , otherwise                        

. 
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The degree to which 𝐴!,𝐴!  is coherent can then be measured as follows: 
 

𝐶𝑂𝐻! 𝐴!,𝐴! = 1/2 ⋅ 𝑓!,! 𝐴!,𝐴! + 𝑓!,! 𝐴!,𝐴! . 
 
𝐻!,𝐷  and 𝐻!,𝐷  have the same probability profile. But, since 𝐻! explains 𝐷 whereas 
𝐻! does not, and since, thus, 𝑓!,! 𝐻!,𝐷 = 𝜀 𝐻!,𝐷  whereas 𝑓!,! 𝐻!,𝐷 = 𝑐 𝐻!,𝐷 , it 
might be that 𝐶𝑂𝐻! 𝐻!,𝐷  > 𝐶𝑂𝐻! 𝐻!,𝐷 . This will depend on the chosen measures of 
explanatory power and confirmation. 

Any such probabilistic measure of coherence runs counter to the Screening-Off The-
sis and thus, we hold, is implausible. The point remains, however, that even if the Screen-
ing-Off Thesis is false because of what it implies with respect to cases where 𝐻! and 𝐻! 
are logically equivalent to each other but 𝐻! explains 𝐷 whereas 𝐻! does not, it does not 
follow immediately that there can be no adequate probabilistic measure of coherence.12 

We conclude that Siebel’s argument fails. Even if explanation cannot be adequately 
captured solely in terms of probability, it might well be that there can be an adequate 
probabilistic coherence measure. 
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12 It might be countered that by definition a probabilistic coherence measure implies that 
any two sets having the same probability profile also have the same coherence value. 
Fine. The important point is that even if extant probabilistic coherence measures are false 
because they run counter to theses such as (1) and (2), there are coherence measures very 
much in the spirit of extant probabilistic coherence measures and on which two sets can 
have the same probability profile and yet differ in coherence because of differences con-
cerning explanation. Such measures, as with extant probabilistic coherence measures, are 
quantitative and render formally precise the notion of coherence. 
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