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Comment from the Editors in Chief, Journal 
of Business Ethics

In this essay, editors at the Journal of Business Ethics, Julia 
Roloff and Mike Zyphur, explore the practice of prereg‑
istered research (i.e. wherein research plans are assessed 
before data collection starts) and propose the trial of a  
preregistration procedure at the journal. Together with  
several other Journal of Business Ethics editors, they will 
edit a special issue designed to experiment with their  
suggested protocol and build our knowledge and capacity 
around preregistration. We hope to get a number of papers 
that actually use the preregistered protocol being trialled, as 
well as a number of papers that critically examine the idea 
of preregistration, publication of null results and all of the 
ethical issues associated with these ideas.

It is both timely and appropriate for the journal to be 
pursuing the topic of preregistered studies. The Journal of 
Business Ethics is marked by its breadth and depth of schol‑
arship and expertness of editors across many fields. This 
gives us the opportunity to be adventurous, to explore new 
ideas and take some risks with the new practices. We would 
like to explicitly encourage quantitative research that is both 
focused on ethical issues and undertaken in an ethical man‑
ner. We are not taking the position that preregistered report‑
ing of studies is the only way to achieve this goal, nor that it 
necessarily will achieve this goal. However, we would like 

to explore these possibilities. In short, we offer these ideas 
as an experiment. We are committed to making Journal of 
Business Ethics a place where innovation and experimenta‑
tion are possible. We are grateful to the authors of this essay 
and a number of our editors for their important contributions 
to this effort.

Introduction

Are academics conducting research to create practical 
knowledge or merely to publish? Does a focus on ‘getting 
published’—where it is present—improve or limit choices of 
research topics, samples and methodologies? Are reviewers 
and editors appreciating the results of studies based on their 
practical implications or do they favour papers that offer 
support for supposedly a priori hypotheses? Are prevailing 
academic norms facilitating best practices in research and 
produce trustworthy and meaningful outcomes? These ques‑
tions have been taken up in many recent articles, editorials 
and academic initiatives across the social and physical sci‑
ences, often with the troubling answer that an interest in 
publishing, combined with review and editorial practices 
that favour supported hypotheses, leads to questionable 
research practices that are widespread and reduce the trust‑
worthiness of research (see Banks et al. 2016; Bettis 2012; 
Community for Responsible Research in Business and Man‑
agement 2017).

How did this happen? There are several factors contrib‑
uting to the problem. Journal editors and reviewers ask for 
honesty but incentivize dishonesty by treating a study as 
relevant when hypotheses are supported rather than whether 
the study as a whole is practically useful. In turn, researchers 
correctly anticipate a publication bias wherein editors and 
reviewers prefer studies in which hypotheses are supported 
by the data (Byington and Felps 2017). Worried about job 
security, academics then feel the pressure to engage in ques‑
tionable research practices such as foraging for statistically 
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significant effects and reporting unexpected findings as if 
they were expected, or simply deciding not to write up stud‑
ies that have ‘unpublishable’ results (Banks et al. 2016). The 
result is that researchers often censor results and/or present 
their findings in bad faith, as if something unexpected was 
expected all along.

Ultimately, such practices undermine trust in published 
research as readers of academic journals cannot be confident 
in whether published articles are the product of research 
conducted and described in good faith. This is to say that 
published research may be untrustworthy because it has not 
been conducted and described on the shared terms of a scien‑
tific community, terms that are meant to enable honesty and 
transparency in research practices. Consequently, managers, 
policy-makers and other stakeholders may hesitate to put 
scientific conclusions to practical use. On a personal basis, 
the problem of living an honest life confronts researchers, 
as they are motivated to see research as a publishing ‘game’ 
rather than as a collective endeavour that has at its core an 
ethical responsibility to be civically useful—this is a severe 
disappointment for many Ph.D. students who are confronted 
by this careerist ‘game’ (Bettis 2012).

A passionate discussion has emerged in business research 
regarding how this problem can and should be solved. For 
example, contributors to a special issue in the Academy of 
Management Learning and Education (Bergh et al. 2017; 
Byington and Felps 2017; Schwab and Starbuck 2017), a 
group of guest editors at the Journal of Management (Banks 
et al. 2016) and a former editor of Administrative Science 
Quarterly (Starbuck 2016) outline what journal editors, 
publishing houses, individual researchers and methodology 
teachers can do to: (1) foster honest and transparent research 
practices on the shared terms of a scientific community; (2) 
detect questionable practices; and (3) enable replication 
studies and the publication of null findings—all of which 
may improve trust in research.

The Journal of Business Ethics (JBE) seeks to contrib‑
ute to this discussion and address the challenge of trust 
in research. In this editorial, we explore the possibility of 
introducing new procedures at JBE to address this problem 
and to reaffirm existing commitments such as being open to 
publishing null findings and replication studies. Specifically, 
we discuss the potential of preregistered research protocols 
wherein research plans are reviewed before data collection 
starts. This procedure is meant to separate evaluations of 
study quality from those of its results. Moreover, JBE com‑
mits to testing this protocol by announcing a Special Issue 
with this focus. The Special Issue will welcome empirical 
contributions following this protocol as well as articles that 
offer critical inquiry into this practice and the many issues 
that constellate with trust and transparency in science and its 
relationship with society (e.g. Jasanoff 2004; Poovey 1998; 
Porter 1986; Strathern 2000; Tsoukas 1997; see also a recent 

special issue of Science, Technology, and Human Values: 
Leonelli et al. 2017).

In the following section, we discuss some of the pro‑
cesses and practices that contribute to a crisis of trust in 
research. Afterwards, we introduce a protocol for preregis‑
tered research that encourages more transparent and honest 
research practices. Moreover, we announce a call for con‑
tribution to the Special Issue which tests and critically dis‑
cusses this editorial protocol.

A Crisis of Trust in Research

Trust in researchers and the usefulness of their results is 
central to ensuring the quality and relevance of research. 
Although there are sources of intrinsic uncertainty that will 
always thwart the goal of singularly ‘true’ theories or per‑
fect predictions, researchers can gather evidence and make 
inferences that offer more or less warrant for specific asser‑
tions and the practical activities with which they may be 
associated (van Fraassen 2008), such as particular ways of 
organizing, making decisions, or more generally living an 
organizational life (du Gay 2015). One problem here is that 
questionable research practices—especially associated with 
the dishonest reporting of results—are extremely common 
and some observers fear that a large portion of the findings 
published in management journals are misleading, if not 
outright wrong on the terms of the very epistemic logics 
they use for their own legitimacy (e.g. based on the logic 
of hypothesis testing with statistic and probability; Banks 
et al. 2016; Schwab and Starbuck 2017). In turn, questions 
about honesty and trust in research have become increas‑
ingly important (see Fanelli 2011).

The fact that honesty is central to science within and 
across communities is well known, as trust provides a basis 
for the creation and dissemination of scientific practices 
and their associated discourses (see Jasanoff 2004, 2009, 
2010, 2014; Poovey 1998; Porter 1996; Shapin and Schaffer 
1985). Yet, how trust should be mapped to the practice of 
research in its current institutionalized form has been less 
well investigated—this is an open ethical question. Many 
normative initiatives related to the proper conduct and com‑
munication of research focus on ethical commitments that 
masquerade as epistemic motivations towards validity or a 
singular, abstracted ‘truth’ vis-à-vis accurately testing the 
correspondence among theories and an external reality (e.g. 
‘valid’ measures or hypothesis tests as judged by whether 
they reduce ‘errors in inference’; Cortina and Landis 2011; 
Cumming 2014; Morey et al. 2014). This focus on episte‑
mology can be useful if it is contextualized in a broader 
milieu of different epistemic cultures that embody different 
approaches to research (e.g. Knorr-Cetina 2009, 2013) and 
connected to the different practical implications of specific 
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epistemic commitments (see Dewey 1920, 1938; Fish 1985, 
2003; van Fraassen 2008).

A common way to understand dilemmas associated with 
trust and questionable research practices is through the logic 
of statistics and probability as these relate to hypothesis 
testing—especially via notions of errors in inference (e.g. 
Type I/II errors). Although we periodically use these terms 
to connect with the epistemic communities that appreciate 
logics of inference under a probabilistic uncertainty, we do 
not unconditionally endorse this understanding of the basis 
for trusting research results. As we note in what follows, no 
existing work offers good reasons why probabilistic uncer‑
tainty might have a clear ethical and practical relationship 
with questionable research practices and their outcomes 
without tautologically relying on a logic of probabilistic 
uncertainty itself. As such, in our call for contributions, 
we note JBE’s openness to critical evaluations of trust in 
research and how this relates to typical quantitative log‑
ics and practices, as well as how these logics and practices 
obscure the problem of acting and speaking in good faith, 
including by engaging in speech acts that are meant to serve 
as testimony and/or promises (i.e. reporting research results). 
In brief, communities are built on trust, as embedded in dis‑
course, technologies and shared practices. Scientific com‑
munities are no different. Speaking and acting in good faith 
are essential for being able to practically act collectively as 
researchers, perhaps especially at a journal like JBE that is 
devoted to ethics.

To this end, it is notable that in discussions about 
researchers’ integrity and questionable research practices, 
honesty and trust are often treated peripherally, as if the 
ethical commitments of a particular epistemology come first 
and then trust and its attendant benefits follow as communi‑
ties ‘discover’ the ‘truth’ of an epistemic orientation. This 
puts the cart before the horse. As history shows, trust is a 
foundational pillar upon which epistemic logics and their 
cultures can be built and then accepted and institutionalized 
by a society (Poovey 1998; Porter 1996; Shapin and Schaffer 
1985; Shapin 1994, 2009). Therefore, trust within and across 
communities and their institutions should be the focus of 
initiatives meant to map scientific practices onto journal sub‑
mission and reviewing protocols. To grapple with this, we 
treat three reasons why trust in published research may be 
hindered: questionable research practices, publication bias 
and bias against evidence questioning a theory’s validity. 
JBE’s openness to publishing null findings, replications and 
preregistration is meant to tackle these issues.

Questionable Research Practices

Across five empirical studies, Banks et al. (2016) investi‑
gated how often management researchers engage in ques‑
tionable research practices. They found that the reporting 

of the analysis process and research results lacked transpar‑
ency—whereas the falsification of data appeared to be very 
rare (Banks et al. 2016, supplement DS7), with only three 
of 749 active management researchers (0.4%) admitting to 
falsifying data (although those capable of falsifying data 
may have lied in response to the questionnaire; John et al. 
2012). In the same study, 11.1% of management researchers 
reported that they had rounded off a p value (e.g. from 0.054) 
to appear to be at or below the p = 0.05 threshold; 28.5% 
excluded data (such as outliers) after looking at the impact of 
doing so on the results; 33.3% included or excluded control 
variables based on the statistical significance of the results; 
49.6% admitted to HARKing, or the presentation of post hoc 
hypotheses as a priori hypotheses; and 49.7% selectively 
reported hypotheses based on whether or not they were sta‑
tistically significant. Furthermore, these latter values may 
be as high as 90% when inducements for truth telling are 
implemented (see John et al. 2012). Banks et al. (2016) also 
reported that about a third of the respondents were encour‑
aged by reviewers, editors and during their research training 
to employ selective reporting of hypotheses and HARKing.

To summarize, about half of the survey participants 
admitted to selective and misleading reporting of research 
outcomes, and about a third reported selectively includ‑
ing and excluding data in order get statistically significant 
results—all in studies published between 2009 and 2013 in 
management journals (see Banks et al. 2016, Appendix A 
and B). When journal articles are scrutinized, more evidence 
is found that research that was reported in such a question‑
able manner gets published. For example, Bergh et al. (2017) 
subjected articles in the Academy of Management Learning 
and Education to three tests and identified several red flags 
suggesting that findings were dishonestly reported. Similar 
findings have been observed in other academic disciplines as 
well (Head et al. 2015). Even more troubling is the observa‑
tion that methodology teachers, reviewers and editors do rec‑
ommend some of these practices suggesting that they have 
become a norm in business research which competes with 
the norms endorsed by more scrupulous academics (Banks 
et al. 2016).

Publication Bias

The question of whether a publication bias against null 
findings and in favour of significant p values really exists is 
crucial for ensuring that published research can be trusted 
on the terms of a quantitative community. A wide number 
of commentaries and studies have addressed this prob‑
lem across the physical and social sciences (e.g. Ferguson 
and Heene 2012), typically in relation to the ‘file-drawer 
problem’ discussed in the meta-analytic literature (see 
Rothstein et al. 2006; see also http://psych​filed​rawer​.org/). 
Overwhelming evidence shows that research in which the 

http://psychfiledrawer.org/
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focal hypothesis was rejected due to a high p value has a 
smaller likelihood of being published (Greenwald 1975; 
Hopewell et al. 2009). For example, Franco et al. (2014) 
found that roughly 21% of a set of 221 of nationally repre‑
sentative studies with null findings were published, versus 
62% for those with statistically significant findings. This 
profound difference of 40% points, however, is not the 
entire story, because the authors also found a 60% points 
difference in the rates at which researchers bother to write 
up papers reporting null versus statistically significant 
findings, providing evidence that researchers are fully 
aware of this publication bias. Moreover, a study of three 
marketing journals observed that the percentage of pub‑
lished studies wherein no support for the focal hypothesis 
was found has declined by one-half between the 1970s and 
the 1980s, suggesting a trend towards more publication 
bias over time (Hubbard and Armstrong 1992).

Supporting these findings, researchers and Ph.D. candi‑
dates have concerns that top journals are less likely to pub‑
lish an article containing too many null findings (Banks 
et al. 2016). In the absence of a reliable and comprehen‑
sive study of management journals, we can only speculate 
to what extent a publication bias exists and how it mani‑
fests (although see Kepes et al. 2012). The first suspects 
are of course editors and reviewers who prefer studies in 
which support for new theoretical insights is reported over 
studies which question the validity of existing theory with 
null findings (Cortina and Folger 1998). After all, assigned 
action editors and reviewers (as experts in the field) are 
likely to have contributed to the establishment of studied 
theories and may therefore have a stake in the evaluation 
of their relevance.

On the other hand, the high percentage of research‑
ers admitting to dishonest reporting practices and selec‑
tively writing up significant findings suggests that authors 
actively censor their results in anticipation of biased 
reviewers and editors. Additional evidence for such prac‑
tices was found in a study comparing PhD dissertations 
and journal articles based on these dissertations. O’Boyle 
et al. (2017) found that the ratio of supported to unsup‑
ported hypotheses more than doubled between Ph.D. 
defence and publication. Practices such as the deletion or 
addition of data, variables and hypotheses were observed, 
but were not reported in published manuscripts. Also, 
many of these articles were published with members of 
the Ph.D. committee, suggesting that these more expe‑
rienced researchers not only condone but may teach and 
endorse the practices (see also Bettis 2012). This should 
not be surprising, in part because researchers have a wide 
array of potential ways of achieving statistical significance 
in their research, allowing almost anything to appear as 
statistically significant with enough time, effort, expertise 
and ingenuity (see Simmons et al. 2011).

Bias Against Evidence that Questions a Theory’s 
Validity

There are several reasons why few researchers publish evi‑
dence that fails to support a theory—beyond the fact that 
typical null hypothesis significance tests were not designed 
and are not suited to measure evidence in favour of a null 
hypothesis (see Berger and Sellke 1987; Zyphur and Oswald 
2015). First, there is the vested interest of authors, review‑
ers and editors to demonstrate that their field of research is 
based on empirically adequate theory. In business research, 
we rarely see that a new theory completely replaces an older 
one with the kind of incommensurability described by, for 
example, Kuhn (2012). Often, new propositions are framed 
as extensions or boundary conditions of existing theories. 
Few business researchers take the risk Giordano Bruno took 
when he proposed to replace a Ptolemaic model of the uni‑
verse with a heliocentric one. Although he had empirical 
evidence on his side, he was burned for heresy by the church 
(rather than colleagues or a tenure committee). As a result, 
empirical results that challenge theories and ideas that cul‑
turally engrained (e.g. good behaviour will be rewarded) or 
rooted in a long academic tradition are likely to meet more 
scepticism in the reviewing process. Consequently, by claim‑
ing to make incremental improvements to theory, academics 
avoid hostility while keeping on the good side of researchers 
who they are likely to encounter as reviewers, editors or col‑
laborators. However, major innovations to business theory 
and a pruning of our body of theories cannot be expected 
when researchers decline to write up and editors do not pub‑
lish null findings.

A second reason why most empirical research is pre‑
sented as supporting theory is that many researchers have 
too much confidence in p values, frequently interpreting a 
p value under 0.05 as evidence that a studied relationship is 
reliable and therefore trustworthy. Methodologists have long 
warned that a significant p value should be interpreted as 
reason to continue studying a relationship, but not as proof 
of its validity in a general sense (Gigerenzer and Marewski 
2015; Head et al. 2015; Johnson 2013). In 2016, the Ameri‑
can Statistical Association published a statement on how to 
interpret and report p values (Wasserstein and Lazar 2016), 
which cautions about their use—although without adequate 
critical insight about questionable research and reporting 
practices.

Several attempts have been made to probabilistically 
establish the conditional probability of failing to support a 
hypothesis in a sample of data when the hypothesis is ‘true’ 
in a larger population (of course, within the epistemological 
constraints of a reality wherein hypotheses and theories may 
be either ‘true’ or ‘false’ in abstract, unobserved popula‑
tions). This is typically investigated by probabilistically cal‑
culating how often a hypothesis may be true of a population 
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under the condition that it is rejected with a p value below 
0.05 in a sample (Berger and Sellke 1987). Assuming three 
classes of distributions of the tested variable (symmetric, 
unimodal and symmetric, normal), relative probabilities 
between 12.8 and 32.1% were calculated for a hypothesis 
submitted to a single test (Berger and Sellke 1987). Under 
the assumption of weak evidence such as a small effect size 
,“the probability of getting a p value near 0.05, when H1 is 
true, cannot be much bigger than the probability of getting 
a p value near 0.05, when H0 is true” (Sellke et al. 2001, p. 
64). Employing an alternative estimation method, Johnson 
(2013, p. 5) concluded that ‘between 17 and 25% of margin‑
ally significant scientific findings are false’. In particular, 
implausible hypotheses with low prior odds are more likely 
to result in ‘false alarms’, as for p values at 0.5, a stunning 
89% of the findings are not referring to a ‘real effect’ (Nuzzo 
2014, p. 151). In contrast, findings for a hypothesis with 
good prior odds are estimated to result in only 4% of such 
false alarms (Nuzzo 2014). In short, in situations in which 
researchers face the most difficulties to make a good judge‑
ment call regarding whether a hypothesis is trustworthy or 
not, the p value is losing its power to give us guidance.

This type of statistical error is likely to be one of the 
factors contributing to the low success rate of replication 
although other factors such as sampling errors contribute to 
this issue as well. For example, an analysis of 100 replication 
studies of 98 original psychological studies resulted in only 
39 unambiguously successful replications (Open Science 
Collaboration 2015). Despite these discouraging numbers 
and the fact that the relative probability of a hypothesis being 
‘true’ may increase if it was statistically supported in two 
independent studies, few replication studies are conducted 
and even fewer published. Instead, researchers prefer to test 
new hypotheses in order to make incremental improvements 
to theory. The result is that some academics estimate that 
85% of research resources across the sciences are wasted 
on studies that provide unreliable results (Ioannidis 2014), 
contributing to a crisis of trust in science.

To conclude, there are several reasons why the research 
we publish may not be as trustworthy as it should be. We 
have too much confidence that a significant p value is a 
strong indicator of the existence of a relationship and is 
therefore trustworthy. As a result, not enough replication 
studies are conducted and too much focus is put on devel‑
oping new hypotheses rather than testing old ones to help 
establish their credibility. Moreover, if researchers engage 
in questionable research practices, the number of hypoth‑
eses that are supported in a replication study may diminish 
further. Given that studies indicate that a substantial pro‑
portion of statistically significant findings may be problem‑
atic on the very statistical and probabilistic terms that are 
used to test hypotheses (Berger and Sellke 1987; Johnson 
2013; Nuzzo 2014), increasing these percentages through 

selective reporting practices and other questionable activi‑
ties seems irresponsible and unethical. The net result is a 
need for mechanisms that promote honesty and trust, such 
as publishing replication studies and discouraging question‑
able research and reporting practices by other means, which 
we now treat.

Publishing Null Findings, Replications 
and Preregistered Research at JBE

In discussions of questionable research practices among 
quantitative researchers, most authors identify a set of simi‑
lar remedies. These include journals being open to the pub‑
lication of null findings, replication studies and preregistered 
research in conjunction with improved methodology training 
and more transparency in research reporting (Banks et al. 
2016; Bettis et al. 2014; Byington and Felps 2017; Schwab 
and Starbuck 2017). Joining this discussion on honesty and 
trust, we endorse these practices at JBE and note that, hence‑
forth, JBE will be more open to publishing null findings 
and replication studies. In addition, JBE takes steps to test a 
protocol for preregistered research, which has the potential 
to increase transparency and honesty in the editorial and 
research process.

In general, the main goal of preregistering research is that 
hypotheses as well as a study’s design, sampling process and 
analysis plan are published (typically online) before data col‑
lection begins. This practice allows reviewers and editors to 
distinguish between a priori hypotheses and post hoc analy‑
sis, limiting the ability of researchers to dishonestly present 
the latter as if they were motivated by the former. A grow‑
ing number of academic disciplines encourage preregistered 
research, and there are several websites available for authors 
to register their research plan. Some websites publish prereg‑
istration in a specific discipline such as the WHO Registry 
Network for clinical trials (http://www.who.int/ictrp​/netwo​
rk/en/), the American Economic Association’s registry for 
randomized controlled trials (https​://www.socia​lscie​ncere​
gistr​y.org/) and the Evidence in Governance and Politics 
initiative (http://egap.org/). The Open Science Framework is 
open for preregistration of studies from all disciplines (https​
://osf.io/) and provides a template outlining which informa‑
tion should be included in the preregistration (https​://osf.io/
sgrk6​/). User friendly and open to all disciplines, but less 
detailed is the preregistration process at AsPredicted (https​://
aspre​dicte​d.org/), where researchers provide information by 
answering eight questions regarding their research project. 
This preregistration can be done anonymously, which allows 
researchers to provide a link to the preregistered research 
plan in the methodology section of their article without 
compromising their anonymity in the review process (for 
an example, see Banks et al. 2016).

http://www.who.int/ictrp/network/en/
http://www.who.int/ictrp/network/en/
https://www.socialscienceregistry.org/
https://www.socialscienceregistry.org/
http://egap.org/
https://osf.io/
https://osf.io/
https://osf.io/sgrk6/
https://osf.io/sgrk6/
https://aspredicted.org/
https://aspredicted.org/
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It is important to note that many research contributions do 
not qualify for preregistration. Due to their nature, theory-
based contributions as well as exploratory research (qualita‑
tive or quantitative) are based on a more iterative research 
processes for which preregistration offers no benefits. Such 
inductive and abductive research relies on analysing data 
for emergent patterns in order to avoid overlooking exist‑
ing relationships, which may be relevant for developing or 
improving theory. In order to uncover initially unknown and 
unexpected patterns, researchers often combine various data 
analysis approaches and may decide to probe further when 
initial evidence of a given pattern is observed. In particu‑
lar, researchers may decide to collect more data or employ 
another analytic tool in order to learn more about a phe‑
nomenon. As a result, the initial research plan is subject to 
change and several rounds of data collection and analysis 
may be the rule rather than the exception. Thus, preregis‑
tering a research plan would hinder rather than improving 
exploratory research as it is usually not foreseeable what 
patterns will emerge and which data and analytic methodolo‑
gies will be best suited for analyses.

In turn, it is important to distinguish exploratory and 
hypothesis-testing research, because questionable research 
practices blur the line between these two approaches such 
that the research is done in an exploratory fashion but is 
reported as being a hypothesis-testing study. When explora‑
tory research is conducted with quantitative data, a wide 
range of relationships between variables are statistically 
evaluated. However, under common logics of probabilistic 
inference, the more tests are run on the same data set, the 
higher is the likelihood that classic Type I/II errors occur. 
This means that some relationships appear to be more rel‑
evant than they really are because a significant p value is 
observed (‘false’ positives) and for some relationships that 
are usually relevant, no significant results are found (‘false’ 
negatives), due to ‘noise’ or ‘error’ in the data. However, 
under this same logic, researchers can never identify which 
of the tested relationships are ‘correctly’ positive, ‘false’ 
positive, ‘correctly’ negative or ‘false’ negatives, and there‑
fore researchers can only evaluate theory based on whatever 
findings are extracted from their data rather than what is 
abstractly ‘correct’ or ‘false’ outside of what is observed. 
Consequently, the story goes that any theory which is devel‑
oped from exploratory research should be treated with cau‑
tion as more empirical research will be needed in order to 
determine its reliability and trustworthiness through addi‑
tional data collection.

When exploratory research is conducted in a qualitative 
manner, the question of reliability is on the mind of the 
researcher and will be expressed by discussing the transfer‑
ability and generalizability of the findings. Consequently, 
qualitative researchers often recommend further studies of 
the relationships they described. Developing theory from 

exploratory quantitative research is in some aspects similar 
to that in exploratory qualitative research. The researcher 
has to ask the question whether the relationships which 
were observed in their study are likely to be transferable to 
other (similar) circumstances and likely to be stable over 
time. Researchers make judgement calls when they decide 
which findings from their study are relevant for theory test‑
ing (Kuhn 2012). This judgement call will be related to 
how strongly the data support an inference as well as how 
persuasive the associated theory is in the context of other 
theories. If it is not possible to explain how one variable is 
influencing another, a finding may not be deemed trustwor‑
thy and researchers may decide to report the finding without 
using it for subsequent theory development. However, some 
doubt will always remain in terms of whether findings are 
interpreted correctly. Thus, the practice to conducting more 
studies including hypothesis-testing studies on the same 
phenomenon can help determine which theories are trust‑
worthy, independent from the researcher studying it and the 
methods used—such that science is a collective, democratic 
endeavour within a community with trust being paramount 
to its conduct (Peirce 1923). The point is that by evaluating 
multiple studies on what is deemed to be the same phenom‑
enon, including replication research, it is possible to find out 
whether a theory describes a pattern that is stable over time 
and observable in different situations.

At JBE, we encourage a rich variety of research designs 
and methods, as we believe that they can complement each 
other in many cases. Therefore, submissions of conceptual, 
qualitative and quantitative exploratory research and hypoth‑
esis-testing research are all welcomed, including studies 
that present null findings and serve as replications of past 
research. In order to foster the idea of preregistration and 
learn about its merits and possible pitfalls, we are issuing 
a call for contributions for a Special Issue at the Journal of 
Business Ethics.

Special Issue on Preregistered Research

We invite two types of contributions to the Special Issue: 
studies following the preregistration protocol testing busi‑
ness ethics theories as well as contributions that critically 
evaluate hypothesis testing and the preregistration process. 
Contributions following the preregistration protocol can, for 
example, test business ethics theories and propositions for 
which the available empirical evidence is inconclusive and/
or have not yet been subjected to systematic replications. We 
also welcome studies that aim to provide direct replications 
of prior studies, for example in the case of experimental 
research, as well as conceptual replications in which the 
context of the study, such as place or industry, varies from 
the original study (for example, in case of field research, 
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Lynch et al. 2015). Moreover, we welcome studies that aim 
to test hypotheses for the first time based on well-reasoned 
theoretical assumptions or exploratory research findings. In 
addition, we invite contributions that critically evaluate the 
epistemological and ontological foundations of hypothesis 
testing as well as the preregistration process. More gener‑
ally, we call for papers that take a critical approach to the 
ethics, practices and logics that create dilemmas of trust and 
uncertainty which motivate preregistration, as well as the 
kind of hypothetico-deductivism that researchers appreciate 
when probabilistically quantifying uncertainty with the goal 
of maximizing the validity of statistical inferences.

The first type of contributions to the Special Issue follows 
a review protocol for preregistered research for all empiri‑
cal contributions. So far, 49 journals, mostly in the field 
of psychology and neuroscience, have introduced preregis‑
tered reporting protocols (Centre for Open Science 2017). 
There are two main differences between this review proto‑
col and the preregistration process described above. Firstly, 
researchers submit their research plan directly to JBE, rather 
than making it public in a registry. Secondly, reviewers and 
editors evaluate a research plan, not a manuscript describing 
the finished study. Research plans are evaluated based on 
their potential to test hypotheses relevant to business ethics 
theories and their contribution to examining moral aspects 
of systems of production, consumption, marketing, advertis‑
ing, social and economic accounting, labour relations, public 
relations, organizational behaviour and related topics. Data 
collection and analysis take place after a study is initially 
accepted for publication.

The advantage of this approach is that researchers receive 
reviewer feedback early in the research process when it is 
still possible to make changes to the study without compro‑
mising the integrity of the research process in terms of trust 
(as when reviewers recommend HARKing or dropping some 
hypothesis tests in a submitted manuscripts). Thus, recom‑
mendations regarding relevant literature, alternative scales 
for measuring constructs, more appropriate ways of data 
collection and conducting analyses are offered before data 
collection and analysis start. If a research plan is rejected, 
the researchers can decide whether they still want to collect 
data on the basis of the same or a revised research plan for 
submission elsewhere or whether to abandon the project. By 
getting early feedback from their peers—although increasing 
the reviewing and editorial burden—researchers are able to 
focus their resources on those projects that are most promis‑
ing in terms of peer opinions.

Figure 1 outlines the preregistered research process we 
will follow for the Special Issue. In order to preregister a 
study, a research plan is submitted containing a detailed 
abstract, introduction, literature review, hypotheses develop‑
ment, a detailed plan for data collection and analysis and, if 
applicable, a description of pre-testing procedures and pilot 

data, as well as a proposed time frame. Attention should be 
paid to the question whether the sample resulting from the 
data collection strategy is likely to be in terms of quality 
and size adequate to study the proposed relationships. At 
the time of submission, authors consent to the publication of 
the research plan, if the plan is accepted in principle, but the 
study is withdrawn afterwards. Further, all authors declare 
that they are aware of the requirement that data collection is 
only permitted after the study has been accepted.

After a formal screening by the editor, the research plan is 
sent out to reviewers or desk rejected if it does not fit at JBE 
(e.g. if it does not describe a hypotheses testing study, if it 
is too weak to justify reviewing or irrelevant to the business 
ethics discourse). As with other manuscripts, reviewers can 
recommend accepting, revising or rejecting a study. At this 
stage, all revisions are made before data collection starts and 
can address, for example, inclusion of literature, rephras‑
ing of hypotheses and improvements on data collection and 
analysis strategy. Reviewers are encouraged to pay attention 
to the potential of the study to make a contribution to busi‑
ness ethics theory and to deliver meaningful and statistically 
sufficiently powerful evidence. Once the study’s design is 
approved by reviewers, the editor accepts the research plan 
in principle. An in-principle acceptance indicates that a 
study following the agreed-upon research plan will be pub‑
lished irrespective of its results. Thus, even if no hypothesis 
is supported, the results will be published under the condi‑
tion that they are presented and discussed in an appropriate 
manner—meeting the quality standards of JBE. Based on the 
time frame proposed by the authors in the research plan, the 
editor sets a deadline for re-submission. As this is a Special 
Issue, we can only accept studies for which data collection 
and analysis are feasible within a period of 9 months.

Once the proposal is initially accepted, the authors collect 
and analyse the data and, finally, submit a complete manu‑
script. This is once more reviewed, preferably by the same 
reviewers who evaluated the research plan. The main focus 
of reviews during the second stage is to determine whether 
the research plan was followed and if any changes which 
had been made by the authors to the research process were 
appropriate and do not compromise the quality of the study. 
For example, the sample size of the final study might be 
smaller than the targeted sample size. Or a scale used in the 
study failed to produce reliable results, making it infeasible 
to follow the original data analysis plan. The reviewers are 
asked to carefully assess on the basis of the information pro‑
vided by the authors in the manuscript and an explanatory 
letter to the reviewers and the editor, whether the reported 
changes compromise the integrity of the study or not and 
whether the manuscripts meets JBE’s standards of quality 
and scope. In order to improve the quality of the manuscript, 
reviewers can require revisions of the presentation of the 
data analysis, discussion and conclusions. For example, 
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additional post hoc analysis can be suggested, if the results 
hint at a relationship which was not covered by the origi‑
nal analysis plan such as unexpected interactions between 
variables. Reviewers can also propose the discussion of 

alternative interpretations of the results and their implica‑
tions for theory and practice.

Given that the study was conducted and analysed in line 
with the initial design and meets the quality standards of 

Adapted from Chambers (2014) 

Stage 1: Peer review of Research Plan
Containing

• Research question and relevance
• Potential contribution to business ethics literature
• Literature review and hypotheses development 
• Data collection strategy: Sampling frame and process, targeted 

sample size or characteristics
• Pre-tests (if applicable) 
• Data analysis strategy
• Time frame of study 

Editor triage Rejection

Reviewers invited

Rejection
Resubmission of revised Research Plan

Manuscript withdrawn

In-Principle Acceptance

Stage 2: Peer review of Manuscript
Authors explaining and justifying any derivations from the Research Plan 
and any post hoc tests performed.

Authors conduct study

Reviewers invited

Rejection

Resubmission of revised manuscript

Final Acceptance and publication

Manuscript withdrawn
Research Plan is published

Manuscript withdrawn
Research Plan is published

Fig. 1   Submission and review process of preregistered research at the Journal of Business Ethics. [Adapted from Chambers (2014)]
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JBE, the manuscript will be accepted for publication in the 
Special Issue. Rejections at this final stage are limited to 
manuscripts in which:

a.	 The approved study design was not implemented. Any 
deviations from the research plan need to be explained 
and justified in a letter to the reviewers and editor;

b.	 If the time needed for data collection exceeds the dead‑
line set for the Special Issue;

c.	 Do not meet the quality standards of JBE after a final 
revision.

To be clear, rejection is not possible on the basis of null 
findings; JBE is committed to publish all results (includ‑
ing, as we mentioned, in papers that are not preregistered, 
although obviously such studies do not benefit from pre-
review and acceptance as in the preregistration protocol).

The protocol outlined above results in a number of chal‑
lenges for authors, reviewers and editors as well as the aca‑
demic community and its related institutions more generally. 
Researchers must plan ahead in order to develop a detailed 
and feasible research plan for a theoretically relevant and 
methodologically sound study. Reviewers must be able to 
anticipate which problems can arise in the outlined study in 
order to evaluate its potential to make a relevant contribution 
to knowledge and to propose improvements. Editors must 
ensure that authors and reviewers understand the process 
well and that sufficient time is provided for data collection, 
analysis and the writing of the final manuscript. The aca‑
demic community is challenged to embrace the fact that null 
findings and replications are relevant for knowledge crea‑
tion and therefore worth reading and being cited. Academic 
institutions must support journals and researchers who com‑
mit to improving research practices, even if old and valued 
indicators for academic success such as impact factors and 
numbers of publications may need to be re-evaluated in this 
process. This raises the question why we should engage in 
such a cumbersome experiment such as the testing of a new 
peer review protocol. The following section aims to answer 
this question by analysing the potential benefits of this edito‑
rial protocol.

How Does Preregistered Research Encourage 
Trust?

There is no single remedy for ensuring trust in the entirety 
of a research process and researchers. However, we believe 
that preregistered research sets incentives for conducting 
research that can increase honesty and trust. Firstly, this 
new approach encourages researchers to screen the empiri‑
cal evidence provided to support business ethics theories 
and encourages them to identify areas in which hypothesis 

testing and replication research are still needed. This prac‑
tice should discourage the perpetuation of propositions 
unwarranted by observation (Harzing 2016).

Secondly, it encourages the development and peer 
review of a research plan. By providing feedback early 
in the research process, errors can be avoided and better 
research plans are developed. For example, studies based 
on ambiguous hypotheses, questionable scales and insuf‑
ficient samples are avoided.

Thirdly, researchers have no reason to selectively report 
results and to hide null findings, as JBE is committed to 
publish all results of the proposed analysis. Therefore, 
questionable research practices such as selective inclusion 
of data or selective reporting of findings do not increase 
the chance of publication. Finally, the presentation of post 
hoc findings as a priori hypotheses is not feasible in this 
process.

Overall, the most commonly used questionable research 
and reporting practices do not offer any benefit to authors 
in the preregistered research process. Successful stud‑
ies are most likely to be theoretically relevant, carefully 
planned, well executed, reported in a transparent manner 
and critically evaluating all findings and their implications 
for theory development. We expect publications on pre‑
registered research will provide insights regarding which 
theoretical assumptions are strongly supported in various 
empirical situations and for which relationships we are 
only occasionally able to find empirical support.

Ultimately, a research tradition in which exploratory 
research, theory development and hypotheses testing are 
informing each other should produce: a set of highly reli‑
able theories; others that need refinement as their validity 
may be limited to a specific context; and some theoretical 
assumptions that have to be dismissed as empirical find‑
ings show no systematic support for them. Statistical meta-
analysis also become more meaningful when null findings 
are systematically reported—facilitating, at least, public 
access to these studies for conducting meta-analyses. Con‑
sequently, our ability to predict on the basis of our theo‑
ries which managerial interventions are most likely to be 
beneficial and successful may increase—conditional on, 
of course, highly contextual reasoning regarding which 
approaches to intervention may be best in a given prob‑
lematic situation. In sum, all of this is meant to increase 
the trust in researchers and their results that is so vital for 
the creation and maintenance of research communities.
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