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Emotions as States Elicited by Instrumental 
Reinforcers

Emotions can usefully be defined (operationally) as states elic-
ited by rewards and punishers which have particular functions 
(Rolls, 1999, 2005b, in press). The functions are defined in 
what follows, and include working to obtain or avoid the 
rewards and punishers, respectively. A reward is anything for 
which an animal (which includes humans) will work. A pun-
isher is anything that an animal will escape from or avoid. An 
example of an emotion might thus be the happiness produced 
by being given a particular reward, such as a pleasant touch, 
praise, or winning a large sum of money. Another example of 
an emotion might be fear produced by the sound of a rapidly 
approaching bus, or the sight of an angry expression on some-
one’s face. We will work to avoid such stimuli, which are pun-
ishing. Another example would be frustration, anger, or sadness 
produced by the omission of an expected reward, or the termi-
nation of a reward such as the death of a loved one. Another 
example would be relief, produced by the omission or termina-
tion of a punishing stimulus such as the removal of a painful 
stimulus, or sailing out of danger. These examples indicate  
how emotions can be produced by the delivery, omission, or 
termination of rewarding or punishing stimuli, and go some 
way to indicating how different emotions could be produced 
and classified in terms of the rewards and punishers received, 

omitted, or terminated. A diagram summarizing some of the 
emotions associated with the delivery of a reward or punisher 
or a stimulus associated with them, or with the omission of a 
reward or punisher, is shown in Figure 1.

Before accepting this approach, we should consider whether 
there are any exceptions to the proposed rule. Are any emotions 
caused by stimuli, events, or remembered events that are not 
rewarding or punishing? Do any rewarding or punishing stimuli 
not cause emotions? We will consider these questions in more 
detail in the following lines. The point is that if there are no 
major exceptions, or if any exceptions can be clearly encapsu-
lated, then we may have a good working definition at least of 
what causes emotions. Moreover, it is worth pointing out that 
many approaches to or theories of emotion have in common that 
part of the process involves “appraisal” (Frijda, 1986; Lazarus, 
1991; Oatley & Jenkins, 1996; Scherer, 2009). In all these theo-
ries the concept of appraisal presumably involves assessing 
whether something is rewarding or punishing. The description 
in terms of reward or punishment adopted here seems more 
tightly and operationally specified.

I consider elsewhere a slightly more formal definition than 
rewards or punishers, in which the concept of reinforcers is 
introduced, and it is shown that emotions can be usefully seen 
as states produced by instrumental reinforcing stimuli (Rolls, 
2005b). Instrumental reinforcers are stimuli which, if their 
occurrence, termination, or omission is made contingent upon 
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the making of a response, alter the probability of the future 
emission of that response. Some stimuli are unlearned reinforc-
ers (e.g., the taste of food if the animal is hungry, or pain); while 
others may become reinforcing by associative learning because 
of their association with such primary reinforcers, thereby 
becoming “secondary reinforcers.”

This foundation has been developed (Rolls, 2005b) to show 
how a very wide range of emotions can be accounted for, as a result 
of the operation of a number of factors, including the following:

1. The reinforcement contingency (e.g., whether reward or 
punishment is given, or withheld; see Figure 1).

2. The intensity of the reinforcer (see Figure 1).
3. Any environmental stimulus might have a number of 

different reinforcement associations. (For example, a 
stimulus might be associated with the presentation of 
both a reward and a punisher, allowing states such as 
conflict and guilt to arise.)

4. Emotions elicited by stimuli associated with different 
primary reinforcers will be different.

5. Emotions elicited by different secondary reinforcing 
stimuli will be different from each other (even if the  
primary reinforcer is similar).

6. The emotion elicited can depend on whether an active 
or passive behavioural response is possible. (For exam-
ple, if an active behavioural response can occur to the 

omission of a positive reinforcer, then anger might be 
produced, but if only passive behaviour is possible, then 
sadness, depression or grief might occur.)

By combining these six factors, it is possible to account for a 
very wide range of emotions (Rolls, 2005b, in press). It is also 
worth noting that emotions can be produced just as much by the 
recall of reinforcing events as by external reinforcing stimuli; 
that cognitive processing (whether conscious or not) is impor-
tant in many emotions, for very complex cognitive processing 
may be required to determine whether or not environmental 
events are reinforcing. Indeed, emotions normally consist of 
cognitive processing which analyzes the stimulus, then deter-
mines its reinforcing valence; and then an elicited mood change 
if the valence is positive or negative. I note that a mood or affec-
tive state may occur in the absence of an external stimulus, as  
in some types of depression, but that normally the mood or 
affective state is produced by an external stimulus, with the 
whole process of stimulus representation, evaluation in terms of 
reward or punishment, and the resulting mood or affect being 
referred to as emotion (Rolls, in press).

The Functions of Emotion
The functions of emotion also provide insight into the nature of 
emotion. These functions, described more fully elsewhere 
(Rolls, in press), can be summarized as follows:

1. The elicitation of autonomic responses (e.g., a change in 
heart rate) and endocrine responses (e.g., the release of 
adrenaline). These prepare the body for action, and are 
responses (not instrumental actions) produced by stimuli 
that produce emotions, and can be classically conditioned.

2. Flexibility of behavioural responses to reinforcing stim-
uli. Emotional (and motivational) states allow a simple 
interface between sensory inputs and action systems. 
The essence of this idea is that goals for behaviour are 
specified by reward and punishment evaluation. When 
an environmental stimulus has been decoded as a  
primary reward or punishment, or (after previous  
stimulus–reinforcer association learning) a secondary 
rewarding or punishing stimulus, then it becomes a goal 
for action. The human can then perform any action to 
obtain the reward, or to avoid the punisher. (Instrumental 
learning typically allows any action to be learned, 
though some actions may be more easily learned than 
others [Lieberman, 2000; Pearce, 2008].) Thus there is 
flexibility of action, and this is in contrast with  
stimulus–response or habit learning in which a particu-
lar response to a particular stimulus is learned. The 
emotional route to action is flexible not only because 
any action can be performed to obtain the reward or 
avoid the punishment, but also because the human can 
learn in as little as one trial that a reward or punishment 
is associated with a particular stimulus, in what is 
termed “stimulus–reinforcer association learning.”

SadnessGrief

Rage Frustration Relief

Pleasure

Elation

Ecstasy

Apprehension

Fear

Terror

Anger

S–

S+

S+ or S+! S– or S-!

Figure 1. Some of the emotions associated with different reinforcement 
contingencies are indicated. Intensity increases away from the centre of 
the diagram, on a continuous scale. The classification scheme created by 
the different reinforcement contingencies consists of (a) the presentation 
of a positive reinforcer (S+), (b) the presentation of a negative reinforcer 
(S−), (c) the omission of a positive reinforcer (S+) or the termination of 
a positive reinforcer (S+!), and (d) the omission of a negative reinforcer 
(S−) or the termination of a negative reinforcer (S−!). It should be 
understood that each different reinforcer will produce different emotional 
states: this diagram just summarizes the types of emotion that may 
be elicited by different contingencies, but the actual emotions will be 
different for each reinforcer.
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  To summarize and formalize, two processes are involved 
in emotional behaviour. The first is stimulus–reinforcer 
association learning; emotional states are produced as a 
result (Rolls, in press). This process is implemented in 
structures such as the orbitofrontal cortex and amygdala 
(see Figures 2 and 3; Grabenhorst & Rolls, 2011; Rolls, in 
press; Rolls & Grabenhorst, 2008). The second is instru-
mental learning of an action made to approach and obtain 
the reward or to avoid or escape from the punisher. This is 
action–outcome learning, and involves brain regions such 
as the cingulate cortex when the actions are being guided 
by the goals, and the striatum and rest of the basal ganglia 
when the behaviour becomes automatic and habit-based, 
that is, uses stimulus–response connections (see Figures 2 
and 3; Rolls, 2005b, 2009, in press; Rushworth, Noonan, 
Boorman, Walton, & Behrens, 2011). Emotion is an inte-
gral part of this, for it is the state elicited in the first stage 
by stimuli which are decoded as rewards or punishers, and 
this state has the property that it is motivating. The motiva-
tion is to obtain the reward or avoid the punisher (the goals 
for the action), and animals must be built to obtain certain 
rewards and avoid certain punishers. Indeed, primary or 
unlearned rewards and punishers are specified by genes 
which effectively determine the goals for action. This is the 
solution that natural selection has found for how genes can 
influence behaviour to promote their fitness (as measured 
by reproductive success), and for how the brain could 
interface sensory systems to action systems, and is an 

important part of Rolls’ theory of emotion (2005b, in 
press).

  Selecting between available rewards with their associ-
ated costs, and avoiding punishers with their associated 
costs, is a process that can take place both implicitly 
(unconsciously) and explicitly using a language system 
to enable long-term plans to be made (Rolls, 2005b, 
2008b). These many different brain systems, some 
involving implicit evaluation of rewards and others 
explicit, verbal, conscious, evaluation of rewards and 
planned long-term goals, must all enter into the selector 
of behaviour (see Figure 2).

  The implication is that operation by animals (includ-
ing humans) using reward and punishment systems 
tuned to dimensions of the environment that increase 
fitness provides a mode of operation that can work in 
organisms that evolve by natural selection. It is clearly a 
natural outcome of Darwinian evolution to operate 
using reward and punishment systems tuned to fitness-
related dimensions of the environment, if arbitrary 
actions are to be made by the animals, rather than just 
preprogrammed movements such as tropisms, taxes, 
reflexes, and fixed action patterns. This view of brain 
design in terms of reward and punishment systems built 
by genes that gain their adaptive value by being tuned to 
a goal for action offers, I believe, a deep insight into 
how natural selection has shaped many brain systems, 
and is a fascinating outcome of Darwinian thought 
(Rolls, 2005b, 2011b, in press).

3. Emotion is motivating, as just described. For example, 
fear learned by stimulus-reinforcement association pro-
vides the motivation for actions performed to avoid 
noxious stimuli.

4. Communication. Monkeys, for example, may commu-
nicate their emotional state to others, for instance by 
making face expressions (such as an open-mouth threat 
to indicate the extent to which they are willing to com-
pete for resources), and this may influence the behav-
iour of other animals. This aspect of emotion was 
emphasized by Darwin (1872), and has been studied 
more recently by Ekman (1993) and, in terms of the 
brain mechanisms, by Rolls (2005b, in press).

5. Social bonding. Examples of this are the emotions asso-
ciated with the attachment of the parents to their young, 
and the attachment of the young to their parents.

6. The current mood state can affect the cognitive evalua-
tion of events or memories (Blaney, 1986; Oatley & 
Jenkins, 1996). For example, happy memories are more 
likely to be recalled when happy. Another example is 
that when people are in a depressed mood, they tend to 
recall memories that were stored when they were 
depressed. The recall of depressing memories when 
depressed can have the effect of perpetuating the depres-
sion, and this may be a factor with relevance to the aeti-
ology and treatment of depression. The interactions 
between mood and memory systems using neural net-
works that capture the effects of backprojection connec-
tivity from emotional to perceptual and cognitive 
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Figure 2. Dual routes to the initiation of action in response to 
rewarding and punishing stimuli. The inputs from different sensory 
systems to brain structures such as the orbitofrontal cortex and amygdala 
allow these brain structures to evaluate the reward- or punishment-
related value of incoming stimuli, or of remembered stimuli. The different 
sensory inputs enable evaluations within the orbitofrontal cortex and 
amygdala based mainly on the primary (unlearned) reinforcement value 
for taste, touch, and olfactory stimuli, and on the secondary (learned) 
reinforcement value for visual and auditory stimuli. In the case of vision, 
the “association cortex” which outputs representations of objects to the 
amygdala and orbitofrontal cortex is the inferior temporal visual cortex. 
One route for the outputs from these evaluative brain structures is via 
projections directly to structures such as the basal ganglia (including 
the striatum and ventral striatum) to enable implicit, direct behavioural 
responses based on the reward- or punishment-related evaluation of 
the stimuli to be made. The second route is via the language systems of 
the brain, which allow explicit decisions involving multistep syntactic 
planning to be implemented.
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systems have been analysed by Rolls and Stringer 
(Rolls, 2008b; Rolls & Stringer, 2001).

7. Emotion may facilitate the storage of memories. One 
way this occurs is that episodic memory (i.e., one’s 
memory of particular episodes) is facilitated by emo-
tional states (Rolls, 2005b, 2008b). A second way in 
which emotion may affect the storage of memories is 
that the current emotional state may be stored with epi-
sodic memories, providing a mechanism for the current 
emotional state to affect which memories are recalled. A 
third way is by guiding the cerebral cortex in the repre-
sentations of the world that are set up, using backprojec-
tions (Rolls, 2008b).

8. Another function of emotion is that by enduring for 
minutes or longer after a reinforcing stimulus has 
occurred, it may help to produce persistent and continu-
ing motivation and direction of behaviour, to help 
achieve a goal or goals.

9. Emotion may trigger the recall of memories stored in 
neocortical representations. Amygdala backprojections 
to the cortex could perform this for emotion in a way 
analogous to that in which the hippocampus could 
implement the retrieval in the neocortex of recent (epi-
sodic) memories (Rolls, 2008b; Rolls & Stringer, 2001).

Different Systems for Emotional Learning 
and Memory
When stimuli are paired with primary reinforcers, associations 
that perform many types of function are formed. Some are as fol-
lows, and are described in more detail in Emotion and Decision-
Making Explained (Rolls, in press). The importance of this is that 
many processes take place during emotion, and they can all con-
tribute to the richness and sometimes the inconsistency of what 
happens during emotional behaviour. Understanding the diversity 
of these processes provides a foundation for analyses and descrip-
tions of emotional behaviour (including those found in literature).

First, as shown in Figure 4, Pavlovian (classical) condition-
ing (in which a stimulus is paired with another stimulus or 
response, and where the actions have no influence on the pair-
ing) has the potential to create multiple associative representa-
tions in the brain, as described next (Cardinal, Parkinson, Hall, 
& Everitt, 2002; Rolls, in press).

1. Stimulus–response (S–R) association. The conditioned 
stimulus (CS) may become directly associated with the 
unconditioned response (UR), a simple stimulus–
response association that carries no information about the 
identity of the unconditioned stimulus (US; Pathway 1 in 

Figure 3. Schematic diagram showing some of the gustatory, olfactory, visual, and somatosensory pathways to the orbitofrontal cortex, and some 
of the outputs of the orbitofrontal cortex, in primates. The secondary taste cortex and the secondary olfactory cortex are within the orbitofrontal 
cortex. V1: primary visual cortex; V4: visual cortical area V4; PreGen Cing: pregenual cingulate cortex. “Gate” refers to the finding that inputs such 
as the taste, smell, and sight of food in some brain regions only produce effects when hunger is present (Rolls, 2005b). The column of brain regions 
including and below the inferior temporal visual cortex represents brain regions in which what stimulus is present is made explicit in the neuronal 
representation, but not its reward or affective value which are represented in the next tier of brain regions, the orbitofrontal cortex and amygdala, and 
in the anterior cingulate cortex. In areas beyond these, such as medial prefrontal cortex area 10, choices or decisions about reward value are taken, 
with the mechanisms described elsewhere (Rolls, 2008b, in press; Rolls & Deco, 2010). Medial PFC area 10: medial prefrontal cortex area 10; VPMpc: 
ventralposteromedial thalamic nucleus.
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Figure 4). Such US-elicited responses include prepara-
tory responses that are not specific to the type of US, 
involved (e.g., orienting to a stimulus, or increased 
arousal), and “consummatory” responses which are spe-
cific to the US such as salivation to food, or blinking to an 
air puff applied to the eye, or approach to a food. A single 
US may elicit both preparatory and consummatory 
responses, and thus the CS may enter into simple S–R 
associations with several types of response.

2. A representation of affect, that is, an emotional state. 
The CS can evoke a representation of affect, that is, an 
emotional state, such as fear or the expectation of 
reward (Pathway 2 in Figure 4). It is demonstrated oper-
ationally by the phenomenon of transreinforcer block-
ing (Cardinal et al., 2002). However, I note that, at least 
in humans, affective states normally have content; that 
is, they are about particular reinforcers (such as feeling 
happy because I am seeing a friend, or feeling happy 
because I am receiving a gift), and these states are better 
described by the third type of association, detailed next.

3. Conditioned-stimulus (CS)–unconditioned stimulus (US) 
associations. The CS can become associated with the 

specific sensory properties of the US including its visual 
appearance, sound, and smell as well as its “consumma-
tory” (primary reinforcing) properties such as its taste, 
nutritive value, and feel (Pathway 3 in Figure 4). This is 
the process involved in stimulus–reinforcer association 
learning, and in the brain involves structures such as the 
orbitofrontal cortex and amygdala (Grabenhorst & Rolls, 
2011; Rolls, in press; Rolls & Grabenhorst, 2008).

  Different pathways in the brain are involved in the 
Pavlovian learned autonomic and skeletal responses to a 
CS, and in the affective representation or state (e.g., 
fear), which may itself enter into associations and influ-
ence choice (Rolls, in press).

Second, in instrumental learning, there is a contingency 
between the behaviour and the reinforcing outcome. A number 
of different learning processes may operate during this proce-
dure, which, it turns out, may have somewhat different brain 
implementations (Cardinal et al., 2002; Rolls, in press). One key 
process is action–outcome learning. The outcome is represented 
as reward or affective value, such as that implemented by the 
firing of orbitofrontal cortex neurons that respond to the taste of 
food only if hunger is present. Other processes influence instru-
mental learning including Pavlovian processes that can facili-
tate performance (as in Pavlovian-instrumental transfer). 
Further, approach to a food may be under Pavlovian rather than 
instrumental control.

We must be aware of the fact that after overtraining, 
responses may become inflexibly linked to stimuli, and that the 
goals, and the reward value of the goals, may no longer be 
directly influencing behaviour in an ongoing way. My theory is 
that normally we want because we like. Indeed, that is inherent 
in my theory, for the genes that make a stimulus (such as a sweet 
taste) rewarding (i.e., wanted, a goal for action) also make the 
stimulus liked (i.e., accepted, with a subjective correlate of 
pleasure, pleasantness, and affective liking). If behaviour 
becomes overlearned and a habit or stimulus–response connec-
tion is built up by another brain system, then animals may make 
automatic responses that are not goal directed. There has been 
confusion in the literature caused by overlooking this point 
(Berridge, Robinson, & Aldridge, 2009). The fact that behav-
iour can become stimulus–response and no longer under the 
control of the goal need not surprise us. Normally, and certainly 
during learning before habits set in, we want a goal, and when 
we get the goal we like it: goal stimuli normally specify what is 
wanted, and what is liked (Rolls, 2005b, in press).

The impact of this analysis in the present context of approach 
and avoidance is as follows. There are many different brain pro-
cesses involved in learning emotional responses, different brain 
regions are involved in the different types of learning, and what is 
learnt in each system may be somewhat independent of what is 
learned in the other systems (Rolls, 2005b, in press). We should 
thus not assume that emotion is a single unified process. There 
may be many different underlying processes that take place, and 
they are not always consistent with each other. My hypothesis is 
that it is the states elicited by instrumental reinforcers that are 
emotional states. Stimuli that produce such states may have other 
effects, eliciting perhaps autonomic responses, approach, fixed 
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Figure 4. Pavlovian conditioning has the potential to create 
associations between a conditioned stimulus (CS) and representations 
of the unconditioned stimulus (US), central affective or emotional 
states such as fear, and unconditioned responses. Dashed lines represent 
associatively learned links. Several different types of response may be 
involved, including preparatory responses which are not specific to the 
type of US involved (e.g., orienting to a stimulus, or increased arousal), 
and “consummatory” responses which are specific to the US such as 
salivation to food, or blinking to an air puff applied to the eye (after 
Cardinal et al., 2002).



246 Emotion Review  Vol. 5 No. 3

action patterns, and learned habits, and while these responses are 
adaptive, they do not require the intervening states involved in 
instrumental actions made to obtain goals, and are therefore not 
crucial to emotional states. The emotional states produced by 
such instrumental reinforcers are states of the brain, the firing of 
neurons, that action systems in the brain seek to obtain or avoid 
by producing instrumental actions. These emotional states may or 
may not be conscious: my approach to consciousness suggests 
that emotional states may gain access to consciousness especially 
when we must perform reasoning that involves these states, and 
correcting errors in such reasoning (Rolls, 2007a, 2007b, 2008a).

A Separate, Rational, Reasoning, Conscious 
System for Identifying Emotional Goals
I have put forward a position elsewhere that, in addition to the 
gene-based goal system for emotion described before, there is a 
separate rational, that is reasoning, system that can plan ahead 
and work for what are sometimes different, long-term, goals 
(Rolls, 1997b, 2003, 2004, 2005a, 2005b, 2007a, 2007b, 2008a, 
2011a, 2012). This type of processing involves multistep trains 
of thought, as might be required to formulate a plan with many 
steps. Each step has its own symbols (e.g., a word to represent a 
person), and so syntactic linking (binding) is needed between 
the symbols within each step, and some syntactic (relational) 
links must be made between symbols in different steps. I have 
argued that when we correct such multistep plans or trains of 
thought, we need to think about these first-order thoughts, and 
the system that does this is thus a higher-order thought system 
(in that it is thinking about first-order thoughts).

There is a fundamentally important distinction here: Working 
for a gene-specified reward, as in many emotions, is performed 
for the interests of the “selfish” genes. Working for rationally 
planned rewards may be performed in the interest of the particu-
lar individual (e.g., the person), and not in the interests of the 
genotype (Rolls, 2011a).

It is suggested that this arbitrary symbol manipulation, using 
important aspects of language processing and used for planning, 
but not for initiating, all types of behaviour, is close to what 
consciousness is about. In particular, consciousness may be the 
state which arises in a system that can think about (or reflect on) 
its own (or other people’s) thoughts, that is in a system capable 
of second or higher order thoughts (Carruthers, 1996; Dennett, 
1991; Gennaro, 2004; Rolls, 1995, 1997a, 1997b, 1999, 2004, 
2005b, 2007a; Rosenthal, 1986, 1990, 1993, 2004, 2005).

It is of great interest to comment on how the evolution of a 
system for flexible planning might affect emotions. Consider 
grief which may occur when a reward is terminated and no 
immediate action is possible (see Rolls, 1990, 2005b). It may be 
adaptive by leading to a cessation of the formerly rewarded 
behaviour and thus facilitating the possible identification of 
other positive reinforcers in the environment. In humans, grief 
may be particularly and especially potent because it becomes 
represented in a system which can plan ahead, and understand 
the enduring implications of the loss.

The question then arises of how decisions are made in ani-
mals such as humans that have both the implicit, direct reward-
based, and the explicit, rational, planning systems (see Figure 2; 

Rolls, 2008b). One particular situation in which the first, 
implicit, system may be especially important is when rapid 
reactions to stimuli with reward or punishment value must be 
made, for then structures such as the orbitofrontal cortex may be 
especially important (Rolls, 2005b, in press). Another is when 
there may be too many factors to be taken into account easily by 
the explicit, rational, planning system, when the implicit system 
may be used to guide action. In contrast, when the implicit sys-
tem continually makes errors, it would then be beneficial for the 
organism to switch from automatic habit, or from action–out-
come goal-directed behaviour, to the explicit conscious control 
system which can evaluate with its long-term planning algo-
rithms what action should be performed next. Indeed, it would 
be adaptive for the explicit system to regularly be assessing per-
formance by the more automatic system, and to switch itself in 
to control behaviour quite frequently, as otherwise the adaptive 
value of having the explicit system would be less than optimal.

It may be expected that there is often a conflict between these 
systems, in that the first, implicit, system is able to guide behav-
iour particularly to obtain the greatest immediate reinforcement, 
whereas the explicit system can potentially enable immediate 
rewards to be deferred, and longer-term, multistep, plans to be 
formed that may be in the interests of the individual not the 
genes. For example, an individual might decide not to have chil-
dren, but instead to devote himself or herself to being a creative 
individual, or to enjoying opera, et cetera. This type of conflict 
will occur in animals with a syntactic planning ability, that is, in 
humans and any other animals that have the ability to process a 
series of “if . . .  then” stages of planning. This is a property of the 
human language system, and the extent to which it is a property 
of nonhuman primates is not yet fully clear. In any case, such 
conflict may be an important aspect of the operation of at least 
the human mind, because it is so essential for humans to cor-
rectly decide, at every moment, whether to invest in a relation-
ship or a group that may offer long-term benefits, or whether to 
directly pursue immediate benefits (Rolls, 2005b, 2008b, 2011a).

Decision-Making Mechanisms in the Brain, 
and How They Are Influenced by Noise in 
the Brain
Recently a theoretical foundation for understanding decision-
making in the brain has been emerging (Deco, Rolls, Albantakis, 
& Romo, 2012; Deco, Rolls, & Romo, 2009; Rolls, 2008b, in 
press; Rolls & Deco, 2010; Wang, 2002). A fundamental part of 
the architecture is a neural network that has positive internal 
feedback between its neurons, and that can fall into one of a 
number of states, each one of which corresponds to a decision, 
and consists of one winning population of neurons that is firing 
at a high rate and inhibits the other populations. When the deci-
sion process starts, if the inputs are relatively equal, the state that 
is reached is influenced by the noisy, that is random, spike tim-
ings of the firings of the neurons in the different populations. 
This type of noise in decision-making processes may operate at 
many different stages of brain processing, and may even influ-
ence the way in which decisions are influenced on different 
occasions between the unconscious emotional system and 
rational decision-making processes (Rolls, 2004, 2005a, 2007a, 
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2007b, 2008a, 2008b; Rolls & Deco, 2010). I emphasize that by 
rational I mean here “reasoned.” In this way, noise in the brain 
may influence what behavioural responses or actions are made to 
emotional stimuli, including, for example, whether actions are 
based on activity in the emotional or reasoning brain systems.

Conclusions
In this article, I have outlined a theory of emotion. This provides 
an account of approach and avoidance in terms of first, associa-
tive learning to define which stimuli are goals (this involves 
associative learning between stimuli that are primary and  
secondary reinforcers), and second, of instrumental or action–
outcome (i.e., action–reinforcer) association learning.
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