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Abstract

In the philosophy of artificial intelligence (AI) we are often warned
of machines built with the best possible intentions, killing everyone
on the planet and in some cases, everything in our light cone. At the
same time, however, we are also told of the utopian worlds that could
be created with just a single superintelligent mind. If we’re ever to
live in that utopia (or just avoid dystopia) it’s necessary we solve the
control problem. The control problem asks how humans would be able
to control an AI arbitrarily. Nick Bostrom and other AI researchers
have proposed different theoretical solutions to the control problem. In
this paper, I will not look at the empirical question of how to solve the
control problem. Instead, I will ask if we can solve it at all, a critical
assumption most AI researchers have made is that we can. I propose, in
fact, that we have a priori grounds for believing it is logically impossible
to solve the control problem, since all superintelligent minds are, by
definition, uncontrollable.
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Introduction
The problem of the control problem is put best (and perhaps discussed most)
by Nick Bostrom (2014:127) as the question of how “the sponsor of a project
that aims to develop superintelligence ensure that the project [. . . ] produces
a superintelligence that would realize the sponsor’s goals?” This definition is
technically correct but makes it sound like a solution to the control problem
is something that would be nice to have. When really, solving the control
problem is a necessary step that needs to be taken, if we’re ever going to
develop an AI that values human life, takes less intelligent beings into con-
sideration or just respects the planet. In short, solving the control problem
is necessary but not sufficient if we want to mitigate the existential risk of
an artificial superintelligence (ASI), since, a primary goal of (almost) any
AI project on earth will be that it doesn’t end our species.

Before continuing it’s worth making precise what I mean by artificial in-
telligence, superintelligence, and artificial superintelligence. Today, each of
these words can often be used interchangeably and for different purposes. In
the philosophy of AI, not all artificial intelligences are superintelligent and
not all superintelligences are artificial. Even a simple definition of artificial
intelligence is not easy. Speaking broadly, AI is often viewed as “[making]
computer systems (of various kinds) do what minds can do” (Boden, 2016).
For our purposes, this definition of AI is sufficient. Yet, this definition only
covers what the field of AI deals with as a whole, there is still a question of
how strong a given AI system is. For instance, take AlphaGo, the computer
that beat the best human at the board game Go (Bringsjord and Govindara-
julu, 2018:§3.4), while this is certainly an example of a computer performing
tasks that require human intelligence, it is only performing one of those tasks
at a superhuman level, namely gameplaying. This is a weak or narrow AI
because it is not performing, at even close to human levels, the full suite of
tasks an average child could perform, like talking, understanding languages
and recognising images (Bostrom, 2014:31). Narrow AI is probably the kind
we hear most about in the news.

Importantly, narrow AI is not the kind I will be talking about in this pa-
per. Instead, the control problem applies only to artificial superintelligences.
This is an AI which “greatly [outperforms] the best current human minds
across many very general cognitive domains” (Bostrom, 2014:52). These cog-
nitive domains are of the kind we talked about earlier but also include things
like “strategic planning” and “psychological modelling” (Bostrom, 2014:94).
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However, just because something is superintelligent, does not mean it is ar-
tificial. Bostrom (2014:36) shows that, in principle, selective breeding could
create a biological superintelligence, and George Dyson (2019) believes that
superintelligence is only achievable through analogue systems. In this paper,
however, ASIs will be our only concern. Finally, an AI which doesn’t exceed
but just matches human levels at a variety of tasks that require intelligence,
we can call an artificial general intelligence (AGI). An AGI, then, is an AI
that is equally intelligent to a human in many domains.

Based on the last paragraph, you might think the control problem is a
moot point altogether. That is, if an ASI can perform tasks that require
human intelligence, at a superhuman level, then surely one of the tasks it
can perform, at a superhuman level, is ethical reasoning. In other words, if
we do build an ASI, then it’ll be smart enough to know that it shouldn’t kill
humans or harm the planet. Besides for the fact that the control problem
is about controlling ASIs arbitrarily and not just in ways which benefit us,
it’s also not true that ASIs will necessarily have superior ethical reasoning
to us, in the sense that what is objectively superhuman ethical reasoning
might not be in our interests (Bostrom, 2003:277). After assessing all its
options, an ASI could conclude that the most ethical thing to do is release a
cloud of gas which blocks any feelings besides happiness in humans. This is
an example of a superintelligence making a moral judgement that we would
probably disagree with, if it had taken our interests into account. So just
because an AI is superintelligent does not mean we should expect it to au-
tomatically value what we value.

Nick Bostrom and Eliezer Yudkowsky (2014:332) were right when they
said that one of the most central issues in AI is figuring out “how to build
an AI which, when it executes, becomes more ethical than you.” But this
question is ultimately a moot point if we can’t solve the control problem,
either in time or at all. I think that we have good a priori reasons for be-
lieving that the control problem is, in fact, unsolvable at all. My task for
this paper will be to show why this is the case and why there is therefore no
possible world where humans succeed in controlling an ASI. In section 1, I
will give my argument for why there is no possible world where humans solve
the control problem. In section 2, I will look at what some of the strongest
objections to this argument are. Finally, in section 3, I will respond to these
objections and attempt to show that they are not fatal to my argument.
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1. The Problem with the Control Problem
In the philosophy of AI and empirical AI research, it’s generally accepted
that the control problem is solvable. Most current answers to the question
‘can we, in principle, solve the control problem’ come in two flavours: ‘yes
and this is how‘, with the other just being a plain ‘no.’ There is no camp that
only gives logical or metaphysical reasons to think that the control problem
is solvable, without also mentioning how to solve it. Let’s briefly look at
what reasons each of these camps give for their positions.

The ‘yes and this is how’ contingent take up a majority of researchers
and philosophers. At the forefront of the control problem in philosophy and
AI research, Bostrom falls into this camp. In his book, Bostrom (2014:127)
lays out exactly what the control problem is and why it is such a hard prob-
lem to solve. While he doesn’t give us reasons to think that humans can,
in principle, solve the control problem, he does give us a variety of different
methods to potentially solve the control problem, in the actual world. In a
sense, Bostrom answers ‘yes’ implicitly, to the question of whether its logi-
cally possible to solve the control problem. If there is a method to control
an ASI in the actual world, then that implies it’s possible for us to solve the
problem. Any solution to the control problem would come in the form of
some kind of method to do the controlling. Bostrom (2014:143) gives several
possible solutions to the control problem. Take the boxing solution to the
control problem, where Bostrom proposes simply that we lock all ASIs in
metaphorical boxes to stop them from doing things we don’t want them to
do. Posing this as a solution to the control problem in the actual world
means that (1) the control problem is possibly solvable, while the solution
might not work in the actual world it could work in some other possible
world. From this we can infer (2), the control problem is in principle pos-
sible to solve by humans, because there is at least one world where humans
solve it.

Eliezer Yudkowsky has, in conjunction with Bostrom, given a crucial
reason for believing the ‘yes and this is how’ camp. This is that, as self-
modifying systems, we can give an AI some instruction early on, say before
it is superintelligent, such that the AI carries this instruction through to its
superintelligent future self. In this way, even once an AI becomes an ASI, it
will have been effectively controlled by humans (Yudkowsky and Bostrom,
2014:330). If this is true, then the control problem is solvable because it
doesn’t involve controlling an ASI but rather an AGI at an early stage,
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which is logically possible. However, I don’t think this line of reasoning
works and in section 3, I will speak more about why this is not a genuine
case of control.

In contrast, there are also some who take the position that the con-
trol problem is logically impossible to solve. As Yudkowsky and Bostrom
(2014:330) note, Ray Kurzweil (2005) is one of these people. For Kurzweil
“intelligence is inherently impossible to control” so there are no methods
that would be able to control an AGI yet alone an ASI.

Another person I would include in this camp is Daniel Dennet. Though
Dennett (2019:52) does not call ASIs uncontrollable, as explicitly as Kurzweil,
he does imply as much. Saying that, if we were to imagine an ASI or per-
haps even an AGI signing a contract with a human, there is no “penalty for
promise breaking” we could impose on the AI if it were in breach of contract
(Dennett, 2019:52). This is due to the nature of both AGIs and ASIs being
digital, they could back up their minds to many locations such that there
is no way we could conceivably punish them. We can’t put them in prison,
and we can’t kill them (assuming they are advanced enough). They are “like
superman” (Dennett, 2019:52). This means, we could only imprison an AI,
if the AI wanted to go to prison. The question of how we could make an
AI want something is identical with the control problem. Dennett (2019:52)
says that a solution to which is “systematically difficult [to make fool proof]
given the presumed cunning and self-knowledge of [an] AI.”

George Dyson does not believe superintelligence will be digital. But it
does seem likely that he would still agree with Dennet that the control prob-
lem is impossible to solve. He says, almost as explicitly as Kurzweil, that
we can’t control intelligence. Dyson identifies the problem with controlling
intelligence in a law of AI which says: “any system simple enough to be un-
derstandable will not be complicated enough to behave intelligently, while
any system complicated enough to behave intelligently will be too compli-
cated to understand” (Dyson, 2019:38). Dyson is quick to show we can build
things we don’t understand, even so, if the AI we’re seeking to control is so
complicated we don’t understand it, then it seems to follow that controlling
it will be impossible and as such “our relationship with [it] will always be a
matter of faith” (Dyson, 2019:38).

However, none of these accounts are sufficient to either, believe that we
can, or that we cannot, control ASIs. Kurzweil and Dyson are correct that
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controlling an ASI is impossible, but they have not spelled out why this is so.
I think there are a priori grounds for believing that we can’t control ASIs.
My argument may even be going too far for those who, like Kurzweil, believe
controlling ASIs is impossible, since they could really be using impossible in
the way we use it in everyday speech and not in the logical sense. However, I
do view the control problem as being impossible in the logical sense. Where
logical impossibility is distinct from everyday or physical impossibility, in
that, everyday physical impossibility expresses that something can’t be true
due to the nature of our world, while the logical sense of impossibility ex-
presses that something is not true in all possible worlds. In the logical sense
then, the impossibility of solving the control problem follows from how we
define an ASI. Though there are plenty of definitions for ‘ASI’, any definition
that captures the essential features of an ASI will work. At the start I took
Bostrom’s definition to be correct, that an ASI is an AI which “greatly [out-
performs] the best current human minds across many very general cognitive
domains” (Bostrom, 2014:52). But Irving John Good’s definition also seems
to capture the same essential truth about ASIs that Bostrom’s does, when
Good says (as cited in Bostrom, 2014:4) “an ultraintelligent machine [can]
be defined as a machine that can far surpass all the intellectual activities of
any man however clever.” This common truth present in both definitions,
is that ASIs are essentially more intelligent than humans. From this and
using the following line of reasoning, I believe we can say that there is no
possible world where the control problem is solved by humans:

1. A truly superintelligent artificial intelligence is essentially more
intelligent than all humans

2. Let x be a truly superintelligent artificial intelligence

3. A solution to the control problem will let the solver in some way
limit what x can do

4. If the control problem is solved by humans, then at least one hu-
man will have a way of limiting what x can do

5. If y limits what x can do, then y has a greater than or equal
intelligence to x

6. Assume that humans have solved the control problem, then by
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(4) this means at least one human has limited what x can do

7. Further, by (5) this means at least one human has greater than
or equal intelligence to x

8. Yet, according to (1, 2, 5) if humans have a greater than or equal
intelligence to x, then x is not truly superintelligent, since there
is at least one human which is at least as intelligent as x

9. (8) and (2) being true is a contradiction

10. By reductio ad absurdum (6, 2, 8) the assumption that humans
solve the control problem leads to a contradiction, so it must be
logically impossible for humans to solve the control problem

This argument relies on definitions of the control problem, ASI, and their
relation to humans, so there isn’t an investigation in the world we would
need to conduct, to verify whether it’s sound. I believe there is a priori
support for my argument that it is not logically possible for humans to solve
the control problem. Though just because the argument is based on defini-
tions doesn’t mean everyone will agree that each premise is true. However,
I believe there are good reasons to think they are. Importantly, not all the
premises need the same justifications, some merely logically follow from oth-
ers. Premise (1), that ASIs are essentially more intelligent than all humans,
does seem somewhat controversial. Likewise, the claim in premise (5) is also
not obviously true when it says that, if you can limit what a truly superin-
telligent AI can do, then you must have as much or more intelligence than
it. Yet, I believe there are good reasons to think both (1) and (5) are true.
If you accept both (1) and (5), I don’t believe there is any way to resist
the conclusion that the control problem is logically impossible for humans
to solve.

The question of what makes a given property an essential property in-
stead of an accidental property is, by itself, an entire area of philosophy.
As such, if we want to find out what properties are essential to being a hu-
man or a toaster, instead of those that are merely accidental, our answers
might change depending on what view of essential properties we take to be
true. Pretheoretically, when we talk about essential and accidental proper-
ties we understand them in the sense that an essential property of a thing
is “a property that it must have” while an accidental property is one which
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it only “happens to have but that it could lack” (Robertson and Atkins,
2018). Further, Robertson and Atkins (2018) show that the specific way
we characterise the must and could of our pretheoretical understanding, is
where our answers to what makes something an essential property might
diverge, though, this does not mean that we will get radically different an-
swers depending on the account of essential properties we take to be correct.
There must still be certain properties that come out as essential and others
that come out as accidental, no matter the account (Robertson and Atkins,
2018). A common way of understanding what essential properties are is the
modal account. Where “P is an essential property of an object o just in case
o has P in all possible worlds, whereas P is an accidental property of an
object o just in case o has P but there is a possible world in which o lacks
P” (Robertson and Atkins, 2018:§1). Though the modal account of essential
properties is common, that does not mean it’s without any flaws. However,
in our case, using the modal account of essential properties to understand
whether ASIs are essentially more intelligent than humans, will be sufficient,
since this should be an uncontroversial essential property that any correct
account will call essential, in the same way that any correct account will call
being human an essential property of Socrates.

With this modal account of essential properties in place, why should we
think that ‘being more intelligent than all humans’ is something an ASI will
have in all possible worlds? This comes from the way we characterise what
an ASI would be like. Fundamentally, our definition of an ASI was an AI
which cognitively outperforms human minds. Based just on that definition,
it seems we would have to say there is no possible world where an ASI could
exist without cognitively outperforming all humans, since that thing would
no longer be an ASI if there were human minds which outperformed it. In
the same way, there is no possible world where Socrates is not human, be-
cause the thing we call Socrates could not be Socrates, if it weren’t human.
Being more intelligent than all humans is simply a property an ASI could
not lack.

Yet we can still look at why we should define an ASI in this way. Bostrom
(2014:53) has examined the kinds of “superpowers” we would expect an ASI
to have, and from these it does seem reasonable to conclude that an ASI
is something which would cognitively outperform humans. Take just the
speed and quality superpowers that Bostrom (2014:53) mentions. Having
the superpower of speed would allow that system to do the same thinking
a human could but “much faster” (Bostrom, 2014:53). This means, if we
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just took an average adult human and gave them the “multiple orders of
magnitude” speed increase Bostrom (2014:53) talks about, we could end up
with a human that thinks 104 times as fast as a typical person. Such a speed
increase would let that human not only perform cognitive tasks, like moving
chess pieces to the best location on a board, or writing essays, at superhu-
man speeds, but it would also change the way that human perceives time.
You could think about each chess move for subjective days or weeks while
your opponent has mere minutes to perform the same thoughts (Bostrom,
2014:43). Along with this, the quality of thinking in a superintelligence is
its own superpower. Where a superintelligence would think not faster but
better than a human, in the same way that a human thinks better than an
ant. Something with an ant’s quality of intelligence simply cannot perform
tasks like playing chess. To an agent that has a quality of intelligence su-
perpower, there might be tasks it can perform that will seem as foreign to
a human as chess does to an ant (Bostrom, 2014:57).

If superintelligence has just one of these superpowers, then I think it’s
safe to say that an artificial superintelligence will cognitively outperform
humans and thereby be more intelligent than all humans.

The second crucial premise of the argument is (5) which says that if you
manage to limit what an ASI can do then you must be at least as intelligent
as it. By this, I don’t mean it as a general rule that when you limit what
something can do, then you must be at least as intelligent as it. There are
several examples where this isn’t the case, perhaps the most famous being
the parasitic fungus Ophiocordyceps, which can greatly limit and “control
ants’ behaviour” (Harmon, 2012). Such that, if an ant becomes infected,
the fungus will make the ant bite down on a leaf at the high point of a tree
where the fungus will eventually grow out of its body and infect even more
ants (Harmon, 2012). In this case, the fungus is less intelligent than the ant,
in terms of the quality of its intelligence, but is still able to control and limit
it in a significant way. What’s more, Fredericksen et al. (2017) show that
in an infected ant, the fungus is not found in the ants’ brain but rather its
muscles, which suggests the fungus controls the ants through, what Bostrom
(2014:138) would call, a “capability control” method instead of a “motiva-
tional selection” method. This is because the fungus appears to work not
by making an infected ant want to kill itself, but rather by directly affecting
the ants’ muscles such that the ant kills itself.

Since premise (5) only deals with ASIs, problems like the zombie ant do
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not affect its truth. By this I mean, strictly speaking, the zombie ant is not
a counter example to premise (5) which says: ‘If y limits what x [a truly
superintelligent artificial intelligence] can do, then y has a greater than or
equal intelligence to x [a truly superintelligent artificial intelligence].’ In the
example of the zombie ant, the less intelligent fungus is genuinely limiting
what a more intelligent ant can do but it is not limiting what a superintelli-
gence can do. For the zombie ant to be a problem for premise (5) we would
need a case of the fungus limiting what a truly superintelligent artificial
intelligence can do. The way premise (5) is currently formulated is a weak
claim and the case of the zombie ant would be a problem, only if I had for-
mulated premise (5) more strongly, as the claim that: ‘If y limits what x [a
more intelligent agent] can do, then y has a greater than or equal intelligence
to x [that agent].’ This is because the stronger formulation of premise (5) is
really making the universal claim that for all agents, it isn’t the case that
a less intelligent agent could limit a more intelligent agent. The case of the
zombie ant then, disproves that stronger universal claim because by knowing
that a fungus can limit an ant, we effectively know that there exists a less
intelligent agent that can limit a more intelligent agent. The universal claim
that, all less intelligent agents can never limit all more intelligent agents, is
far too strong for me to commit to. Zombie ants are, themselves, a good
reason to specifically formulate premise (5) more weakly, such that it doesn’t
make a claim about all more intelligent agents. Of course, even the weaker
version of premise (5), which deals only with ASIs, is still a universal claim.
This is because it talks about all agents which could limit an ASI. Yet, this
is still a weaker claim since, for the stronger claim, just one thing existing
that is less intelligent, which limits just one thing that is more intelligent,
would be enough to make that claim false. However, for the weaker claim,
we would need there to exist one thing that is less intelligent, which limits
specifically a superintelligence, to make the claim false.

Even though the zombie ant shouldn’t technically be able to make premise
(5) false, we can still look at where the zombie ant puts pressure on premise
(5). As I see it, the zombie ant forces us to ask why one should formulate
premise (5) to only include ASIs, that is, why ASIs are unique in requiring
intelligence to limit them, even though this doesn’t apply to all intelligences?
I think a true answer to this question is unknown, but I do believe there is
genuinely something different about ASIs which gives them different prop-
erties to other intelligences, like ants and fungi. The most obvious difference
is just the raw intelligence of an ASI compared to ants, fungi and even hu-
mans. Just like we seem to find consciousness in creatures with enough
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brain power, so too it also might be, when we reach a further threshold of
intelligence, limitations become impossible without sufficient intelligence.

The Ophiocordyceps fungus has managed to implement a significant
method of capability control which directly forces some ants to do what
the fungus wants, is there an analogous way that humans could work like
the fungus or create a ‘fungus’ such that we directly force an ASI to do what
we want? I think the answer is no. Like other capability control methods,
that is, methods of control which limit what an ASI can do rather than what
it wants to do, even we can think of ways an ASI will be able to escape them
(Bostrom, 2014:146). No doubt, an ASI will think of ways to escape that we
can’t hope to pre-empt. The closest forms of capability control to a human
made fungus, that Bostrom (2014:146) mentions, are boxing methods. This
is where we attempt to physically contain an ASI such that it can’t affect
the outside world, for example, by unplugging the internet and building the
ASI at the bottom of the ocean. Like the fungus, this method of control
attempts to make an ASI directly do something we want it to do, namely,
not killing people. However, even if at the bottom of the ocean we only
communicated with this ASI via a text terminal, way up on the surface,
it’s almost certainly still going to be able to escape. This is because such a
situation replicates exactly an experiment done by Yudkowsky (2002) where
one person acts as a gatekeeper and another as an ASI in a box wanting
to get out, they only communicate through text and the gatekeeper gets
$10 if they don’t let the ASI out. Yudkowsky has acted as an ASI in this
situation twice and in both cases the gatekeepers let him, acting as the ASI,
out of the box. Yudkowsky hasn’t explained how he got the gatekeepers
to let him out but even so we know that a human level of intelligence has
been able to escape this kind of box and crucially, just that he escaped is
enough to know an ASI might also be able to, since, “what a human can
do, a superintelligence can do too” (Bostrom, 2014:283). The way fungus
creates zombie ants is a kind of boxing method and yet ants can’t escape it,
while we can expect that superintelligences will be able to. When you get to
a certain level of intelligence it seems there is less wiggle room for something
like a ‘fungus’ to work as a control method. I think this is one good reason
to think that there is genuinely something different about ASIs which links
intelligence to limitations, in a way that other intelligences aren’t.

Another category of control methods that Bostrom (2014:138) identifies
are motivational selection methods, where we limit what an ASI wants to
do. That is, giving an ASI rules so that it doesn’t want to do what we

13



don’t want it to do. Motivational selection methods come with their own
problems and in section 3, I will look at these. Yet, I think with what we
have seen so far, it’s safe to say that limiting what an ASI can do is a dif-
ference in kind to limiting what an ant can do. There is a way in which
intelligence is uniquely tied to applying limitations to ASIs that it isn’t in
other cases or at least isn’t as essential in other cases. Specifically, that
successfully applying limitations to an ASI depends on you being at least
as intelligent, if not more intelligent than the ASI. To me, more raw intelli-
gence is the only way to get around the problems with limiting an ASI that
pre-empts, or works faster than you in all domains. However, this doesn’t
mean it’s impossible to control an ASI, just that it’s impossible for less intel-
ligent minds like humans to control an ASI. This leaves open the possibility
some super-superintelligence could still limit the abilities of an ASI. If such
a super-superintelligence existed and wanted to limit an ordinary ASI, then
it would be able to pre-empt any defences from the ordinary ASI in exactly
the same way an ordinary ASI could pre-empt and avoid our best attempts
at limitations.

ASIs will be superintelligent across many domains in the same way that
today’s best gameplaying AIs are superintelligent across only one domain.
If you are playing a fair game of chess or Go with AlphaZero, it is not physi-
cally possible for you to win. It might be physically possible for you to beat
AlphaZero at chess if you were not playing fairly and ignored some rules
of chess and, for instance, were allowed to take days to prepare each move
while AlphaZero were only allowed minutes. Or it might also be physically
possible for you to win against AlphaZero if you had an even more powerful
computer helping you make moves. Yet, barring these ‘cheats’, a game of
chess between you and AlphaZero depends on just your intelligence versus
its intelligence at chess and gameplaying. Analogously, if successfully apply-
ing control methods to an ASI is like a game of chess with a superintelligent
narrow AI, then the rules of such a game of control would be like chess, only,
instead of applying to a gameboard, they would apply to all the domains
of the world. The notion of a fair game in this analogy corresponds to not
breaking the physical laws of the universe, which is to say that, effectively,
if you are both abiding by the same laws of the universe, a game of ‘can I
control an ASI’, will again depend on your intelligence versus its intelligence,
just like in the chess match. In the real world, the only rules that can be
broken are physical laws. Assuming neither you nor the ASI can do this,
all the game comes down to is just what the game came down to when it
was a game of chess, intelligence versus intelligence. Only now the game is
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intelligence-generally versus intelligence-generally, instead of intelligence-in-
one domain versus intelligence-in-one-domain.

From this it follows that if a narrow AI can easily pre-empt our moves
or make moves no one can predict in the first place, when it comes to chess,
then we should expect a generally superintelligent AI to do the same sorts
of things, only in real life and not just on a chess board. Whatever approach
to control we take, be it surrounding an ASI in a faraday cage that lives in
a bunker under the ocean, or attempting to engineer an ASI that will not
want to hurt us, we will be making moves in a game all the same, though the
game is much bigger and less will defined, if an ASI is truly superintelligent,
then it will be able to shrug off those moves, which are our best attempts at
control, in the same way that narrow superintelligences shrug of our moves
in chess, which are our best attempts at beating them at chess. The only
way we could ever hope to beat AlphaZero at chess fairly, is simply by being
as intelligent or more intelligent than it. Likewise, I think it follows, that the
only way to control an ASI is by being as intelligent or more intelligent than
it. As was the case when AlphaZero beat its ancestor computer AlphaGo at
chess, where it “achieved within 24 hours a superhuman level of play in the
games of chess and [. . . ] Go, and convincingly defeated a world-champion
[chess and Go] program in each case” (Silver et al., 2017:1).

2. Problems with the Argument
There’s a reason Bostrom (2014:255) said solving the control problem is
“philosophy with a deadline” and that Yudkowsky (2001:7) said we have to
“get it right the first time” and make zero errors, if we want to create a
friendly AI. This is that both Bostrom and Yudkowsky want to leave open
the possibility that we can solve the control problem and in so doing create
an ASI that is aligned with our interests. Why they think this possibility
exists is one of the strongest objections to the argument in section 1.

Motivation

In the previous section we looked at why it’s not logically possible to control
an ASI. However, what Bostrom and Yudkowsky will point out is that while
it’s perhaps logically impossible to limit what an ASI can do, it’s not logi-
cally impossible to limit what an AGI can do, since AGIs are AIs that are
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as generally intelligent as a human. If that’s true, it might mean we could
control an AGI in such a way that the AGI itself passes the control method
on to any AIs the AGI constructs, or itself, if the AGI self modifies its mind
to become superintelligent. In other words, if we came across some alien
ASI that is already fully superintelligent, I’m sure Bostrom and Yudkowsky
would take it as a trivial point that it would be impossible to control. How-
ever, if we make the ASI that we are seeking to control, then there is a
chance we might be able to control it. Formally, this denies premise (5) of
the argument in section 1, which said that if you limit an ASI, then you
must be at least as intelligent as it. This is because, if it were true that you
could limit an AGI and that limitation would pass on to a future ASI, we
would have an example of something less intelligent (humans) limiting an
ASI, so the premise would be false.

This denial of premise (5) comes from ideas about how we are likely to
construct ASIs. Creating a fully superintelligent ASI from scratch, while
perhaps logically possible, is not something we are likely to see in the actual
world. Instead, what is more likely to happen is that we build what Yud-
kowsky (2007:479) calls a “seed AI.” This is an AI which is capable of “self-
understanding, self-modification, and recursive self-improvement”(Yudkowsky,
2007:479). At the start, this seed AI need not even be an AGI, that is, not
even as generally intelligent as a human. Even so, using its self-modification
abilities, the seed AI could change its own programming to become gener-
ally intelligent like a human is. From this point the seed AI could use the
capabilities it has gained from being as intelligent as a human, to further
self-modify to the point where it is superintelligent, creating an “intelligence
explosion” (Bostrom, 2014:29). This is one of the more likely paths to super-
intelligence Bostrom (2014:22) has identified among others. The possibility
of us realising this path means there might be a way for us to limit or incen-
tivise what a future ASI can do, when it is at the level of an AGI or lower.
Though this could depend on how long it takes for the AGI to self-modify
into an ASI. If it is the “fast takeoff” Bostrom (2014:64) identifies, the seed
AI could go from being an AGI to an ASI in less than a day. Yet, whether
it is a fast or slow takeoff does not matter for our purposes, since either
will open up the logical possibility of controlling what an ASI can do, before
it becomes superintelligent and thereby prove that premise (5) is not correct.

One way of representing a motivational control method is as a goal. If
an agent implements the goal successfully, then an AI will want to pursue
it. Even assuming we do manage to implement a goal that an AI wants
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to follow when it is at the level of an AGI, why should we think that it
will carry through that goal to its future ASI self? We have good reason
to think that if AGIs have minds that are anything like our own and ex-
press their intelligence in any way that is similar to ours, then they will be
driven to think rationally, just as we are (Bringsjord and Govindarajulu,
2018:§2). In fact Omohundro (2008:485) identifies rationality as one of the
basic drives an AGI or ASI will have. Since it would be hard to become
superintelligent, if you were driven to think irrationally. One could imagine
a chess computer that thinks irrationally attempting to lose as many games
as possible instead of win as many as possible. This comes down to how
you define rationality, but if we use a rational choice theory understanding
of rationality, as Omohundro (2008:485) does, then its rational to take some
action when it nets you more utility or expected utility than other actions.
In this way, a rational chess computer that considered whether it should lose
games instead of win them, would see losing as a negative expected utility
and not take actions that lead to losing.

However we define the rationality an AI will have, what’s important is
the goal we decide to implement. Yudkowsky (2001:100) suggests that given
the right goal, to the extent that an AGI is thinking rationally, it would be
irrational for the AI not to persist that goal as the AI modifies itself, and so
it would not “want to modify the goal” (Yudkowsky, 2001:100). This means
that such a goal would have “to get the AI to see undesirable modifications as
undesirable” (Yudkowsky, 2001:222). Such a goal might be something like a
kind of axiology, which is “a certain theory of what things are good and how
good they are” (Schroeder, 2016). Consider we give an AI a certain theory
of good that identifies what is good with human happiness. If at some future
point the AI becomes more intelligent and could potentially modify its axi-
ology to something else other than human happiness, it doesn’t seem likely
the AI will commit that change since, according to its present axiology, this
new axiology would be a negative utility. It would be like a chess computer
considering whether it should change its goal from winning games to losing
games. According to its current goal, the new goal would net only nega-
tive expected utility, if it were implemented. So, the chess computer would
not pursue this new goal. This is all assuming there were a self-modifying
chess computer. Yet, this does seem to follow for self-modifying AIs, if we
look at the clear example from Yudkowsky and Bostrom (2014:330), which
shows that we could expect this kind of behaviour from humans too. Gandhi
had a value theory which made him not want to kill people. Were he pre-
sented with a magic button that could make him not want to want to be
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peaceful, under his current axiology, pushing that button would be rather
unattractive. So, in our case, where the prospect of a self-modifying AI
being presented with an axiology changing button is a real possibility, we
should expect the AI not to want to push the button. This is because, if
the button were to change the AI’s axiology as drastically as it did in the
Gandhi example, then its present axiology would make pressing the button
look like an unattractive option with a negative utility.

If we are the ones that implement such a goal or axiology in an AI, and
that AI does indeed persist the goal from when it was only generally in-
telligent until it becomes superintelligent, then we have a clear example of
something less intelligent controlling an ASI.

Consent

Along these lines, another strong objection to my argument is simply that
an ASI could consent to us limiting it, which would likewise make premise
(5) false that limiting an ASI is something you have to be at least as intel-
ligent as it, to do. This applies equally well to an ASI we arbitrarily find
in front of us, as it does to an ASI that we create through a seed AI. Let’s
take the second case first. Though we don’t yet know how to build an ASI
or AGI, if we build either of these, then it is likely that creating the AI will
involve some form of programming. Though other paths to superintelligence
mentioned by Bostrom (2014:22) include organic superintelligences, where
instead of constructing a seed AI from scratch, we instead emulate a human
mind on fast hardware which gives it access to more intelligence than it
would otherwise have. However, if we take it that we are dealing with a su-
perintelligence that humans create from a seed AI, then it seems inevitable
this will have to involve some kind of computer programming. If this is true,
and the seed AI does evolve into an AGI and then (eventually) an ASI, what
will the initial code that contained our best attempts at solving the control
problem look like to the AI? Though we can’t know what-it-is-like for the
AI to experience that code, Yudkowsky thinks it might be something like
sensory perception. He writes:

For a self-modifying AI with causal validity semantics, the presence
of a particular line of code is equivalent to the historical fact that, at
some point, a human wrote that piece of code. If the historical fact is
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not binding, then neither is the code itself. The human-written code is
simply sensory information about what code the humans think should
be written (Yudkowsky, 2001:105).

This means an ASI might see the original code humans made it with,
in the same way we see colour or hear sound. Assuming that some of its
original code was an attempt at solving the control problem, then this would
amount to not much more than a suggestion to the AI that it should fol-
low that code, in the same way that its other sensory information would
be presenting it with possibilities for other actions it could take. Crucially,
once a seed AI has evolved to become an ASI, we should not expect that
the AI will treat any safety code we have implemented as privileged code
(Yudkowsky, 2001:105), that is, code which the ASI cannot modify. Since,
by definition, a seed AI is something which can modify any part of itself.
This means premise (5) wouldn’t be defeated by implementing some form
of safety code that, for instance, destroys an AI as soon as it thinks about
harming humans, since this very code could be modified by a self-modifying
AI. I think it follows, that to implement code which couldn’t be modified by
a superintelligent self-modifying AI, would require that you are at least as
intelligent as it, since it would amount to outsmarting the mind of an ASI.
So, while we can’t expect the code itself to do any of the work in limiting
what the ASI can do, it is logically possible that the ASI take code meant
to limit it as a suggestion, and then simply consent to following that sug-
gestion. If an ASI does heed this early suggestion we make through code, it
seems we have another counterexample to premise (5) such that something
less intelligent has managed to limit what an ASI does and does not do. In
a seed AI, we might program the AI to “never try to conceal [its] actions
or cognitive state from [its] human programmers” (Yudkowsky, 2001:108).
If the ASI that evolves from the seed AI does consent to following this in-
struction, then something less intelligent has limited what an ASI can do.
Though any true ASI could just as easily ignore the instruction, like we
would ignore a mosquito buzzing near our ear.

AIs that aren’t seed AIs can also give consent. Consider a human brain
which acquires superintelligence from a super-fast computer emulating it.
This is an ASI which we will be unable to program any safety code for, since
the mind we emulate will have exactly the same programming we do, though
it would still be superintelligent. There is nothing that logically stops us
from asking the superintelligent emulated mind: ‘please don’t harm humans.’
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And likewise, there is nothing that logically stops the emulated mind from
obeying that instruction. Perhaps it is unlikely for it to blindly follow the
suggestion, just as we would be unlikely to obey a suggestion from an ant.
Yet, something can be unlikely and still come true, and just one counterex-
ample is all that’s needed to break the identity claim in premise (5), that
all things which control an ASI must be at least as intelligent as it. An ASI
consenting to being limited does seem to be exactly that counterexample.

3. Significant & Insignificant Control
In section 1, I argued that a contradiction arises if we assume humans solve
the control problem, and so there isn’t a possible world where humans have
or will ever successfully solve the control problem because that world would
be an impossible world and “what is impossible is the case at no worlds”
(Lewis, 2001:8). However, in section 2, I considered some strong objections
in the way of thinking this. Both of these put pressure on premise (5) of
my argument, which says that anything, human or otherwise, seeking to
control a superintelligent agent, must be at least as intelligent as that agent,
to successfully apply a given control method and limit the space of actions
the agent can take. The first objection pointed out that it would be logi-
cally possible to limit what an ASI can do before it becomes an ASI. That
is, implementing a control method in a seed AI which it carries through to
future evolutions of itself. Similarly, the second objection showed that it is
also logically possible for an ASI to consent, by luck or reason, to a control
method which we want to implement. Perhaps the space of acceptable con-
trol methods an ASI would willingly consent to is small, but this makes it
logically possible for us to pick something out of this space.

Before moving on, it’s worth briefly looking at what a solution to the con-
trol problem would enable us to do. Most likely, we would use it to “subject
AI [. . . ] to positive moral and aesthetical values” (Sitnicki, 2018:§4). How-
ever, solving the control problem by itself would not be sufficient to achieve
this task. Consider, as Yudkowsky and Bostrom (2014:331) do, what would
happen if the ancient Greeks somehow had the ability to select the ethical
values that would guide an ASI? Some of these values we might agree with
but there are others that, today, we would find more than unattractive.
For instance, thinking slavery is acceptable. This means that if the ancient
Greeks did, in fact, create an ASI with their morals, then no matter how
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much technological superiority their imaginary world experienced in relation
to our actual world, they might never see or come to see slavery as being
immoral. In part, this is due to the invulnerable nature of ASIs, like Dennet
(2019:52) says, it’s hard to imagine how we could dismantle an ASI without
it switching to a mind at a backup location. So, there is a sense in which any
ethical values we impose on an ASI will in turn be imposed on us, into the
future. Crucially, the same moral mistakes we identify in the ancient Greeks
would almost certainly be identified in any ASI that we built today, with
our values. When our descendants look back to 2019, it’s hard to imagine
them not having the same reaction to some of our values, as we have to
slavery (Graham, 2010).

More importantly, the lesson we are meant to draw from this, accord-
ing to Yudkowsky and Bostrom (2014:331), is to not implement a control
method in an ASI which only ensures that the ASI respects our current
state-of-the-art morals, but rather we should implement a control method
that allows an AI to evolve its morals, just as we evolve ours. In other
words, a major and perhaps best use case for solving the control problem,
will be to limit the space of possible actions an ASI can take not just once,
but extending forward in time as long as the AI extends forward in time.

This distinction highlights an important fact about the control problem
which shows why the objections against its impossibility fail. This is that,
those objections only show that its logically possible for us to insignificantly
control an ASI but do not show that its logically possible we significantly
control an ASI.

Significant Control

It’s useful to think about the control problem as the problem of how we can
shrink the space of all possible actions an ASI can take. In an uncontrolled
ASI, the space of all actions will include both stripping atoms on earth for
resource acquisition and solving the remaining millennium prize problems.
In a controlled ASI that space is smaller than in the uncontrolled ASI. This
is consistent with the technical definition Bostrom (2014:127) gives, that the
control problem is about how people who want to make an ASI, can ensure
that their goals are met by the ASI. Looking at the control problem in these
terms can easily lead us to the following premise:
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3. A solution to the control problem will let the solver in some way
limit what x [a truly superintelligent artificial intelligence] can do

But there is a sense in which this is incorrect. While it’s true that solv-
ing the control problem will let you limit the space of available actions an
ASI can take, the way that the space is limited is also important, because
there are less and more significant ways the space of available actions can
be limited. Suppose we create an ASI with the goal of collecting as many
resources as possible, the ASI having a motivation to act on this goal, will
limit the space of available actions it will take, so it does look as though,
according to premise (3), if we successfully implemented that goal, we could
be said to have solved the control problem, since we have limited what an
ASI can do. Yet, there is also a sense in which that specific goal of resource
acquisition limits the space of available actions insignificantly. Omohundro
(2008) identifies resource acquisition as one of the basic drives all ASIs will
have. So, limiting the space of available actions such that an ASI moves
toward resource acquisition doesn’t seem to be doing much, though under
our current definitions of control, it is still a technical solution to the control
problem.

Likewise, so long as we are correct about the speed of light, an ASI
will not be able to causally affect anything outside our light cone, where a
light cone of some object p is “all the points that can be connected to p
by a straight ray of light.” Since the speed of light has a limit, this is not
infinitely far, which means that “anything outside the lightcone of p can-
not causally interact with p” (Curiel, 2019). So just by building an ASI on
Earth, we will be limiting the space of available actions it can take, in that,
all of those actions will have to take place within our light cone. But again,
though this means we would limit what the ASI can do, it does not seem
like a significant limitation.

How then should we characterise what a significant limitation is? To rule
out anything like the previous two examples, significant limitations cannot
occur without our intervention. Meaning, if we were to build an ASI, any
limitation that would occur even if we tried to implement zero limitations,
is a limitation which is insignificant. Further, another feature that signif-
icant limitations should have is that they persist through time as long as
the ASI persists through time. An ASI that is just limited for a day or an
indeterminable amount of time, is not significant, since, while such limita-
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tions would genuinely limit the space of available actions an ASI can take,
it would only limit that space for a time less than the ASI is going to ex-
ist. Accordingly, any limitations we make could disappear at any moment.
Though it might be possible to create a friendly AI based on such a solution
to the control problem, it would be hard to convince anyone that this so-
lution has neutralised the existential threat ASIs pose, if the solution were
one that could fail before the ASI itself fails. With this idea of significant
limitations in place we can reformulate premise (3) and (5) to:

3. A solution to the control problem will let the solver in some way
significantly limit what x [a truly superintelligent artificial in-
telligence] can do

5. If y significantly limits what x can do, then y has a greater than
or equal intelligence to x

These updated premises give us ground to reject the objection that an
ASI could be controlled by humans, if we managed to give it some kind of
goal that persists from when it is an AGI until it becomes an ASI. This is
that, it’s not clear a goal implemented in an AI before it becomes an ASI
can persist indefinitely long. While Omohundro (2008:487) gave us reasons
to think ASIs would act rationally, and Yudkowsky (2001:100) showed that
an ASI wouldn’t want to modify an initial goal set by us. Such that, given
the goal of being nice to humans, because an AI wouldn’t want to mod-
ify the goal, it will be present all the way until a seed AI evolves in to an
ASI. However, what makes this counterexample fail, according to our new
premises, is that it is really an example of insignificant control since all we
can say for sure is that our limitation will be present in the ASI only as
long as it wants it to be present. There is nothing that works to persist
the goal in the AI besides the AI’s own motivations. Yudkowsky (2001:222)
even admits that “if the AI stops wanting to be Friendly, you’ve already
lost.” The limitation, then, is insignificant because we can’t know that it
will last as long as the ASI lasts, instead it is an open possibility how long
the limitation will last. Whereas a significant limitation, will limit the space
of possible actions an ASI can take as long as the ASI is functioning. So, to
genuinely solve the control problem such that you can implement a lasting
limitation does require that you are at least as intelligent as the ASI you are
trying to limit.
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One strong example that was meant to support this objection was the
Gandhi example, where, we are meant to think that AIs would not want to
change their goals because even humans would not want to. Incidentally,
I think this example also fails. We can say that Gandhi happened to have
a particularly strong moral motivation not to kill people, where a moral
motivation is when a moral judgement motivates you to take some action
(Rosati, 2016). In this case, Gandhi’s moral judgement that killing people is
wrong has motivated him to take the action of not killing people. We can’t
say that Gandhi’s moral judgement won’t change. So, if Gandhi morally
judges that killing people is wrong, then we would expect him not to push
a button that makes him judge killing people as right. However, nothing
stops Gandhi from changing his initial moral judgement that killing people
is wrong. He could, for instance, have his moral judgement unintentionally
changed if his brain were damaged, and while this might not directly moti-
vate him to kill people, his moral judgement could change enough for him
to be motivated to push a button, that will make him judge killing people
as not necessarily bad. Since, “when a person’s judgment changes, [their]
motivation tends to change [too]” (Rosati, 2016:§3.2). From this, I think
we can conclude that, though Gandhi might be unlikely to push a button
that will change his moral judgement, it’s not impossible that he does push
the button, if only because something unintentionally changes the way his
moral judgements are produced.

Likewise, in the case of an ASI, we can’t say that its goals will always re-
main stable because even human goals remain stable, human goals actually
don’t seem to. At least for humans, moral judgements can unintentionally
change. In fact, it seems right to think that an ASI’s goals could also change,
if for nothing else than a cosmic ray causing a bit flip in its mind. All this
means to say is that a goal implemented when an AGI is an AGI, cannot,
just by it being the first goal it was programmed with, be guaranteed to
persist through the entire life of its future ASI self.

For the same reasons, the case of an AI consenting to be limited also
doesn’t seem to be an example of a significant limitation. Even if an ASI
were to consent to being limited in a way that isn’t trivial, the ASI could
withdraw this consent at any time, so we can’t know that the limitation will
last as long as the ASI does.
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Conclusion
Talking about artificial superintelligences today is something several people
will object to in and of itself. Dennett (2017:399) says that we won’t have
superintelligence within fifty years and that given this, we should not be wor-
ried about it now. Dennet might be right that it will take at least fifty years
to reach superintelligence, if not more. According to Bostrom (2014:19) fifty
percent of AI researchers think that general human artificial intelligence will
only be reached by 2050, with ninety percent of AI researchers thinking it
will arrive by 2090. I think, even if we assume there will be another very long
AI winter, a period where little success is had with AI in general (Bostrom,
2014:7), then we would still be justified in worrying about the risks of ASIs
now. Thinking that the risk is far away so it should be ignored in favour of
other problems mistakes the nature of the risk that ASIs represent. That is,
an existential risk, a risk which has the potential of killing all life on earth
(Bostrom, 2002:§1.2). What is unique about existential risks is that “there is
no opportunity to learn from errors” (Bostrom, 2002:§2). Further, because
existential risks can cause such great damage, even with a low probability
of occurring, they could still be put on par with the more tangible risks we
face right now.

If we want to mitigate the existential risk of superintelligence, then solv-
ing the control problem is step zero. There are still many other issues,
perhaps most we don’t even know about, on the way to building a truly
friendly ASI. So far, Bostrom (2019:1) has put our current general strategy
toward new technologies best. That when it comes to new technologies, we
have generally just hoped and got lucky that none of them have “invariably
or by default [destroyed our] civilization.” When it comes to ASIs, we can-
not continue to use this strategy. If we do invent an AI which is capable
of superintelligence, then it will not be enough to hope it is a technology
which is beneficial rather than destructive. Instead, it is necessary that we
make it a safe technology before it is invented. So far, AI researchers like
Bostrom and Yudkowsky, have said making ASIs safe will involve solving the
control problem. However, I have given reasons to think this is a logically
impossible problem to solve for humans.

In section 1, I gave my argument for the control problem being logically
impossible to solve, which said that, if we assume humans do solve the con-
trol problem this leads to a contradiction. But, in section 2, I looked at
two strong objections to my argument which showed that it is possible hu-
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mans could limit or control an ASI, if the limitation was implemented when
the ASI were just generally intelligent and not superintelligent. Or if the
ASI consented to being limited. However, in section 3, I showed that the
types of limitations mentioned in section 2, would be insignificant because
they could be ignored by the ASI at any time in the future, or they would
be seemingly natural limitations that occur just by building an ASI. The
kinds of control that the control problem is really concerned with is signifi-
cant control, which is remains logically impossible for humans to implement.
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