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1 |  INTRODUCTION

Frege's impact on contemporary philosophy of language is second to none, but there is one aspect 
of his account of human communication that has either been ignored or almost universally re-
jected as flawed. When Frege discusses items that express “side-thoughts” or add “colouring” to 
a sentence,1 he frequently (though not universally) characterizes the contribution of such items 
in terms of the mental states that are evoked by them. The word “cur”, for instance, is on Frege's 
view tied to the mental image of a scruffy dog (Frege,  1897: 152). Similarly, the sentence 
“Napoleon, who recognised the danger to his right flank, himself led his guards against the 
enemy position” is for Frege psychologically connected to the side-thought that Napoleon's rec-
ognition of the danger was the reason for leading his guards against the enemy position 
(Frege, 1892: 47). More generally, he claims that many linguistic items are “meant to act on the 
feelings and mood of the hearer, or to arouse his imagination” (Frege, 1918: 63, 1997: 330).

Given Frege's unabashed anti-psychologism, such claims may at first glance seem surprising, 
but of course there is no tension (let alone a contradiction) involved here. His anti-psychologism 
concerns the realm of logic and, more specifically, the logical contents which he called “thoughts” 
(Gedanken). Frege's idea that thoughts ain't in the head is perfectly compatible with the assumption 

 1Compare Dummett (1981: 83–89), Picardi (2007), Horn (2007, 2013), Williamson (2009: 148–154), Sander (2019, 2021).
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that more subtle shades of meaning are accountable for in terms of human psychology. His idea that 
psychology plays an essential role in a full account of human communication gives him a unique 
place in the history of the philosophy of language: up to very recently, almost all prominent scholars 
in that field have assumed that we simply ought to ignore things such as mental images.

Frege's logical (and thus restricted) anti-psychologism turned, in the hands of later authors, 
into a more or less unrestricted and rather dogmatic anti-psychologism, according to which a the-
ory of human communication can safely ignore what is going on in our minds. This unrestricted 
anti-psychologism is clearly visible in some recent discussions of Frege's notion of colouring. 
For instance, Williamson (2009: 149) has claimed that “Frege discusses his examples [such as 
“cur”] by speaking unhelpfully of the images and feelings that the words evoke in hearers.” Why 
“unhelpfully”? On Williamson's view, what needs explaining is that speakers “are not willing to 
assert ‘Lessing was a Boche,’ even on reflection, unless they are xenophobes”, and his “natural” 
answer to the question of why this is so has it that the sentence “Lessing was a Boche” conven-
tionally implicates that Germans are cruel (Williamson, 2009: 149). Williamson seems to assume, 
then, that the Gricean notion of conventional implicature can account for the stable use of pe-
joratives, while Frege's talk about mental images or feelings cannot. We shall see below that this 
assumption is far from being self-evident.

Here is a second example. When Picardi discusses Frege's idea that certain sentences give rise 
to what he calls “side-thoughts” (more on which in Section 4), she notes:

In commenting on the material conditional Frege employs the notion of [side-
thought] to indicate a psychological association […] which invariably accompanies 
the production and understanding of the “if-then” construction. […] That the trig-
gering of such Nebengedanken […] may be governed by psychological laws was a 
concession to the scientific psychology of his day. 

(Picardi, 2007: 502)

Picardi does not really say that Frege's account is flawed, but by talking about concessions and the 
psychology of his day, she strongly suggests that Frege gave too much credit to an obsolete and 
discredited kind of psychological theory. But is it really obsolete? In his book Thinking, fast and 
slow, Kahneman has described our mind (more specifically, the part of our mind that is respon-
sible for “fast” thinking) as an “associative machine”, and he offers a nice example of the asso-
ciations words may evoke: reading, and understanding, the two words “Bananas” and “Vomit”, 
simply printed next to each other, will have all sorts of effects on us, including a “temporary 
aversion to bananas” (2011: 50).

So the idea that understanding the workings of our mind has to take associations into account 
does not seem to be part of an outdated psychological theory. This idea, moreover, accords with 
introspective evidence, available independently of elaborated experiments concerning priming 
effects: that words frequently do something with us, by evoking certain concepts, mental images 
or emotions is an experience familiar to any language user.

At this point of the dialectic, it may seem tempting to downplay the role of such associations 
by conceding that they exist and, at the same time, claiming that they are irrelevant to under-
standing human communication: Yes, Frege (1897: 151, 1997: 40) was right that “[a]nyone who 
hears the word ‘horse’ and understands it will probably have straightaway a picture of a horse in 
his mind”, but so what? That mental image has, as Frege stresses, nothing to do with the sense of 
the word “horse”, and since it is subjective, it clearly cannot even play a marginal role in under-
standing human communication.
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Such a line of thought lies behind Dummett's influential attack on Frege's account of what 
Dummett has called “tone”, i.e. the kind of meaning conveyed by items such as “cur”:

[Frege] accounts for tone as a matter of the association with a word or expres-
sion of certain ‘ideas’ (Vorstellungen), by which he means mental images. This is 
not a particularly plausible explanation of the phenomenon […]. Frege makes a 
poor explanation worse by suggesting that mental images are incommunicable in 
principle: no two people can ever know that they have the same mental image. It 
would follow that tone was a feature of meaning which was, in principle, subjec-
tive. This conclusion is a simple contradiction. Meaning, under any theory what-
soever, cannot be in principle subjective, because meaning is a matter of what is 
conveyed by language. 

(Dummett, 1981: 85).

That meaning can concern only what is conveyed by a linguistic item seems to be a near-con-
sensus in current theorizing. Most scholars would assume that meaning (broadly construed) 
comes in exactly two flavours, speaker meaning and linguistic meaning, and both flavours 
have to do with what is conveyed by an utterance. In the latter case, a content is conveyed 
because it is encoded; and in the former case, it is conveyed because it is non-naturally meant 
by the speaker. But is it really self-evident that “meaning” cannot be analysed in an alterna-
tive way? Consider how Stevenson (1944: 54) defines an essentially psychological notion of 
meaning:

The meaning of a sign, in the psychological sense required, is not some specific psy-
chological process that attends the sign at any one time. It is rather a dispositional 
property of the sign, where the response […] consists of psychological processes in a 
hearer, and where the stimulus is his hearing the sign.

What makes Stevenson's idea particularly interesting here is that his notion of meaning may 
be construed as an audience-directed counterpart to a specifically Gricean notion of linguistic 
meaning.2 Griceans will typically define the notion of linguistic meaning in terms of what 
speakers regularly speaker-mean by an item (cf. Grice, 1989: 350), and Stevenson similarly 
defines “the meaning of a sign” in terms of its regular effects on an audience. Such an audi-
ence-directed notion of meaning, mirroring the speaker-directed notion, may be helpful to 
describe cases where the impact of a word is independent of either its encoded meaning or of 
what a speaker intended to convey by it. The phenomenon of “unintentional dogwhistles” 
(Saul, 2018: 367–371) is, arguably, a salient example. So contrary to what Dummett suggests, 
there is an intelligible notion of meaning that goes beyond what is “conveyed” by certain 
items, and we shall also see that Dummett's above argument involves a non-sequitur: a public 
communicative phenomenon may be explainable in terms of something that is essentially 
private.

The incredulous stare Frege's partly subjectivist account of “tone” has received from philoso-
phers such as Dummett, Picardi, and Williamson might be explained by the fact that Frege's 
psycholinguistic perspective is irrelevant, and indeed alien, to most of the questions that were 

 2Compare also Saul's (2002: 242) notion of “audience-implicature”, which can be generalized to a broader notion of 
“audience-meaning”.
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once construed as the big questions in the philosophy of language. If you are mainly concerned 
with questions such as how language “hooks onto the world”, then you may safely ignore Frege's 
ideas.3 However, philosophy of language has significantly changed over the last two decades. 
Philosophers, as well as linguists, have attended to various sorts of non-at-issue contents on the 
one hand, and to all sorts of potentially pernicious language on the other, and accounting for 
some of these phenomena may essentially involve the psychological effects (“ψ-effect”, for short) 
that words may have on us.4

So Frege's account of tone may be not as misguided as many scholars have thought, and in this 
paper I will argue that it contains a number of important insights. In what follows I will use some 
of his ideas as a starting point and relate them to current empirical and theoretical research. The 
leitmotif that will emerge in this paper is that certain phenomena that have been accounted for 
by semantic or pragmatic mechanisms such as presupposition or implicature ought to be ex-
plained (partly) in psycholinguistic terms.

Here is how I shall proceed: I begin, in Section 2, with some remarks on Stanley's account 
of “social meaning” and on Cappelen's notion of lexical effect. In Section 3, I then turn to what 
Frege says about the contribution of “cur”. On my view, his account offers an important insight 
on how the expressiveness of certain items may interact with the mental images evoked by them. 
Section 4 deals with Frege's account of accompanying side-thoughts. I argue that a Fregean ac-
count can explain coherence relations between sentences more successfully than an account 
that relies on the notion of conversational implicature, and I also show how an intersubjective 
communicative phenomenon may be explainable by something that is subjective. In Section 5, 
I turn to the non-arbitrary shades of meaning that are evoked by the mere sound-quality of cer-
tain words, and in Section 6, I briefly discuss a (non-Fregean) example where a ψ-effect may be 
a matter of grammar. In the final section, I briefly propose a taxonomy of ψ-effects.

2 |  LEXICAL EFFECTS AND SOCIAL MEANING

While philosophers such as Dummett assume that (to put it mildly) psycholinguistic considera-
tions ought not to play a large role in the philosophy of language, some other scholars have more 
recently (and, in part, reluctantly) argued to the contrary.5

In his book on propaganda, Stanley has argued that the contribution of “code words” (or “dog 
whistles”) such as “welfare” or “inner city” may be partly explained by the fact that propagandists 
associate words with images. One of his examples comes from Klemperer's (2013: 1–8) account 
of how national-socialist propaganda shifted the meaning of the word “heroism”:

The media associated [the word “heroism”] with specific images: the racecar driver, 
the tank commander, the Storm Trooper. The images the media associated with [the 
word] became part of the social meaning of the term “heroism” for those raised 

 3A nice example of such a focus is Devitt's and Sterelny's (1999) book. The subtitle promises an introduction to the 
philosophy of language, but as the main-title indicates, it is mainly concerned with how language mirrors reality. 
Accordingly, most issues treated in current pragmatics are largely ignored.
 4My notion of psychological effect is modelled on Cappelen's (2018: ch. 11) notion of lexical effect, more on which in 
the next section.
 5Several relevance theorists have argued for the relevance of “non-propositional effects”; cf. Carston (2018) and Wilson 
and Carston (2019). See also Stojnić and Lepore (2022) who have argued that slurs may be accounted for by the 
associations triggered by (articulations of) them. Cf. Lepore and Stone (2018).
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under National Socialism. As with Frege's description of the images associated with 
the term “cur,” it was impossible for those raised under National Socialism not to 
have the word evoke those images. The Republican “Southern Strategy” was to asso-
ciate the language surrounding social welfare programs with images reinforcing the 
stereotype of urban Blacks as lazy. 

(Stanley, 2015: 158)

Up to this point, the explanation is purely psycholinguistic: a word may be used repeatedly along 
with actual images in the mass media, thereby acquiring an enriched social meaning such that the 
word has the power to evoke mental images. This would mean that the contribution of code words 
cannot be captured by any mechanism standardly discussed in either semantics or pragmatics.

Stanley, however, misses the full potential of this insight in that he limits the role of ψ-effects 
to explaining how a word such as “welfare” gets associated with a particular non-at-issue con-
tent. Once that meaning change has taken place, ψ-effects no longer play a role; when using the 
word “welfare”, speakers simply convey an additional propositional content:

When the news media connects images of urban Blacks repeatedly with mentions 
of the term “welfare,” the term “welfare” comes to have the not-at-issue content that 
Blacks are lazy. At some point, the repeated associations are part of the meaning, the 
not-at-issue content. 

(Stanley, 2015: 158)

The notion of non-at-issue content6 to which Stanley appeals here goes back to Potts's (2005) ac-
count. One of Potts's standard examples of non-at-issue content (or more specifically of what he calls 
“conventional implicature”), are expressives such as “that bastard”. A sentence such as “That bas-
tard Conner got promoted” (Potts, 2005: 157) has the at-issue content that Conner got promoted, 
coupled here with a non-at-issue content concerning the speaker's attitude towards Conner. Now 
one crucial property of non-at-issue contents is that they cannot be challenged in the same way as 
at-issue contents. Compare two possible reactions to a sentence involving the word “bastard”:

(2-1) A: That bastard Conner got promoted.

(2-1a) B: That's not true, Conner is not a bastard.

(2-1b) B: Wait a minute, Conner is not a bastard.

It is widely acknowledged that by employing items such as “wait a minute” one is able to target 
various kinds of secondary contents that cannot be directly denied, which is why (2-1b) is a felici-
tous reply to (2–1), while (2-1a) is not.7 Now if the term “welfare” indeed conveyed a non-at-issue 
content proper, then we should expect the following discourse to be natural:

 6Many scholars, including Stanley, talk about “not-at-issue contents”. For aesthetic reasons, I follow Horn (2013: 64), 
and some others, in employing the term “non-at-issue” here.
 7I follow Potts (2015: 174–5) in assuming here that “wait a minute”-style devices “can be used to object to a wide range 
of non-at-issue content, including conventional implicatures, appropriateness conditions, and conversational 
implicatures.” Compare also Salmon (2011: 3426) and Tonhauser et al. (2013: 81), who have advanced essentially the 
same claim.
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(2–2) A: Social welfare spending has decreased relative to GDP.

(2-2a) B: Wait a minute, Blacks are not lazy.

But it is not. (See Saul [2018: 374] for a similar observation.) This is not to deny that in many 
contexts, but plausibly not in the context of (2–2), the term “welfare” sneakily communicates 
racist beliefs or attitudes, but it seems to do so in an even more “backgrounded” manner than is 
the case with ordinary non-at-issue contents.8 And the assumption that code words trigger as-
sociations, but do not encode contents offers a possible explanation for that.

Stanley only reluctantly acknowledges the relevance of psycholinguistics: associations offer 
an explanation for why words such as “welfare” come to encode certain contents, but once that 
has happened, mental images and the like seem communicatively inert on his account. Cappelen, 
in contrast, has argued that the study of what he calls “lexical effects” is “potentially enormously 
significant”  (2018: 130). By that term he means all sorts of cognitive or non-cognitive effects 
words may have on us. On his view, names (especially brand names), pejoratives, and metaphors 
are phenomena whose explanation must essentially involve such effects, and Cappelen (together 
with Dever) also argues, in contrast to Stanley, that such effects may directly account for the spe-
cific punch of code words:

[The non-cognitive lexical effects carried by items such as “inner city”] are not con-
tents: they trigger pictures, memories, affect your mood, your motivation, and can 
change ‘the way you think about something,’ rather than the content of what you 
think. 

(Cappelen & Dever, 2019: 119)

I largely agree with Cappelen (and Dever), but in one respect he still seems to underestimate the 
significance of lexical effects. He makes two conjectures about such effects which, if taken at face 
value, would provide a rationale for largely ignoring them. On Cappelen's view, lexical effects are 
not stable “across large populations”, and they also “change easily over time” (Cappelen, 2018: 
130).

If the term “lexical effect” covers any psychological effect words may have, then it is true 
of course that a large portion of them will be highly idiosyncratic. For instance, the fact that 
Rigby Reardon (from the movie Dead Men Don't Wear Plaid) shows a strong emotional reac-
tion to the word “cleaning woman”, but not to its German counterpart “Reinemachefrau”, may 
be useful for predicting Rigby's behaviour, but it is a fact we may safely ignore as philosophers 
of language.

In other cases, psychological effects may be shared among all members of a particular cul-
ture, or even among all human beings,9 and such effects may be essential to understanding 
the overall significance of certain items. (We shall encounter several examples in the next 
sections.) But even if there are some differences in the effects, this may not matter much to 
the communicative impact of a particular item. Consider Frege's (1897: 152) claim that the 

 8Note that (2-2a)-style of replies seem odd even when it is more or less obvious that a speaker intentionally used 
“welfare” as a code word. In more recent work (jointly authored with David Beaver), Stanley has offered a more 
nuanced account of dogwhistles and other kinds of non-at-issue contents (Beaver & Stanley, 2019). But I think it is 
instructive to see where exactly Stanley's 2015 account goes awry.
 9Kahneman's example from above (“bananas”/“vomit”) seems to be (almost) universal.
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contribution of the word “cur” may be partially accounted for by mental images of a scruffy 
dog (more on which in the next section). That word may evoke in me a mental image closely 
resembling a recent ugly dog meme, while you may think of the surly dog depicted in Sir 
Edwin Landseer's 1829 painting Low Life. But such differences may be ultimately irrelevant 
since both mental images belong to the same type and since, moreover, both images may in 
turn lead to essentially the same aesthetic and emotional reactions. They are, in other words, 
functionally equivalent.

Consider another example. In 2018, a German clothing store published an advertisement 
showing a couple of white men's shirts, supplemented with the German slogan “Jedem das 
Seine”—a literal translation of the Latin phrase “suum cuique”, “to each his own”.10 The commu-
nicative intention in using that slogan seems obvious, but the ad caused a controversy because of 
a particular ψ-effect. Since the slogan was shown in the main gate of the Buchenwald concentra-
tion camp, most Germans will take it to be tainted by National Socialism. More specifically, it 
may be associated with a particular concentration camp and may often evoke a blurry mental 
image of the gate. This is an example of an explanatory and culturally stable ψ-effect, even though 
the specific effects may vary among different subjects. Explaining the fact that the German phrase 
is usually avoided in Germany just requires that it is reliably associated with National Socialism. 
It does not matter whether that association specifically involves mental images or cognitive 
states.11

3 |  FREGE ON EXPRESSIVES AND MENTAL IMAGES

Let us turn to what Frege says about the expressive contribution of the word “cur”. While Frege's 
example has become so popular that it is frequently not even attributed to him, his nuanced anal-
ysis of it has often been misrepresented as a simple kind of Ayer-style expressivism. According 
to Williamson's (2009: 149) reading of Frege, for instance, “cur” simply “conveys an attitude of 
contempt for the dog on the part of the speaker”. And while it is true of course that this is an 
important part of the Fregean account, “cur” involves, on Frege's view, more than just the expres-
sion of an attitude.

Now unfortunately, the translation of Frege's posthumous writings, published more than 
40 years ago, is sometimes not particularly faithful to the original. So here is a new translation of 
the pertinent passage of Frege's 1897 logic:

[1] If we compare the sentences “This dog howled the whole night” and “This cur 
howled the whole night”, we find that thought is the same. [2] We learn neither 
more nor less from the first sentence than from the second. [3] But while the 
word “dog” is related indifferently to pleasure and displeasure (Lust und Unlust), 
the word “cur” is related much more closely to displeasure and thereby (damit) 
gives a hint (Wink) to imagine (vorstellen) the dog as being somewhat scruffy 
(ruppig). [4] Now even if this does a great injustice to him, one cannot say that the 

 10Cf. https:// en. wikip edia. org/ wiki/ Jedem_ das_ Seine .
 11In this respect, ψ-effects are perhaps not very different from the contribution of ordinary words. Compare 
Ludlow (2014), who argues (successfully, I think) that our lexicon is much less “static” than scholars usually assume. If 
Ludlow is right, then the content actually shared by interlocutors may at best concern a highly indeterminate core 
meaning.

https://en.wikipedia.org/wiki/Jedem_das_Seine
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second sentence is therefore false. [5] Anyone who utters it indeed expresses (äus-
sert) a certain disdain (Geringschätzung); but this does not belong to the thought 
expressed. 

(Frege, 1897: 152)

The main differences between my translation and the one in Frege's Posthumous Writings 
(reprinted in Beaney's The Frege Reader) concern [3] and [5].12 In the translation by Long and 
White, the first part of [5] is rendered as “anyone who utters this sentence speaks pejora-
tively” (1979: 140). Frege, however, is not concerned here with how persons speak, but instead 
with what they express when they are speaking. The standard translation of [3] is similarly 
misleading: Frege simply does not talk about (un)pleasant associations here. By using the two 
terms “pleasure” and “displeasure”, Frege rather alludes to 18th and 19th century discussions 
of the two feelings that were construed as being intrinsically linked to the conative faculty, 
claiming that “cur” is related to displeasure.13 He does not specify the kind of relation any 
further here, but in [5] he clearly suggests that (a specific kind of) displeasure is what is ex-
pressed by “cur”. And in contrast to what is suggested by the standard translation (1979: 140), 
the word “cur” does not merely “imply” that the speaker feels a kind of disdain. Frege rather 
says that the negative attitude seems to lie in the word (“die Geringschätzung […], die in dem 
Worte ‘Köter’ zu liegen scheint”; 1897: 152), which may suggest that he construed its expres-
sive function as part of its linguistic meaning.

The picture that has emerged so far seems indeed broadly expressivist: by using the word 
“cur”, speakers express their negative attitudes (perhaps as a matter of linguistic meaning), but in 
[3], another element comes into play: “cur” is also related to the mental image of a scruffy dog. 
According to the standard translation, the word “cur” “puts us rather in mind of a dog with a 
somewhat unkempt appearance” (Frege, 1979: 140), where the “us” suggest that “cur” behaves 
symmetrically with respect to speaker and hearer. But this is not Frege's idea. Frege rather seems 
to say that “cur” is used with the intention of evoking a mental image in the addressee, while the 
speaker expresses a conative attitude when using that word. Note that Frege employs here the 
term “hint” (Wink), which he already used before in the same paragraph when discussing the re-
lation between “walk” and “stroll”: that languages contain such words that make no difference to 
the thought expressed is “useful” precisely because they enable a speaker to send hints such that 
these words “can act in different ways on the feelings and imagination of the hearer” (Frege, 1897: 
151f, 1979: 140, emphasis added). As is suggested by the term “hint”, hints concern what is hap-
pening in the mind of an addressee.

On Frege's view, the mental image of a scruffy dog and the disdain expressed by the 
speaker are not independent. In [3], he seems to claim that the hint as to the mental image 
is somehow grounded in the disdain. This is surprising. He does not tell us anything specific 
about the nature of that grounding relation, but I think he may have been up to something 
important here. And his insight may have to do with how we can affect the attitudes of our 
interlocutors.

 12Compare Frege (1979: 140): “[3] But whilst the word ‘dog’ is neutral as between having pleasant or unpleasant 
associations, the word ‘cur’ certainly has unpleasant rather than pleasant associations and puts us rather in mind of a 
dog with a somewhat unkempt appearance. […] [5] True, anyone who utters this sentence speaks pejoratively, but this 
is not part of the thought expressed.”
 13When Kant (1991: 40; AA VI 211) discusses the “capacity for desire” (Begehrungsvermögen), he notes that “pleasure 
(Lust) or displeasure (Unlust) […] is always connected with desire or aversion”.
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It is sometimes claimed that non-at-issue contents may be particularly pernicious because they 
have the force to “smuggle” highly controversial material into the common ground. According to 
Stanley (2015: 135), the “not-at-issue content of an utterance is not advanced as a proposal of a 
content to be added to the common ground. Not-at-issue content is directly added to the common 
ground.” And Potts has advanced essentially the same claim specifically with respect to expres-
sives such as “that bastard”: when Anne utters “That bastard Conner got promoted”, then on 
Potts's (2005: 157) view, “the contribution of the epithet that bastard as used by Anne does be-
come part of the common ground.”14 Now the first thing to ask here is whether the notion of 
common ground can be applied to expressive contents in the first place. If, as Stalnaker (2002: 
706) put it, “the common ground of a conversation is just what is common belief among the par-
ticipants in a conversation”, then it is not clear what exactly is added to it when a speaker uses an 
epithet. On the assumption that Anne is speaking truly and felicitously, her utterance of.

(3–1) That bastard Conner got promoted

will indeed have the effect that her interlocutors come to believe that Anne does not like 
Conner (or the like). But the propositional content that Anne does not like Conner seems to be 
different from the emotive content that is conveyed by (3–1). (In metaethical terms: expressiv-
ism is not the same as speaker subjectivism.) One might of course devise a broader notion of 
common ground that covers not only the doxastic, but also the conative states shared by the 
interlocutors. (Let us call this “common-ground-plus” or “CGP”). It does not seem plausible, 
however, that expressive non-at-issue contents generally have a direct effect on the CGP. If 
you think that Conner is a really nice guy, then why should my uttering (3–1) change your 
attitude towards Conner?15 (My utterance, however, may have the effect that you change your 
attitude towards me.)
At this point, Frege's implicit insight comes into play. Though it may be impossible, or difficult, to 
change your interlocutors' attitudes simply by expressing them, certain words may have reliable 
indirect effects on your addressees. If “cur” is not only a means of expressing your disdain, but also 
of evoking particular ideas in the mind of a hearer, then these ideas may in turn affect the hearer's 
conative attitudes. Having a mental image of an aesthetically revolting dog may lead to a change in 
one's conative attitude towards it. So we may read Frege as claiming that your disdain for a particular 
dog will give you a reason for choosing a term which (via a mental image evoked by it) may make 
your addressee share your attitude.

This insight of Frege's is foreshadowed in ancient rhetoric. There is a consensus among rhet-
oricians that actually persuading an audience will often require eliciting an emotional response, 
which raises the question of how that might be achieved. A rather straightforward way of evok-
ing emotions is recommended by Quintilian, who notes how our “vice” of forming mental im-
ages (for example, in daydreams) can be exploited: a detailed description of an event such as a 

 14Note that both Stanley and Potts make a claim that goes beyond the fairly uncontroversial observation that non-at-
issue contents become part of the common ground, unless they are challenged (cf. Stalnaker, 2014: 47). Stanley (2015: 
157) has it that “even the act of raising the expressions to salience” by objecting to them conveys “the negative social 
meanings”. And on Potts's (2005: 158) view, expressives are essentially unchallengeable in that “outright denials of 
their content by a hearer will make little sense”.
 15However, there is the phenomenon of emotional “contagion”, i.e., “the tendency to automatically mimic and 
synchronize facial expressions, vocalizations, postures, and movements with those of another person and, 
consequently, to converge emotionally” (Hatfield et al., 1992: 5).
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murder may lead, via mental images, to essentially the same emotive response that seeing the 
event itself would have caused. Quintilian aptly called this an example of “showing” something:

The result [of such a description] is ἐνάργεια (vividness), […] which does not seem 
to be talking (dicere) but rather showing (ostendere). And the affects will follow as 
though we were experiencing (intersimus) the things themselves. 

(Quintilian 1854: 263; Institutio oratoria, VI 2, 32, my translation)

That longer stretches of discourse may have an emotional impact on us seems evident (think, for 
example, of reading a horror story),16 but is it plausible that, as Frege seems to assume, the same 
mechanism is operative in the case of single words such as “cur”? The answer is yes, at least in 
principle: there is ample psycholinguistic evidence that some words are “emotion-laden”. (See 
Foolen [2015] for a helpful survey.) Words like “coffin”, “rape” or “debt” are emotive insofar as 
they refer to things that are emotionally significant to us.

Now of course Frege may have been wrong about the exact contribution of the German word 
“Köter”, but that does not mean that he was altogether wrong about the communicative effects 
of mental images. Recall Cappelen's and Dever's (2019: 119) above-quoted claim that code words 
trigger things such as images. Obviously, the exact working of such words will involve complex 
theoretical and empirical issues, and so we should tread carefully here. But there are some obser-
vations that may support the claim that the use of code words essentially involves the exploitation 
of lexical effects. Consider an experiment by White (2007), nicely summed up by Khoo (2017: 36):

[W]hen food stamp programs are described as benefiting “inner-city” families, 
white racial prejudice toward African Americans is significantly more predictive of 
increased opposition to government spending for food stamp programs than when 
the same food stamp programs were described as benefiting “African American fam-
ilies,” “poor families,” or just “American families”.

It is generally acknowledged that in the Unites States “inner city” functions as a code word for 
African Americans, which explains why it makes a difference whether one talks about “violent 
criminals” or about “violent inner city criminals” (cf. Saul 2018: 367). Now Khoo (2017) has of-
fered a “simple theory” of code words that is not semantic but instead inferential. His account 
involves an utterance, a preexisting belief, and an inference:

(a) Politician Z utters: “The food stamp program will primarily benefit inner-city Americans”.
(b) Z's audience believes that the inner city is mostly populated by poor African Americans.
(c)  Z's audience infers that the food stamp program will primarily benefit poor African Americans.17

Khoo's theory can indeed explain the difference between “inner-city families” and “American 
families”, but according to the above experiment there is also a difference between “inner-city fami-
lies” and “African American families”. If an apparently non-racial statement, as in (a), triggers racial 
prejudice via an inferential process, then why is such an effect absent in the case of an explicitly racial 
statement such as “The food stamp program will primarily benefit African Americans”?

 16Compare the kind of propaganda that involves spreading rumours about a particular group. Surprisingly, this 
wide-spread kind of “bad language” has received virtually no attention from philosophers.
 17The example is due to Khoo (2017: 47). I've slightly modified the presentation.
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As an alternative (or as a supplement), one might claim that the difference is (partially) ex-
plainable in terms of ψ-effects. As said, this is an issue that cannot be settled by mere armchair 
reflection, but could it not be that the word “inner city” does not only trigger stereotypical beliefs 
(as Khoo assumes), but additionally has all sorts of non-cognitive effects on an addressee?18 That 
word may evoke the mental image of an unkempt place which in turn may lead to an aesthetic 
response; it may, moreover, be associated with concepts such as crime or drugs; and it may (there-
fore) also be an “emotion-laden word”.

4 |  SIDE-THOUGHTS, MEANING NN AND MANIPULATION

In Section 2, I claimed that, pace Dummett, an intersubjective communicative phenomenon may 
be explainable by something that is essentially subjective. This needs to be explained. So let us start 
with an analogy. In metaethics, it is commonly assumed that “thick terms” mix evaluative and de-
scriptive content. On such a view, the negative evaluation that appears to be carried by words such 
as “lewd” or “brave” would be part of their linguistic meaning, and accordingly thick terms would 
be either triggers of lexical presuppositions or items carrying conventional implicatures. There is, 
however, an alternative view. One might argue that the contribution of thick terms is exclusively 
descriptive: what appears to be an evaluative aspect of meaning is, on such a view, just an evaluative 
judgment reliably triggered by purely descriptive contents. For instance, “lewd” might simply mean 
something along the lines of “promiscuous or sexually explicit”, and the negative evaluation “com-
municated” by that word may be explained by the attitudes people have as a matter of fact.

Such an account of thick terms has been defended by Blackburn (1992) and, more recently, by 
Väyrynen (2013). Blackburn offers a nice analogy:

We might expect someone who talks of a house as containing south facing windows 
to be implying or inviting a favourable attitude to that feature, yet ‘contains south 
facing windows’ is not usually thought of as a thick term, and certainly there is no 
linguistic convention that a house with south facing windows should be favourably 
regarded. Apart from anything else, there would be no need for such a convention, 
given what people normally desire. 

(Blackburn, 1992: 287)

In the last sentence, Blackburn parenthetically makes an important point: a subjective mental 
state such as a desire may have much the same effect as a linguistic convention, provided that it 
is a state people “normally” have. As far as communicative effects are concerned, an estate agent 
may, as it were, perform a speech act of recommending a house simply by asserting that the 
house has a certain property F—if potential buyers normally want a house that is F.

Note that this kind of communication works even on the Fregean assumption that mental 
states are, in some sense, essentially private. In his “Über Sinn und Bedeutung”, Frege notori-
ously claims that an “exact comparison” between ideas is impossible “because we cannot have 
both ideas together in the same consciousness” (1892: 30, 1997: 155). But an exact comparison 
is not what is at issue here. If, for instance, people are prepared to pay more for a house that is 
F than for an otherwise comparable house that is not F (or if they simply tell you that they like 

 18When applying his account to examples of what Haslanger (2013) has called “social meaning”, Khoo (2017: 57) 
concedes that “a full account” of this phenomenon should include various kinds of non-cognitive states.
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houses that are F), then this all you need to know about their desires here. You do not have to 
know what exactly these people feel from the inside when they are desiring something.

I will remain non-committal about thick terms here, but Blackburn's example makes plausi-
ble the idea that the social significance of an item may be (partly) explainable in terms of individ-
ual mental states. Let us now turn to a Fregean example where ψ-effects may be important too. 
Frege claims that an utterance of.

(4–1) Napoleon, who recognized the danger to his right flank, himself led his guards 
against the enemy position. 

(1892: 47, 1997: 168)

may be used to convey that Napoleon's recognition of the danger was the reason why he led his 
guards against the enemy position. On Frege's view, (4–1) is an example of what he called an ac-
companying side-thought (cf. Horn, 2007; Picardi, 2007; Sander, 2021). In such cases, a thought that 
is not expressed by a sentence is associated with it “according to psychological laws” (Frege, 1892: 
46, 1997: 168). And it seems as though Frege was right here: when we are being told that (i) a person 
P performed an action A and that (ii) P was in a mental state M, then we often (though not univer-
sally) will hear (ii) as a possible explanation for (i). Note that this is independent of the syntax of 
(4–1). Two adjacent sentences (“Napoleon recognized the danger to his right flank. He led his guards 
against the enemy position”) will often be read in exactly the same way.
Such psychological enrichment may be operative even in cases where what is said appears textually 
incoherent. Consider an example:

(4–2) John took a train from Paris to Istanbul. He likes spinach. 
(Hobbs, 1979: 67)

Hobbs presents (4–2) as a counterexample to the claim that a “discourse is coherent because succes-
sive utterances are ‘about’ the same entities” (Hobbs, 1979: 67), and he is clearly right that coher-
ence involves more than just co-reference between sentences. But he himself notes that, contrary to 
first appearance, (4–2) may turn out to be coherent if one adds an explanation along the following 
lines: “Well, maybe the French spinach crop failed and Turkey is the only country …” (ibid.) That 
we are willing to engage in such speculations about John's motives confirms Pinker's (2014: 141) 
observation that “whenever one sentence comes after another, readers need to see a connection be-
tween them. So eager are readers to seek coherence that they will often supply it when none exists.”

It seems undisputable that there is such a desire for coherence, but this fact in itself does not yet 
tell us anything about the mechanism operative here. Frege claimed that, in some cases at least, 
the mechanism is that of psychological association, but there is another option. Alternatively, 
the enrichment that takes place in cases such as (4–1) or (4–2) might be due to conversational 
implicature, which would show that the standard toolbox of pragmatics offers the tools necessary 
for treating such cases. Now Grice's original account of conversational implicature (henceforth 
I shall drop the qualification “conversational”) operates at the level of whole utterances, and so 
it is unclear whether it can be extended to subsentential clauses, as in (4–1), and to sequences 
of sentences, as in (4–2). In contrast, Levinson's (2000) neo-Gricean theory of generalized con-
versational implicatures purports to be applicable at least to examples such as (4–2). (As far as I 
can see, Levinson never mentions examples like (4–1).) On Levinson's view, some examples of 
parataxis such as
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(4–3) John fell and broke his leg. He lost his grip on the cliff. 
(Levinson, 2000: 124)

give rise to a causal enrichment: the second sentence of (4–3) will be read as offering an explanation 
for the event described in the first sentence.
Levinson's account of such examples is based on a modified version of Grice's second maxim 
of Quantity, which he calls the “I-Principle”, largely equivalent to Horn's (Horn,  1984) “R 
principle”:

Speaker's maxim: the maxim of Minimization. “Say as little as necessary” […].

Recipient's corollary: the Enrichment Rule. Amplify the informational content of the 
speaker's utterance, by finding the most specific interpretation, up to what you judge 
to be the speaker's m-intended point […].

Specifically:

a. Assume the richest temporal, causal and referential connections between described 
situations or events, consistent with what is taken for granted. (Levinson, 2000: 114)

Now an important aspect of Levinson's theory is that there are crucial differences between 
generalized and particularized implicatures: on his view, the former give rise to what he calls 
“utterance-type meanings”  (2000: § 1.2), as opposed to the utterance-token meanings carried 
by particularized implicatures. But as the recipient's corollary makes clear, the process of en-
richment is still construed as Gricean by him: the hearer has to find an interpretation that ac-
cords with what the speaker may have non-naturally meant. This is crucially different from the 
Fregean idea that the enrichment may be due to psychological associations that happen auto-
matically in both the speaker and the hearer.

It is of course an empirical question which of these two types of explanation works best in 
which cases, but there seems to be empirical evidence that Frege was essentially right at least 
about some examples. In current psycholinguistics, there is the common assumption that text 
understanding requires readers to build so-called “situation models”. Such models may involve 
things such as a map of the spatial relations between the objects that play a role in a text, but 
more importantly with respect to examples such as (4–1) or (4–2) they also involve categories 
such as motivation or causation (cf. Zwaan & Rapp, 2006: § 5; cf. Zwaan & Radvansky, 1998). Let 
us focus on motivation here. Frequently, fictional as well as non-fictional texts are essentially 
about a character trying to achieve a certain goal, and in such cases “the goals a character has for 
a particular situation are actively maintained in memory over the course of a reading experience” 
(Zwaan & Rapp, 2006: 742).

This may sound rather abstract, so consider an example. Poe's The Cask of Amontillado in-
volves no more than two protagonists, Montresor and Fortunato, and the very first sentence 
makes Montresor's motives completely explicit: “The thousand injuries of Fortunato I had borne 
as I best could, but when he ventured upon insult, I vowed revenge.” The story goes on to describe 
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how Montresor lures Fortunato into his wine cellar where he eventually buries him alive, im-
muring him behind a wall. Here are the final sentences of the story:

I hastened to make an end of my labor. I forced the last stone into its position; I plas-
tered it up. Against the new masonry I re-erected the old rampart of bones. For the 
half of a century no mortal has disturbed them. In pace requiescat!

It seems clear that a full understanding of this passage requires some kind of “enrichment”. You 
will not understand them if you do not realize that Montresor executes the final steps of his re-
venge plan here. Now what distinguishes this case from the previous ones is that the explanatory 
mental state and the action that is explained by it are separated by more than 2000 words. Let us 
focus on the first and on one of the final sentences here:

(4-4) [α] [W]hen [Fortunato] ventured upon insult, I vowed revenge. [≈ 2000 in-
terjacent words] [ω] Against the new masonry I re-erected the old rampart of 
bones.

It seems clear that the action in [ω] is explained by [α], but at the same time the text does not 
encode this explanatory relation. So it must be “inferred” by a careful reader. But is it plausible 
to assume that a reader R attempts to find here “the most specific interpretation, up to what [R 
judges] to be the speaker's m-intended point” (Levinson, 2000: 114)? Such a kind of explanation 
may be plausible in simpler cases such as (4–3), but in the case of (4–4) there are two considera-
tions that speak against such an explanation. First, the enrichment is non-local: the reader has to 
form a link between two sentences that occur, respectively, on the first and on the last page of the 
story. It is not clear whether the notion of implicature can handle such cases. In contrast, it is one 
of the insights of the situation model account that the reader's recognition of goals can “organize 
sequences of states and actions over large surface distances in the text” (Suh & Trabasso, 1993: 279, 
emphasis added). Second, the enrichment process in examples such as (4–3) involves nothing 
else than “replacing” a full stop by a conjunction:

(4-3a) John fell and broke his leg [because] He [had] lost his grip on the cliff.

In contrast, understanding a story such as The Cask of Amontillado involves keeping track of var-
ious goals and their respective sub-goals. Accordingly, sentence [ω] would have to be enriched 
along the following lines:

(4–4a) [ω] Against the new masonry I re-erected the old rampart of bones [which 
was the final step of immuring Fortunato, and I did so because I had vowed 
revenge].

It seems implausible that keeping track of several (hierarchically organized) goals while reading 
a story can be construed as an example of implicature. Note that the issue here is not whether the 
interpretation process requires conscious inferences: the neo-Gricean account and the psycholin-
guistic explanation are both non-committal as to how effortless these inferences are. (On Grice's 
view, implicatures are essentially calculable, but that does not necessarily exclude the existence of 
standardized implicatures that do not need to be calculated; cf. Bach & Harnish, 1979: 192–195). 
What is at issue here is rather the explanatory mechanism itself: for Griceans, understanding 
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enrichments essentially requires grasping “the speaker's m-intended point” (Levinson,  2000: 
114) that goes beyond what was said. On the alternative view, a sentence describing a person's 
action will be read as (possibly) related to that person's motivational states, independently of 
what the author of the sentence may have meant with it. As said above, it is an empirical question 
whether a specific example is best explained in a psycholinguistic manner or, alternatively, via 
the Gricean mechanism. But the Fregean idea that some cases of coherence-maximizing enrich-
ments are a matter of psychological associations seems to be on the right track.

Let us finally return to Blackburn's claim that stable ψ-effects may have much the same com-
municative effect as a linguistic convention. When characterizing such effects as communicative, 
it seems as though we need to rely on a non-Gricean notion of communication. But we shall see 
that things are more complicated. I think we ought to distinguish three kinds of cases here. The 
difference between these cases may be best explained by Frege's Napoleon example (repeated 
here):

(4–1) Napoleon, [1] who recognized the danger to his right flank, [2] himself led his 
guards against the enemy position. 

(Frege, 1892: 47; FR 168)

If the side-thought that [2] happened because of [1] is a mere matter of psychological associa-
tions, then this would be an example of naïveté about ψ-effects: a speaker S may utter (4–1) 
because of having construed [1] as a reason for [2]; and an addressee H may simply hear [1] as of-
fering a reason for [2]. In such a scenario, the side-thought will have been “transferred” although 
S may not have had the intention to convey it.

Next there are semantic delusions about ψ-effects—a phenomenon already noted by Frege: 
“And because [the side-thoughts] seem so naturally connected with our words, almost like the 
main thought itself, we then may also want to express such a side-thought.” (Frege, 1897: 46, my 
translation). What Frege seems to be saying here is that a psychological association may create 
the illusion that a merely associated content is actually part of what we express when uttering a 
sentence. In such cases, a ψ-effect may become part of the intentional communicative content 
of an utterance even though our words do not actually express it. (If Blackburn's claim about 
“thick terms” is correct, then such terms may provide a neat example of such an illusion: living 
in a culture where sexual promiscuity, or the like, is generally considered morally objectionable 
may result in the impression that the word “lewd” carries an evaluation as part of its linguistic 
meaning, even though it does not.)

Finally, and I think most importantly, there is the manipulative use of ψ-effects. Such cases 
are similar to the ones Grice presented as counterexamples to his “first shot” at analysing the 
notion of meaningNN. Consider one of his examples (and another example due to Frege):

(4–5) [A leaves] B's handkerchief near the scene of a murder in order to induce the 
detective to believe that B was the murderer. 

(Grice, 1989: 218)

(4–6) If a commander conceals his weakness from the enemy by making his troops 
keep changing their uniforms, he is not telling a lie; for he is not expressing any 
thoughts, although his actions are calculated to induce thoughts in others. 

(Frege, 1897: 152, 1997: 241)
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In both of these cases, a person tricks another person into believing that something is the case 
by performing a non-linguistic action. But the phenomenon generalizes: the action may also be 
linguistic in character (for instance, using “cur” instead of “dog”), and the mental state that is 
induced may be something else than a belief (for example, a mental image or an emotion). What, 
exactly, is the difference between cases such as (4–5) or (4–6) and examples of communication 
proper? Grice's initial proposal for defining “communication”, or “meaningNN” created a huge 
debate, in which one counterexample after another led to more and more complicated analyses. 
But the contrast that is important here can be best brought out by Grice's first amendment:

Clearly we must at least add that, for x to have meantNN anything, not merely must it have 
been “uttered” with the intention of inducing a certain belief but also the utterer must have in-
tended an “audience” to recognize the intention behind the utterance. 

(Grice, 1989: 217)
This amendment is important here because it neatly distinguishes between ordinary cases of 

“open” communication and the manipulative employment of ψ-effects. Recall my brief discussion of 
code words and expressives from the previous sections. If words such as “cur” or “inner city” indeed 
have the power to induce all sorts of ψ-effects in an audience (stereotypical beliefs, mental images, 
and the like), then in order for these effects to actually take place it may be vital that the audience is 
unaware of the speaker's intention in using such words. This can be seen by the fact that making one's 
intention explicit in such cases may be self-undermining. Compare the following two utterances:

(4–7) The battle of Waterloo was fought in 1815, and I'm telling you that in order to 
inform you that this is what I believe.

(4–8) The cur howled the whole night, and I'm using the term “cur” in order to make 
you form a mental image of a scruffy dog.

Needless to say, both utterances are fairly odd. But there is a difference: in (4–7), the mundane 
intention of expressing one's belief by asserting something, which is perhaps constitutive of 
meaningNN something by a declarative sentence (cf. Grice, 1989: 110), is just made (overly) ex-
plicit. The cumbersome right conjunct can be understood as stressing the speaker's sincerity. The 
right conjunct of (4–8), in contrast, makes explicit how the word “cur” is supposed to act on the 
addressees' mind and thus effectively tells addressees that the speaker is attempting to manipu-
late them, as opposed to communicating with them.19

That manipulation must generally be latent in order to work efficiently is an insight that goes 
back to classical rhetoric, often summed up in the slogan “The art is to conceal the art” (ars est 
celare artem). The problems that may arise due to an all too obvious use of rhetorical figures are 
nicely brought out by (Pseudo-)Longinus:

There is an inevitable suspicion attaching to the sophisticated use of figures. It gives a sug-
gestion of treachery, craft, fallacy […]. So we find that a figure is always most effective when it 
conceals the very fact of its being a figure. 

 19Couldn't one say “The cur howled the whole night, and I'm using the term ‘cur’ (as opposed to ‘dog’) deliberately”. 
Yes, but it depends on how one continues. Take a politically charged term such as “death tax” as an example. One 
might say “I'm using the term ‘death tax’ deliberately because it's the appropriate term”. In contrast, “I'm using the 
term ‘death tax’ deliberately because I want you to acquire a negative attitude towards inheritance taxes” would be a 
self-undermining piece of propaganda. Thanks to an anonymous reviewer for pressing me on this issue.



   | 17SANDER

(Longinus, 1995: 231, On the Sublime, 17,1)
What makes words such as “inner city” or “cur” (provided that they function roughly in the 

way I have assumed here) especially apt for manipulative purposes is precisely their inconspic-
uousness: in contrast to elaborate rhetorical figures that stand out as deviations from everyday 
language, they are part of our mundane vocabulary – unless of course they have been recognized 
as instruments of propaganda. (Much the same might be said about the non-poetic metaphors 
that abound in political speeches.)

5 |  NON-ARBITRARY SIGNS

In the previous two sections, we have seen that ψ-effects may successfully explain social phe-
nomena even though they are by their very nature subjective. Ψ-effects may offer a partial ac-
count of the social meaning of expressives or code words; and a successful explanation of how 
we read coherence relations into a text is perhaps best provided by psycholinguistics (and not by 
ordinary Gricean pragmatics). Let us now turn to another kind of case.

One of Frege's standard examples of the phenomenon he called “colouring” is the psycholog-
ical effect induced by the mere sound quality of certain words.

And in fact it cannot be denied that the spoken word affects the ideas we have just 
because it enters consciousness as a complex of auditory sensations. Right from 
the start we experience the series of sounds themselves, the tone of the voice, 
the intonation and rhythm with feelings of pleasure or displeasure. These sen-
sations of sound are linked to auditory ideas that resemble them and these latter 
are linked in turn with further ideas reactivated by them. This is the domain of 
onomatopoeia. 

(Frege, 1897: 151, 1997: 239f.)

Frege's main aim in mentioning such issues was to elucidate his notion of thought by offering 
examples of phenomena that have nothing to do with the expression of thoughts, and the “pleas-
ure or displeasure” we experience when hearing certain (chains of) words is of course a particu-
larly apt example. At the same time, this may be a potential reason for downplaying the 
importance of such ψ-effects: one might argue that they are highly relevant to literary aesthetics, 
but simply irrelevant to the philosophy of language. We shall see, however, that Frege's observa-
tion that they “are linked in turn with further ideas reactivated by them” (emphasis added) speaks 
against ignoring them: in some cases, the sound quality of an item is not a mere matter of aesthet-
ics, but has also to do with its emotive significance.20

Consider an example. In an experiment conducted by Myers-Schulz et al.  (2013), English-
speaking subjects were asked to match pictures with pseudo-words such as “bupaba” and “du-
gada”. Among these pictures was an image of aggressively barking German Shepherd and an 
image of a cute St. Bernard puppy, and the subjects generally matched “bupaba” with the latter 
image, and “dugada” with the former. The prediction that “dugada” carries negative associations 
is based on some general claims about the association between certain phonetic features and 

 20Compare Frege (1882: 52, 1972: 86): “sounds have a more intimate relation to the emotions [das Gemütsleben] than 
shapes and colours do; and the human voice with its boundless flexibility is able to do justice to even the most delicate 
combinations and variations of feelings.”



18 |   SANDER

particular emotive effects. The details need not concern us here, but a particular prediction might 
be worth mentioning:

Even in artistic contexts … these acoustic principles could be applied to evoke a 
particular emotional subtext. Indeed, our data suggest that “Darth Vader” … is an 
acoustically more appropriate name for an intergalactic miscreant than “Barth 
Faber”. 

(Myers-Schulz et al., 2013: 7)21

According to Myers-Schulz et al., the “emotional subtext” carried by certain items would thus 
be non-arbitrary, and it seems plausible that this observation extends to the realm of “social 
meaning”. Consider the word “rose” as an example. Famously, roses would smell as sweet if 
they were not called such. However, the social significance of roses, and the associations trig-
gered by the word “rose”, appear to depend, to some extent, on the fact that the word “rose” has 
an attractive sound quality, making it suitable for being used as a first name. Roses, arguably, 
would not be considered romantic if our ancestors had decided to call them, say, 
“pigsqueak”.22

A particularly interesting example of items where the mere sound quality may carry emotional 
overtones are certain pejoratives. Quite a few slurs are phonetically similar to other “nasty words”, 
and many of them are literally four-letter words: they are generally monosyllabic, have short vowels 
and voiceless consonants, mostly fricatives and plosives. These features in combination make them 
sound ugly and aggressive, and often even small changes, such as replacing a short vowel with a long 
one, would suffice to mitigate their derogatory sound quality.23

Note that this is not to be understood as yet another “deflationist” theory of slurs. I am 
not claiming here that slurs are nothing else than aggressive-sounding words for a par-
ticular group. Not all of the items that are standardly categorized as slurs conform to the 
above-mentioned sound pattern, and I obviously do not wish to claim that the ugliness of 
certain slurs may offer a full explanation of what is going on when speakers are using such 
words.

Quite to the contrary, I think that the present debate on slurs is often marred by two prob-
lematic assumptions.24 Scholars frequently assume, first, that slurs form a homogeneous cat-
egory and, second, that we ought to identify a single mechanism (be it semantic or pragmatic) 
that fully explains how these items work. I think we ought to reject both of these assumptions. 
There are, first, crucial differences between such items: for instance, a word like “kraut”, as 
being used by an educated UK speaker in the early 1990s, may “emphasize a sense of differ-
ence” (Blackburn, 1992: 294), but in contrast to many other “slurs” it is clearly neither deroga-
tory nor a term that may be construed as expressing a negative attitude. Second, it seems 
plausible that fully understanding some of these items may require taking several 

 21And neither would “Hubert Farnsworth” be an apt name for a supervillain. See also Köhler's (Köhler, 1947: 224–5) 
observation on how nonsense words such as “takete” and “maluma” are associated with certain forms—a phenomenon 
now generally known as “bouba/kiki effect”.
 22Similar things might be said about the graphical qualities of written words. Compare Wittgenstein's (1986, § 167) 
remark on spelling (reforms): “Think of the uneasiness we feel when the spelling of a word is changed. (And of the still 
stronger feelings that questions about the spelling of words have aroused.)”
 23For recent work on the sound symbolism of swear words, compare Lev-Ari and McKay (2023). Mandelbaum and 
Young (forthcoming) reports on an experimental study on the “sound of slurs”.
 24Compare Stanley (2015: 150f) who similarly argues against the assumption that slurs are “special”.
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mechanisms into account. Anderson and Lepore have argued that an account of slurs in terms 
of Fregean tone, i.e. a purely psycholinguistic account, “can't be the whole story” (2013: 33). 
I agree with them, but something that is not the whole story can still be an essential part of the 
whole story.

6 | THE ESSENTIALIZING EFFECT OF KIND-DENOTING TERMS

Let us finally turn to a kind of ψ-effect that is not discussed by Frege. Consider the following two 
sentences:

(6–1) Lorraine is blonde.

(6–2) Lorraine is a blonde. 
(Ritchie, 2021: 571)

These two sentences are, arguably, truth-conditionally equivalent. However (6–2), involving not 
an adjective but a predicate nominal, seems to invite certain inferences: (6–2) somehow suggests 
that being (a) blonde is an essential property of Lorraine's, which in turn may explain some of 
her other properties. This intuition that certain nouns have an essentializing effect is clearly sup-
ported by experimental research (cf. Ritchie, 2021: 573–4 for an overview). For instance, when 
children are given sequences of sentences like

(6–3) Rose is 8 years old. Rose eats a lot of carrots. {[a] She is a carrot-eater. / [b] She 
eats carrots whenever she can.} 

(Gelman, 2004: 407)

and are then being asked questions such as whether Rose will eat lots of carrots when she is grown 
up, they are more likely to answer such questions positively when the sequence involves an [a]-type 
sentence, i.e. a noun. According to Gelman (2004: 408), “nouns imply that a category is relatively 
more stable and consistent over time and contexts than adjectives or verbal phrases”, and this raises 
the question of what is meant by “imply” here.
In a recent paper, Ritchie (2021: 586) has claimed that “kind-denoting terms trigger a presupposition 
that there is … an inductively potent kind with stable and explanatory membership”, and the term 
“presupposition” here is not loose talk. On her view, the following two cases are exactly parallel 
(where “>>” denotes the relation of presupposition):

(6–4) He who discovered the elliptic form of the planetary orbits died in misery. 
[>> There is a unique person who discovered the elliptic form of the planetary 
orbits] 

(Frege, 1892: 39)

(6–5) Anna is a female. [>> There is an inductively potent kind, females, with stable 
and explanatory membership.] 

(Ritchie, 2021: 585)
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A leitmotif running through this paper is that some phenomena that scholars have accounted 
for in terms of semantics or pragmatics are better explained (in part) by ψ-effects, and I think 
that (6–5) is yet another example. Although I would concede that this a complicated case, 
there seem to be at least four points that speak against construing such nouns as presupposi-
tion triggers. First, whatever exactly is conveyed by (6–5), it seems to be much less determi-
nate than the alleged presupposition of that sentence, especially when what is presupposed is 
rendered in what I take to be an overintellectualized way. The fact that this content is rather 
elusive can more plausibly be explained by ψ-effects. Second, the assumption that “a female” 
carries a presupposition proper does not seem to fit its radical projection behaviour. “A fe-
male” appears to suggest an “explanatory membership” relation (or the like) regardless of 
how that term is embedded. Typical presupposition triggers, in contrast, can easily be neutral-
ized: neither “Macron isn't the King of France” nor “If France is still a Monarchy, then the 
King of France must be rich” commits the speaker to the existence of a French monarch.25 
Third, recall what I said about code words in Section 2: one cannot challenge the suggestion 
carried by “welfare” by a “wait a minute”-style of reply, and similarly one cannot felicitously 
react to (6–5) by saying “Hey, wait a minute, there isn't an inductively potent kind …”. The 
suggestion carried by “a female” seem to be much more “backgrounded” than is the case with 
ordinary non-at-issue contents. Finally, the experimental evidence merely indicates that sub-
jects are more likely to make essentializing assumptions when being given sentences involving 
nouns such as “carrot-eater”. The existence presupposition carried by descriptions, in con-
trast, is not a matter of statistics: if sentences involving descriptions do trigger such presup-
positions (which is not always the case), they reliably commit the speaker to the existence of 
a certain entity.

7 |  CONCLUSION: TAXONOMIZING Ψ -EFFECTS

In the last section, I conceded that nouns such as “a female” are a complicated issue, but let us 
assume that I am on the right track here. What makes this example particularly interesting on 
that assumption is the fact that ψ-effects may also be triggered by the grammatical properties of a 
term (noun vs adjective), whereas in the previous examples they were carried either by the mean-
ing or by the sound quality of an item. This also suggests a neat way of taxonomizing ψ-effects. 
On my view, we ought to ask two questions:

(Q1) What triggers a ψ-effect?

(Q2) What kind of mental state is triggered?

In the course of this paper, we have encountered three answers to (Q1): there are phonetic, se-
mantic, and grammatical effects. Listing the possible answers to (Q2) is somewhat more compli-
cated since there is no uncontroversial classification of mental states. But for present purposes, it 
might be useful to roughly distinguish four kinds of effect: effects may be aesthetic experiences, 
emotions, cognitive states, and mental images.

 25This observation suggests that a broadly semantic explanation of the contribution of phrases such as “a female” might 
work better if one construes them as Pottsian “conventional implicatures” (CIs). On Potts's (Potts, 2005: 34–36) view, 
CIs differ from presuppositions precisely in being “scopeless”.
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The examples I have discussed in this paper may then be represented in the following table:

Phonetic Grammatical Semantic

Aesthetic “rose”, rhyme and rhythm

Emotive “Darth Vader”, some slurs “coffin”, “welfare”, “cur”

Cognitive “a female” “welfare”, textual coherence

Mental Images German “Jedem das seine” “cur”, “welfare”

I have repeatedly stressed that the exact nature of a ψ-effect is an empirical issue. So the above 
table is not to be understood as the final wisdom. At the same time, the distinction between kinds 
of triggers involves several complications. For instance, I have listed the German example from 
Section 2 as a phonetic effect, but the effect is arguable not totally independent of the meaning 
of that phrase. Similarly, the specific contribution of “welfare” may be different from the contri-
bution of synonymous terms, which would mean that the effect is triggered by a concept under 
a phonetic guise.

However, the aim of this paper has not been to argue for a particular account of, say, code 
words. Instead, I have attempted to show that we generally ought to resist the tendency to explain 
certain linguistic phenomena exclusively in terms of either semantics or pragmatics. We should 
not ignore the obvious and introspectively available fact that words have all sorts of effects on 
what is going on in our minds, and if I am right such ψ-effects are crucial for fully understanding 
the overall communicative import of some of our utterances.26
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